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matching the query term in the adaptive thesaurus is retrieved. Using a processor, the search query is expanded using the expan­
sion term based on a recall gain, an expansion independence, and a semantic similarity.



WO 2010/088062 PCT/US2010/021109

METHODS AND SYSTEMS FOR
CREATING AND USING AN ADAPTIVE THESAURUS

This application claims priority to U.S. Patent Application No. 12/362,940, 

filed on January 30, 2009, the contents of which are incorporated herein by 

reference.

BACKGROUND

Technical Field

[001] The present disclosure generally relates to searching information. More 

particularly, and without limitation, the present disclosure relates to methods and 

systems for creating an adaptive thesaurus and for enhancing a search using an 

adaptive thesaurus.

Background Information

[002] With vast amounts of information being stored in electronic form, search 

tools help users find specific information they are looking for. For example, Internet 

search engines enable users to search for specific information on the Internet, and 

database search tools enable users to search for specific information stored in 

large databases. However, conventional search techniques have several 

problems, discussed below.

[003] In the search field, the term “recall” refers to the proportion of all relevant 

documents in a corpus of documents that is retrieved by a search. In a Boolean 

full-text search engine, a query for “automobile” will fail to retrieve or “recall” any 

text that refers to the concept of automobiles using the term “car.” Therefore, a 

user who searches for “automobile” may fail to find important and desired 

documents containing text that instead discuss automobiles using the term “car.” 

Expanding the search query to "automobile OR car" will retrieve or “recall” the text 

missed by the “automobile” query. Accordingly, one strategy for improving recall is 

to enhance a query by expanding the original terms of the query with synonyms 

obtained from a thesaurus.

[004] However, in general, no two terms are perfectly synonymous, and thus 

expansion of one term with a second term will typically result in a loss of precision.
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That is, searching for “automobile OR car” rather than just “automobile” will likely 

return texts with references to railroad car, which is not encompassed in the 

automobile concept being searched by the user. The inclusion of such texts that 

are irrelevant to automobiles would therefore diminish the “precision” of the search 

result, which refers to the proportion of all retrieved documents that are relevant to 

a given concept, lf precision falls too low, a simple query expansion may fail to 

effectively enhance the search.

[005] A second method of expanding a query to enhance the recall of texts 

pertaining to a concept is known as “stemming.” For example, the concept of “to 

consider” can be referenced in a text by any of the following morphological variants 

of “to consider,” i.e., consider, considers, considered, considering, and 

consideration. These variants can each be used to expand the other. However, as 

with the example ofthe railroad car, expanding “consider” with a non-synonymous 

morphological variant (e.g., considerate) will undesirably diminish precision, again 

failing to enhance the search.

[006] Thus, there are several potential problems associated with query 

expansion. As the preceding examples illustrate, although query expansion 

increases recall by increasing the number of documents retrieved, it also normally 

reduces precision. This follows mathematically from the fact that the number of 

retrieved documents appears in the denominator of the formula for calculating 

precision. Queries must therefore be expanded to increase recall without 

significantly decreasing precision.

[007] Another problem with query expansion is data glut. A data glut occurs 

when a search returns more texts than can be analyzed by the user. Since query 

expansion normally results in the recall of more texts, query expansion often entails 

a risk of creating a data glut. To mitigate this problem, query expansion may be 

accompanied by a relevance ranking system. A popular ranking algorithm called 

“term frequency-inverse document frequency" (TF-IDF) can rank texts returned by a 

search by “relevance” and order the most relevant retrieved texts at the top of a 

result set, thereby mitigating the data glut problem. Even still, expansion of a query 

with terms that occur too frequently or that are insufficiently synonymous can still 

create a data glut that the ranking algorithms cannot sufficiently mitigate.

[008] Furthermore, words of natural languages may be polysemous (have 

multiple meanings). For example, in the English language, the word “bow” may be
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a gesture, a weapon, the front of a ship, or a decoration. Thus, using a 

conventional thesaurus to expand a search query for “prow” with “bow” will retrieve 

many texts unrelated to prow and thereby appreciably diminish precision. 

Conventional, general-purpose thesauri are therefore unsuited to specific domains 

of knowledge, because they contain weak or false synonyms that unacceptably 

diminish precision. Conversely, special-purpose thesauri are unsuited to general 

domains, because they may not contain commonly-accepted synonyms, and may 

fail to adequately expand queries to enhance recall.

[009] In addition, conventional statistical thesauri (also known as association 

thesauri) use co-occurrence matrices, wherein terms that co-occur in a text are 

deemed synonyms. However, such synonyms do not comport with the usual 

linguistic definition of synonyms as terms that individually refer to a single concept. 

For example, the terms gun and bullet often co-occur in the same document. 

Consequently, conventional statistical methods of thesaurus construction will find 

the terms gun and bullet in frequent co-occurrence and will consider these two 

terms synonyms. Therefore, context-free expansion of a term with such false 

synonyms can lead to a considerable loss of precision.

[010] In view of the foregoing, there is a need for improved methods and 

systems that provide accurate search results.

SUMMARY

[011] Disclosed embodiments relate to methods and systems for creating an 

adaptive thesaurus and for searching using an adaptive thesaurus.

[012] In one embodiment, a computer-implemented method is provided for 

creating an adaptive thesaurus. The method comprises receiving a term pair 

including an index term and an expansion term. The method further comprises 

calculating, using a processor, a recall gain, an expansion independence, and a 

semantic similarity of the term pair. The method further comprises determining 

whether to store the term pair based on the recall gain, the expansion 

independence, and the semantic similarity. The method further comprises storing 

the term pair based on the determination.

[013] In one embodiment, a system is provided for creating an adaptive 

thesaurus. The system comprises a computer comprising a processor. The
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processor executes instructions to receive a term pair including an index term and 

an expansion term. The processor further executes instructions to calculate a 

recall gain, an expansion independence, and a semantic similarity of the term pair. 

The processor further executes instructions to determine whether to store the term 

pair based on the recall gain, the expansion independence, and the semantic 

similarity. The processor further executes instructions to store the term pair based 

on the determination.

[014] In one embodiment, a computer-readable storage medium is provided 

that includes instructions which, when executed by a processor, perform a method 

of normalizing strings. The method comprises receiving a term pair including an 

index term and an expansion term. The method further comprises calculating, 

using a processor, a recall gain, an expansion independence, and a semantic 

similarity of the term pair. The method further comprises determining whether to 

store the term pair based on the recall gain, the expansion independence, and the 

semantic similarity. The method further comprises storing the term pair based on 

the determination.

[015] In one embodiment, a computer-implemented method is provided for 

searching using an adaptive thesaurus. The method comprises receiving a search 

query including a query term. The method further comprises retrieving an 

expansion term stored in association with an index term matching the query term in 

the adaptive thesaurus. The method further comprises expanding the search query 

using the expansion term based on a recall gain, an expansion independence, and 

a semantic similarity.

[016] In one embodiment, a system is provided for searching using an adaptive 

thesaurus. The system comprises a computer comprising a processor. The 

processor executes instructions to receive a search query including a query term. 

The processor further executes instructions to retrieve an expansion term stored in 

association with an index term matching the query term in the adaptive thesaurus. 

The processor further executes instructions to expand the search query using the 

expansion term based on a recall gain, an expansion independence, and a 

semantic similarity.

[017] In one embodiment, a computer-readable storage medium is provided 

that includes instructions which, when executed by a processor, perform a method 

for searching using an adaptive thesaurus. The method comprises receiving a
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search query including a query term. The method further comprises retrieving an

expansion term stored in association with an index term matching the query term in

the adaptive thesaurus. The method further comprises expanding the search query

using the expansion term based on a recall gain, an expansion independence, and

a semantic similarity.

[018] In one embodiment, a computer-implemented method is provided for 

creating an adaptive thesaurus. The method comprises receiving a term pair 

including an index term and an expansion term. The method further comprises 

calculating, using a processor, a recall gain, an expansion independence, and a 

semantic similarity of the term pair. The method further comprises determining 

whether to store the index term and the expansion term based on the recall gain, 

the expansion independence, and the semantic similarity. The method further 

comprises storing the index term and the expansion term based on the 

determination. The method further comprises storing the recall gain, the expansion 

independence, and the semantic similarity in association with the index term and 

the expansion term.

[019] It is to be understood that both the foregoing general description and the 

following detailed description are exemplary and explanatory only, and are not 

restrictive of the embodiments thereof, as claimed. Furthermore, features and 

variations may be provided in addition to those set forth herein. For example, 

embodiments may be directed to various combinations and sub-combinations of the 

features described in the detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

[020] The accompanying drawings, which are incorporated in and constitute a 

part of this specification, illustrate various disclosed embodiments. In the drawings: 

[021] Fig. 1 illustrates an exemplary computer system, consistent with a 

disclosed embodiment.

[022] Fig. 2 is a flow chart of an exemplary method for creating an adaptive 

thesaurus, consistent with a disclosed embodiment.

[023] Fig. 3 is a flow chart of an exemplary method for using an adaptive 

thesaurus at query time, consistent with a disclosed embodiment.
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DETAILED DESCRIPTION

[024] The following detailed description refers to the accompanying drawings. 

Wherever possible, the same reference numbers are used in the drawings and the 

following description to refer to the same or similar parts. While several exemplary 

embodiments are described herein, modifications, adaptations, and other 

implementations are possible. For example, substitutions, additions, or 

modifications may be made to the components illustrated in the drawings, and the 

exemplary methods described herein may be modified by substituting, reordering, 

or adding steps to the disclosed methods. Accordingly, the following detailed 

description is not limiting of the disclosed embodiments, instead, the proper scope 

is defined by the appended claims.

[025] At creation time, i.e., during construction or maintenance of the adaptive 

thesaurus, a corpus of texts is queried to calculate measures for expanding a given 

query term with an expansion term. The query term is stored in the adaptive 

thesaurus as an index term by which the expansion term and the measures are 

retrieved. At query time, i.e., when a user queries the corpus of texts, query terms 

provided by the user are matched to the index terms stored in the previously 

constructed adaptive thesaurus. Once so matched, “query term” and “index term" 

are used interchangeably.

[026] Fig. 1 illustrates an exemplary computer system 100, consistent with a 

disclosed embodiment. Computer system 100 may implement exemplary systems 

and methods for creating and using an adaptive thesaurus.

[027] In the example of Fig. 1, computer system 100 includes a processor 101 

for executing instructions to perform processes related to creating and using an 

adaptive thesaurus, consistent with the disclosed embodiments. Processor 101 

may be connected to a data bus 109, which connects various components of 

computer system 100. Computer system 100 may include a storage device 105 for 

storing the adaptive thesaurus and data related to the adaptive thesaurus. RAM 

102 memory may be used by processor 101 as a placeholder for active data during 

the execution of instructions. Computer system 100 may also comprise one or 

more input devices 106, for example, a keyboard and/or a mouse. A network 

interface 103 may allow computer system 100 to communicate over a network such 

as an intranet, extranet, local area network (LAN), wide area network (WAN), or the
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Internet. Computer system 100 may comprise a removable storage 104 such as a 

floppy drive, CD-ROM, DVD-ROM, or USB flash drive. Computer system 100 may 

also comprise a display 108, such as a monitor. Display 108 is capable of 

displaying a graphical user interface to a user. Computer system 100 may also 

comprise an output device 107, such as a printer or a fax machine. Program 

instructions for executing the exemplary methods and implementing the exemplary 

systems for creating and using the adaptive thesaurus may be stored in storage 

device 105 or removable storage 104, or may be received via network interface 

103. These program instructions may be executed by processor 101.

[028] A “term” in this description may be a single word in a natural, 

mathematical, or artificial symbolic language, as well as a phrase consisting of a 

plurality of such words. The term “text” as used in this description may be multiple 

documents, a single document, or a subdocument. The term “texts” implies 

multiple documents or subdocuments.

[029] Fig. 2 is a flow chart of an exemplary method 200 for creating an 

adaptive thesaurus, consistent with a disclosed embodiment.

[030] In step 201, computer system 100 receives sets of term pairs. For 

example, the term pairs may be received via network interface 103 from another 

computer. Alternatively, the term pairs may be retrieved from a thesaurus stored in 

storage device 105 of computer system 100. As another alternative, the term pairs 

may be inputted by a user through input device 106 or through removal storage 104 

such as a CD-ROM containing a thesaurus. The received term pairs may be stored 

in storage device 105.

[031] In one embodiment, a term pair may be an ordered pair of putative 

synonyms. For example, where a conventional thesaurus gives “bow” as a 

synonym for “prow,” computer system 100 would receive both {bow, prow} and 

{prow, bow} as term pairs. For each term pair, the first term may be designated as 

the index term and the second term may be designated as the expansion term.

[032] In one embodiment, the term pairs are morphological variants of a stem 

(or root) term, provided from a conventional dictionary or provided by a 

conventional stemming algorithm. In another embodiment, computer system 100 

may receive term pairs from a user search query consisting of terms conjoined with 

Boolean operators. In another embodiment, term pairs may be determined from a 

sampling of queries provided by users using various Boolean combinations of
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terms. In another embodiment, term pairs are provided by a conventional or

statistical thesaurus.

[033] In step 202, computer system 100 receives a corpus of text that is

annotated with semantic features.

[034] In one embodiment, the corpus of text has been annotated with semantic 

features. The semantic features may be, for example, legal topics such as those 

described in U.S. Patent No. 6,502,081, entitled “System and Methods for 

Classifying Legal Concepts Using Legal Topic Scheme,” the disclosure of which is 

incorporated herein by reference in its entirety.

[035] As another example, citations to statutes in judicial opinions may be 

considered semantic features. The corpus of text may have been indexed with 

semantic features by one or more semantic indexing methods. The annotated text 

may be received via network interface 103, removable storage 104, or input device 

106, or extracted from storage device 105.

[036] In step 203, for each term pair, computer system 100 searches, using a 

search engine, the corpus of annotated text for the index term. Computer system 

100 also searches the corpus for the expansion term. Computer system 100 also 

searches the corpus of annotated text for the index term and the expansion term 

conjoined by a Boolean OR. Computer system 100 also searches the corpus of 

annotated text for the index term and the expansion term conjoined by a Boolean 

AND. For example, where the term pair is {automobile, car}, computer system 100 

searches the corpus of annotated text for “automobile,” “car,” “automobile OR car,” 

and “automobile AND car.” The search engine may be any conventional Boolean 

search engine capable of finding specific terms in a corpus of texts. The search 

engine may be implemented by software, hardware, or a combination of both.

[037] Furthermore, computer system 100 calculates metadata for each term 

pair. The metadata may comprise a semantic feature vector for each term and 

measures including a recall gain, an expansion independence, and a semantic 

similarity. The semantic feature vectors may be comprised of keywords editorially 

applied to the individual texts of the corpus. The semantic feature vectors may be 

constructed by, for example, counting how often each semantic annotation type in 

the corpus of annotated texts occurs in each document of the corpus. For example, 

vector Fi for index term / and vector Fe for expansion term e may be constructed.
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[038] In step 204, computer system 100 calculates the recall gain and the

expansion independence based on the results of the searches in step 203. In

addition, computer system 100 calculates the semantic similarity based on the

feature vectors calculated in step 203. The calculation of these measures is

explained below.

[039] The recall gain G may be calculated by the following formula:

G = 1“TT’iUe
and the expansion independence I may be calculated by the following formula:

/=,-iQi,
i

where i is the document frequency of the index term in the corpus of annotated text, 

(/ U e) is the document frequency of the index term OR’ed with the expansion term, 

and (/ Π e) is the document frequency of the index term AND’ed with the expansion 

term.

[040] The recall gain G represents the proportion of documents in the (/ OR e) 

result set contributed by expanding index term /'with expansion term e. The 

expansion independence I represents the proportion of documents in the result set 

of the query for index term /' that do not contain expansion term e. For example, if 

index term / is “Chrysler” and expansion term e is “automobile,” almost all 

documents containing “Chrysler” may also contain “automobile.” Thus, the 

expansion independence I will be low. When expansion independence I is low, 

index term /' is an effective hyponym of expansion term e. When a user uses a 

query term like “Chrysler,” automatic expansion by a more generic term like 

“automobile” is likely to produce a data glut. Conversely, a high value for the 

expansion independence I implies that index term /' is an effective hypernym of 

expansion term e.

[041] The semantic similarity may be calculated from the vector of the semantic 

features of the corpus of text. The semantic similarity may be calculated as:

r(Fg,Fe),

where r is the Pearson product moment correlation coefficient. The semantic 

similarity represents a shared feature variance or similarity between the query term 

and the expansion term.
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[042] Other formulas and/or different correlation methods may be used to 

calculate the recall gain, the expansion independence, and the semantic similarity. 

[043] Alternatively, in one embodiment, the semantic similarity may be 

available from an existing statistical thesaurus. For example, rather than 

calculating the semantic similarity, computer system 100 may retrieve the semantic 

similarity from a statistical thesaurus in which a semantic similarity has already 

been calculated. The statistical thesaurus may be stored in storage device 105 or 

reside outside computer system 100 such that it is accessible by computer system 

100.

[044] In step 205, computer system 100 adds the term pairs to the adaptive 

thesaurus. The adaptive thesaurus may be, for example, a flat text file, an 

extensible Markup Language (XML) file, or a database including a set of 

synonyms. The adaptive thesaurus may be created by computer system 100 and 

stored in storage device 105 at initial creation of the adaptive thesaurus. The 

adaptive thesaurus stored in storage device 105 may be modified during creation 

and updating of the adaptive thesaurus by adding synonyms to the adaptive 

thesaurus. Alternatively, computer system 100 may store and access the adaptive 

thesaurus from a storage location accessible via network interface 103.

[045] In one embodiment, term pairs whose calculated measures do not 

exceed predefined thresholds may be discarded. The discarded term pairs are not 

stored in the adaptive thesaurus, and computer system 100 moves on to evaluating 

other term pairs. In this embodiment, the recall gain G is compared with a recall 

gain threshold before adding a term pair to the adaptive thesaurus. For example, if 

expanding a search for index term /' with expansion term e results in only negligible 

increase in recall (viz., low recall gain G), then such an expansion adds little benefit 

to the user at the cost of unnecessary computation. The recall gain threshold sets 

a minimum value for the recall gain G to prevent such an expansion.

[046] The expansion independence / is compared with an expansion 

independence threshold before adding the term pair, i and e, to the adaptive 

thesaurus. For example, if the expansion independence / is low, then most 

documents containing index term / also contain expansion term e, then, in one 

embodiment, these term pairs may not be added to the adaptive thesaurus.

[047] The semantic similarity r is compared with a semantic similarity threshold 

before the term pair, /' and e, are added to the adaptive thesaurus. The semantic
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similarity r, in the case of a Pearson product moment correlation coefficient, ranges 

from -1 to 1, inclusive, where a value of 1 represents a perfect and positively linear 

relationship between the semantic feature vector Fj and the semantic feature vector 

Fe, a value of -1 represents a perfect and linear but inverse relationship between 

the semantic feature vector F,· and the semantic feature vector Fe, and a value of 0 

represents no linear relationship. The use of the semantic similarity threshold 

ensures that a search for index term / will be expanded by expansion term e only if 

the two terms are sufficiently semantically similar.

[048] In one embodiment, term pairs are included in the adaptive thesaurus if 

all three measures (the recall gain, the expansion independence, and the semantic 

similarity) satisfy their respective thresholds. Other rules for inclusion or exclusion 

of term pairs in the adaptive thesaurus are possible. For example, the three 

measures may be weighted by additional factors and conjoined in a linear or 

nonlinear model/formula to determine whether to include or exclude term pairs in 

the adaptive thesaurus.

[049] The above-described steps 201 to 205 may be repeated for each pair of 

terms in the received sets of term pairs to determine whether to include or exclude 

the term pairs in the adaptive thesaurus.

[050] In one embodiment, the three calculated measures (the recall gain, the 

expansion independence, and the semantic similarity) are stored in the adaptive 

thesaurus in association with their respective synonyms, enabling expansion tuning 

at query time, as described below. In another embodiment, the measures are 

stored in the adaptive thesaurus as query weights to be used to rank or re-rank 

search results at query time. The measures and the weights may be stored in the 

adaptive thesaurus in a flat text file, a markup language format, a table, or a 

database, in association with their corresponding synonyms. The semantic 

features vectors may also be stored in the adaptive thesaurus in association with 

the term pair.

[051] The created adaptive thesaurus may be stored in storage device 105, for 

example, to be used at query time; written to removable storage 104, such as a 

floppy disk; transmitted to an electronic device via network interface 103; or 

displayed to a user on display 108.

[052] Fig. 3 is a flow chart of an exemplary method 300 for using an adaptive 

thesaurus at query time, consistent with a disclosed embodiment
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[053] In step 301, computer system 100 receives a search query. The search

query may be inputted by a user through a graphical user interface displayed on

display 108 by using input device 106. Alternatively, the search query may be

received by computer system 100 via network interface 103 from an electronic

device. The search query may contain one or more query terms.

[054] In step 302, computer system 100 looks up each query term in an 

adaptive thesaurus for expansion terms. That is, computer system 100 searches 

the adaptive thesaurus for an index term that matches the query term and then 

retrieves one or more expansion terms that are stored in association with the 

matched index term. Where the lookup succeeds, the query term and the index 

term are effectively identical and the two terms may be used interchangeably.

[055] In one embodiment, an expansion term corresponding to the query term 

that is found in the adaptive thesaurus automatically has been prequalified as an 

expansion term in steps 201 to 205, as described above (i.e., at thesaurus creation 

time).

[056] Alternatively, in another embodiment, an expansion term corresponding 

to the query term is found in the adaptive thesaurus, but must be tested at query 

time to determine that the expansion term qualifies. The test involves calculating 

the recall gain, the expansion independence, and the semantic similarity for the 

query term and the expansion term; and determining whether the calculated three 

measures exceed their respective thresholds or a conjoint threshold, similar to the 

above description of step 204. The test may be based on one or more of the three 

measures.

[057] The thresholds may be predetermined values, e.g., values specifically set 

for computer system 100 and capable of being changed. Alternatively, the 

thresholds may be inputted or set by the user performing the search. For example, 

computer system 100 may display adjustable bars or tunable knobs on a graphical 

user interface, which the user may change at query time. The three thresholds may 

be adjusted individually or together.

[058] In one embodiment, where the three measures are stored in the adaptive 

thesaurus, computer system 100 may retrieve the stored measures for the query 

term and the expansion term to determine whether the expansion term satisfies the 

thresholds. In one embodiment, even if the three measures are stored in the 

adaptive thesaurus, the three measures may be calculated again at query time
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against a different corpus of text (e.g., an updated corpus of text, a corpus of text

with updated external semantic features, or the corpus of text being searched at

query time) or against a new matrix of feature vectors. The newly calculated

measures may be stored in the adaptive thesaurus, perhaps to update the

previously-stored measures.

[059] In step 303, the search query is expanded by the expansion term found 

in the adaptive thesaurus. Expansion of query term q by expansion term e involves 

replacing q with (q OR e), that is, the original query term and its synonym are joined 

by a Boolean OR.

[060] In one embodiment, the qualifying expansion term is automatically used 

to expand the search query. Alternatively, the expansion term (and possible 

multiple expansion terms) may be displayed to the user on display 108, enabling 

the user to choose whether or not to expand the search by particular choices of 

candidate expansion terms. Moreover, the user could adjust and fine-tune the 

thresholds to increase or decrease the number of potential expansion terms 

displayed. Upon receiving the user’s selection of an expansion term or terms, 

computer system 100 expands the query term by the user-selected expansion 

term(s).

[061] In another embodiment, an expansion may be categorized as a 

hypernym expansion or a hyponym expansion, based upon the expansion 

independence of the term pair.

[062] In step 304, computer system 100 submits the expanded search query to 

a search engine. In one embodiment, computer system 100 hosts the search 

engine, in which case, computer system 100 would perform the search using the 

expanded search query. In another embodiment, the search engine may be hosted 

by another system, in which case, computer system 100 can transmit the expanded 

search query via network interface 103. In another embodiment, computer system 

100 displays the expanded search query to the user, who in turn will input the 

expanded search query to the search engine. Furthermore, computer system 100 

may submit the weights of the expansion terms stored in the adaptive thesaurus to 

the search engine to be used to fine-tune the ranking of the search result.

[063] In one embodiment, where the term pairs have been stored along with 

their feature vectors, the pair-wise semantic similarity computed at step 204 may be
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ignored and a multidimensional semantic similarity for each term pair can be

recomputed from the retrieved matrix of feature vectors and applied at query time.

[064] After the completion of method 300, the search engine may perform the

search using the expanded search query and return a set of search results.

[065] In one embodiment, where the search engine does not accept weights 

based upon the measures, computer system 100 re-ranks the research result 

returned by the search engine using weights derived from the measures.

[066] In one embodiment, an adaptive thesaurus may be updated by 

performing the above-described method 200. An adaptive thesaurus may be 

updated with newer editions of thesauri or dictionaries or with special-purpose 

thesauri or dictionaries particular to a specific field.

[067] In one embodiment, an adaptive thesaurus may be updated based on a 

search query from a user. For example, upon receiving a search query for (Zune 

OR iPod) from a user, computer system 100 searches a corpus of text for these 

potential synonyms, as described in step 203; calculates three measures, as 

described in step 204; and adds the query terms as term pairs to the adaptive 

thesaurus, as described in step 205. This process enables continual and 

incremental updates of the adaptive thesaurus by adding synonyms of terms 

provided by users, which may not be typically found in standard thesauri or 

dictionaries.

[068] The foregoing description has been presented for purposes of illustration. 

It is not exhaustive and is not limiting to the precise forms or embodiments 

disclosed. Modifications and adaptations will be apparent to those skilled in the art 

from consideration of the specification and practice of the disclosed embodiments. 

For example, the described implementations include software, but systems and 

methods consistent with the disclosed embodiments be implemented as a 

combination of hardware and software or in hardware alone. Examples of 

hardware include computing or processing systems, including personal computers, 

servers, laptops, mainframes, microprocessors and the like. Additionally, although 

aspects of the disclosed embodiments are described as being stored in memory, 

one skilled in the art will appreciate that these aspects can also be stored on other 

types of computer-readable media, such as secondary storage devices, for 

example, hard disks, floppy disks, or CD-ROM, or other forms of RAM or ROM,

USB media, DVD, or other optical drive media.
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[069] Computer programs based on the written description and disclosed 

methods are within the skill of an experienced developer. The various programs or 

program modules can be created using any of the techniques known to one skilled 

in the art or can be designed in connection with existing software. For example, 

program sections or program modules can be designed in or by means of .Net 

Framework, .Net Compact Framework (and related languages, such as Visual 

Basic, C, etc.), Java, C++, HTML, HTML/AJAX combinations, XML, or HTML with 

included Java applets. One or more of such software sections or modules can be 

integrated into a computer system or existing e-mail or browser software.

[070] Moreover, while illustrative embodiments have been described herein, 

the scope of any and all embodiments having equivalent elements, modifications, 

omissions, combinations (e.g., of aspects across various embodiments), 

adaptations and/or alterations as would be appreciated by those in the art based on 

the present disclosure. The limitations in the claims are to be interpreted broadly 

based on the language employed in the claims and not limited to examples 

described in the present specification or during the prosecution of the application, 

which examples are to be construed as non-exclusive. Further, the blocks of the 

disclosed routines may be modified in any manner, including by reordering blocks 

and/or inserting or deleting blocks. It is intended, therefore, that the specification 

and examples be considered as exemplary only, with a true scope and spirit being 

indicated by the following claims and their full scope of equivalents.
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WHAT IS CLAIMED IS:

1. A computer-implemented method for creating an adaptive thesaurus, 

comprising:

receiving a term pair including an index term and an expansion term; 

calculating, using a processor, a recall gain, an expansion independence,

and a semantic similarity of the term pair;

determining whether to store the term pair based on the recall gain, the

expansion independence, and the semantic similarity; and 

storing the term pair based on the determination.

2. The method of claim 1, further comprising:

storing the recall gain, the expansion independence, and the semantic 

similarity in association with the term pair.

3. The method of claim 1, further comprising:

determining a first feature vector of the index term and a second feature 

vector of the expansion term based on a corpus of semantically annotated texts; 

and

storing the first feature vector in association with the index term and the 

second feature vector in association with the expansion term.

4. The method of claim 3, wherein the first feature vector, the second 

feature vector, the recall gain, the expansion independence, and the semantic 

similarity are calculated based on the results of:

searching the index term in the corpus of semantically annotated texts; 

searching the expansion term in the corpus of semantically annotated texts; 

searching the index term and the expansion term, conjoined by a Boolean

OR, in the corpus of semantically annotated texts; and

searching the index term and the expansion term, conjoined by a Boolean

AND, in the corpus of semantically annotated texts.
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5. The method of claim 1, wherein the determining comprises; 

comparing the recall gain with a recall gain threshold, the expansion

independence with an expansion independence threshold, and the semantic 

similarity with a semantic similarity threshold.

6. A system for creating an adaptive thesaurus, comprising:

a computer comprising a processor, the processor executing instructions to: 

receive a term pair including an index term and an expansion term; 

calculate a recall gain, an expansion independence, and a semantic

similarity of the term pair;

determine whether to store the term pair based on the recall gain, the 

expansion independence, and the semantic similarity; and

store the term pair based on the determination.

7. The system of claim 6, wherein the processor further executes 

instructions to store the recall gain, the expansion independence, and the semantic 

similarity in association with the term pair.

8. The system of claim 6, wherein the processor further executes 

instructions to:

determine a first feature vector of the index term and a second feature vector 

ofthe expansion term based on a corpus of semantically annotated texts; and

store the first feature vector in association with the index term and the 

second feature vector in association with the expansion term.

9. The system of claim 8, wherein the processor further executes 

instructions to:

search the index term in the corpus of semantically annotated texts; 

search the expansion term in the corpus of semantically annotated texts; 

search the index term and the expansion term, conjoined by a Boolean OR,

in the corpus of semantically annotated texts; and

search the index term and the expansion term, conjoined by a Boolean AND,

in the corpus of semantically annotated texts,
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wherein the first feature vector, the second feature vector, the recall gain, the 

expansion independence, and the semantic similarity are calculated based on 

results of the searches.

10. The system of claim 6, wherein the processor further executes 

instructions to compare the recall gain with a recall gain threshold, the expansion 

independence with an expansion independence threshold, and the semantic 

similarity with a semantic similarity threshold.

11. A computer-readable storage medium including instructions which, 

when executed by a processor, perform a method for creating an adaptive 

thesaurus, the method comprising:

receiving a term pair including an index term and an expansion term; 

calculating, using a processor, a recall gain, an expansion independence,

and a semantic similarity of the term pair;

determining whether to store the term pair based on the recall gain, the

expansion independence, and the semantic similarity; and 

storing the term pair based on the determination.

12. The computer-readable storage medium of claim 11, wherein the 

method further comprises:

storing the recall gain, the expansion independence, and the semantic 

similarity in association with the term pair.

13. The computer-readable storage medium of claim 11, wherein the 

method further comprises;

determining a first feature vector of the index term and a second feature 

vector of the expansion term based on a corpus of semantically annotated texts; 

and

storing the first feature vector in association with the index term and the 

second feature vector in association with the expansion term.
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14. The computer-readable storage medium of claim 13, wherein the first 

feature vector, the second feature vector, the recall gain, the expansion 

independence, and the semantic similarity are calculated based on the results of:

searching the index term in the corpus of semantically annotated texts; 

searching the expansion term in the corpus of semantically annotated texts; 

searching the index term and the expansion term, conjoined by a Boolean

OR, in the corpus of semantically annotated texts; and

searching the index term and the expansion term, conjoined by a Boolean

AND, in the corpus of semantically annotated text.

15. The computer-readable storage medium of claim 11, wherein the 

determining comprises:

comparing the recall gain with a recall gain threshold, the expansion 

independence with an expansion independence threshold, and the semantic 

similarity with a semantic similarity threshold.

16. A computer-implemented method for searching using an adaptive 

thesaurus, comprising:

receiving a search query including a query term;

retrieving an expansion term stored in association with an index term

matching the query term in the adaptive thesaurus; and

expanding, using a processor, the search query using the expansion term

based on a recall gain, an expansion independence, and a semantic similarity.

17. The method of claim 16, further comprising: 

submitting the expanded search query to a search engine.

18. The method of claim 16, further comprising:

using the recall gain, the expansion independence, and the semantic 

similarity to rank a search result.

19. The method of claim 16, further comprising:

retrieving the recall gain, the expansion independence, and the semantic 

similarity from the adaptive thesaurus, the recall gain, the expansion independence,
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and the semantic similarity being stored in the adaptive thesaurus in association

with the query term and the expansion term.

20. The method of claim 16, further comprising:

comparing the recall gain with a recall gain threshold, the expansion 

independence with an expansion independence threshold, and the semantic 

similarity with a semantic similarity threshold.

21. The method of claim 16, further comprising:

calculating, before expanding the search query, the semantic similarity; and 

comparing the semantic similarity with a semantic similarity threshold.

22. The method of claim 16, further comprising: 

displaying the expansion term to a user; and

enabling the user to select the displayed expansion term for expanding the 

search query.

23. The method of claim 22, wherein the expansion independence of the 

displayed expansion term is lower than an expansion independence threshold.

24. The method of claim 20, further comprising:

enabling a user to adjust one or more of the recall gain threshold, the 

expansion independence threshold, and the semantic similarity threshold.

25. A system for searching using an adaptive thesaurus, comprising:

a computer comprising a processor, the processor executing instructions to: 

receive a search query including a query term; 

retrieve an expansion term stored in association with an index term

matching the query term in the adaptive thesaurus; and

expand, using a processor, the search query using the expansion

term based on a recall gain, an expansion independence, and a semantic similarity.

26. The system of claim 25, wherein the processor further executes 

instructions to submit the expanded search query to a search engine.
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27. The system of claim 25, wherein the processor further executes 

instructions to use the recall gain, the expansion independence, and the semantic 

similarity to rank a search result.

28. The system of claim 25, wherein the processor further executes 

instructions to retrieve the recall gain, the expansion independence, and the 

semantic similarity from the adaptive thesaurus, the recall gain, the expansion 

independence, and the semantic similarity being stored in the adaptive thesaurus in 

association with the query term and the expansion term.

29. The system of claim 25, wherein the processor further executes 

instructions to compare the recall gain with a recall gain threshold, the expansion 

independence with an expansion independence threshold, and the semantic 

similarity with a semantic similarity threshold.

30. The system of claim 25, wherein the processor further executes 

instructions to:

calculate, before expanding the search query, the semantic similarity; and 

compare the semantic similarity with a semantic similarity threshold.

31. The system of claim 25, wherein the processor further executes 

instructions to:

display the expansion term to a user; and

enable the user to select the displayed expansion term for expanding the 

search query.

32. The system of claim 31, wherein the expansion independence of the 

displayed expansion term is lower than an expansion independence threshold

33. The system of claim 29, wherein the processor further executes 

instructions to enable a user to adjust one or more of the recall gain threshold, the 

expansion independence threshold, and the semantic similarity threshold.
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34. A computer-readable storage medium including instructions which, 

when executed by a processor, perform a method for searching using an adaptive 

thesaurus, the method comprising:

receiving a search query including a query term;

retrieving an expansion term stored in association with an index term

matching the query term in the adaptive thesaurus; and

expanding, using a processor, the search query using the expansion term

based on a recall gain, an expansion independence, and a semantic similarity.

35. The computer-readable storage medium of claim 34, wherein the 

method further comprises:

submitting the expanded search query to a search engine.

36. The computer-readable storage medium of claim 34, wherein the 

method further comprises:

using the recall gain, the expansion independence, and the semantic 

similarity to rank a search result.

37. The computer-readable storage medium of claim 34, wherein the 

method further comprises:

retrieving the recall gain, the expansion independence, and the semantic 

similarity from the adaptive thesaurus, the recall gain, the expansion independence, 

and the semantic similarity being stored in the adaptive thesaurus in association 

with the query term and the expansion term.

38. The computer-readable storage medium of claim 34, wherein the 

method further comprises:

comparing the recall gain with a recall gain threshold, the expansion 

independence with an expansion independence threshold, and the semantic 

similarity with a semantic similarity threshold.

39. The computer-readable storage medium of claim 34, wherein the 

method further comprises:

calculating, before expanding the search query, the semantic similarity; and

-22-



WO 2010/088062 PCT/US2010/021109

comparing the semantic similarity with a semantic similarity threshold.

40. The computer-readable storage medium of claim 39, wherein the 

method further comprises:

displaying the expansion term to a user; and

enabling the user to select the displayed expansion term for expanding the 

search query.

41. The computer-readable storage medium of claim 40, wherein the 

expansion independence of the displayed expansion term is lower than an 

expansion independence threshold.

42. The computer-readable storage medium of claim 38, wherein the 

method further comprises:

enabling a user to adjust one or more of the recall gain threshold, the 

expansion independence threshold, and the semantic similarity threshold.

42. A computer-implemented method for creating an adaptive thesaurus, 

comprising:

receiving a term pair including an index term and an expansion term; 

calculating, using a processor, a recall gain, an expansion independence,

and a semantic similarity of the term pair;

determining whether to store the index term and the expansion term based

on the recall gain, the expansion independence, and the semantic similarity;

storing the index term and the expansion term based on the determination;

and

storing the recall gain, the expansion independence, and the semantic 

similarity in association with the index term and the expansion term.
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