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(57) ABSTRACT 

The present invention prevents erroneous control performed 
On the basis of Volumes storing old data in cases where 
trouble occurs in remote copying. The storage system is 
constructed by connecting a first site 1A and second site 1B 
by means of networks CN1 and CN2. Reference designating 
parts 5 are disposed in respective host computers 3A1, 3B1 
and the like. In cases where trouble occurs in remote 
copying, the reference designating parts 5 specify and man 
age the site Volume) in which the most recent data is stored. 
As a result, failover or the like can be performed within a site 
that can utilize the most recent data following the occurrence 
of trouble in remote copying. 
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STORAGE SYSTEM AND STORAGE SYSTEM 
CONTROL METHOD 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application relates to and claims priority from 
Japanese Patent Application No. 2004-184524 file on Jun. 
23, 2004, the entire disclosure of which is incorporated 
herein by reference. 

BACKGROUND OF THE INVENTION 

0002) 1. Field of the Invention 
0003. The present invention relates to a storage system 
and Storage System control method. 
0004 2. Description of the Related Art 
0005 Storage systems are known in which respective 
Storage devices are installed in a plurality of geographically 
Separated Sites, and the respective Sites are connected to each 
other via a communications network (U.S. Pat. No. 5,742, 
792). In Such storage Systems, the memory contents of the 
Storage devices installed at the respective sites are matched 
by a technique called remote copying. Accordingly, even in 
cases where Some site becomes unusable, the busineSS 
Service of this site can be continuously provide by utilizing 
the remaining normal Sites. 
0006 Remote copying refers to a technique for matching 
the memory contents(data) of a plurality of physically 
Separated Storage devices without interposing a host com 
puter or Server as a higher device. In cases where remote 
copying imaging Signal processing circuit performed, a 
logical Volume constituting the copying Source is prepared 
inside the Storage device of one site, and a logical volume 
that constitutes the copying destination is prepared in the 
Storage device of another site. These two logical Volumes 
form a copying pair. In cases where data is updated on the 
logical Volume of the copying Source, this updating is 
reflected in the logical Volume of the copying destination. 
0007 Furthermore, a cluster system is also known in 
which a single aggregate is formed by loosely coupling a 
plurality of Servers So as to form a Single Server in apparent 
terms, and a Service is provided to the client machines. 
0008. In cases where data contents are synchronized 
among a plurality of physically Separated Sites, and a Storage 
Service is provided to respective separate Servers at each of 
the respective Sites, the data cannot be Synchronized among 
the respective Sites if trouble occurs in remote copying 
function. Accordingly, differences are generated in the data 
contents among the respective sites. If a storage Service is 
provided in Such a State, there is a possibility that erroneous 
operation will be performed using old data groups in which 
updated data is not reflected in the Site that has the copying 
destination logical Volume. 
0009. It is also conceivable that a cluster system might be 
used in addition to a remote copying technique in order to 
improve the resistance to trouble. However, in a cluster 
System, a shared logical Volume is simply used exclusively 
by a failover Source Server and a failover destination Server. 
In the case of a cluster System, the shared logical volume is 
merely recognized as a single Volume; no consideration is 
given to the question of whether or not data is Synchronized 
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among different logical Volumes installed in Separate sites. 
Accordingly, an effective disaster recovery System cannot be 
constructed merely by combining a cluster System and a 
remote copying System. 

SUMMARY OF THE INVENTION 

0010. Accordingly, it is an object of the present invention 
to provide a storage System and Storage System control 
method which are devised So that erroneous operation can be 
prevented in advance, thus making it possible to improve 
reliability, even in cases where trouble occurs in the pro 
cessing that Synchronizes the memory contents among Stor 
age devices respectively installed in a plurality of Sites. 
Furthermore, it is an object of the present invention to 
provide a storage System and Storage System control method 
that make it possible to match failover processing and 
Synchronization processing So that an effective disaster 
recovery System can be constructed. Furthermore, it is an 
object of the present invention to provide a storage System 
and Storage System control method which are devised So that 
Storage devices that hold the most recent data groups can be 
Specified with a necessary timing, thus making it possible to 
improve durability against Synchronization trouble, without 
placing an excessive burden on the host computer or net 
work. Other objects of the present invention will become 
clear from the description of embodiments below. 
0011. In order to solve the abovementioned problems, the 
Storage System of the present invention comprises a plurality 
of Sites in which a plurality of host computers and Storage 
devices that respectively provide logical Volumes to these 
respective host computers are installed, an inter-Site network 
that connects the respective Sites to each other So that 
communications are possible, a Synchronizing part that 
Synchronizes the logical Volumes of the respective Storage 
devices via the inter-Site network, a reference managing part 
which manages reference designating information that is 
used to designate the Storage device that is to be used as a 
reference in cases where Synchronization trouble occurs in 
the processing that is performed by the Synchronizing part, 
and a control part that controls the use of the logical volumes 
on the basis of the reference designating information. 
0012. The plurality of sites are physically separated, and 
are connected via the inter-Site network So that communi 
cations are possible. A plurality of host computers and one 
or more Storage devices are installed in each Site. For 
example, the respective Storage devices can be constructed 
as disk array devices comprising a plurality of Storage 
devices Such as hard disk drives, Semiconductor memory 
drives, optical disk drives or the like. Logical volumes that 
constitute logical memory regions are formed in the physical 
memory regions that are provided by the plurality of Storage 
devices. Within each Site, the respective host computers 
access the respectively assigned logical volumes, and per 
form the reading and writing of data. 

0013 The memory contents of the logical volumes that 
are designated as objects of Synchronization among the 
logical volumes of the respective Sites are Synchronized by 
the Synchronizing part either periodically or non-periodi 
cally. Specifically, one logical Volume is Set as a copying 
Source, another logical Volume is Set as a copying destina 
tion, and the Synchronizing part transferS the data that is 
updated in the copying Source logical Volume to the copying 
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destination logical volume, and causes this data to be written 
into the copying destination logical volume. Such proceSS 
ing that matches the memory contents among physically 
Separated Sites is called a remote copying technique. By 
respectively writing the same updated data into both logical 
Volumes, it is possible to match the memory content of the 
copying Source logical Volume and the memory content of 
the copying destination logical Volume. In regard to the 
timing at which the updated data is reflected in the copying 
destination logical volume, both a Synchronous System and 
an asynchronous System are known. Details will be 
described later; however, in the case of the Synchronous 
System, updated data is written into the copying destination 
logical Volume at Substantially the same time that updated 
data is written into the copying Source logical volume. In the 
case of the asynchronous System, updated data is written into 
the copying destination logical volume at a Specified timing 
after updated data has been written into the copying Source 
logical Volume. 

0.014 For example, there may be cases in which synchro 
nization processing cannot be performed normally because 
of communications trouble in the inter-Site network, trouble 
within the storage devices or the like. Here, trouble that has 
an effect on the normal performance of Synchronization 
processing is called Synchronization trouble. The reference 
managing part manages reference designating information. 
The term “reference designating information” refers to 
information that designates the Storage device that acts as a 
reference in cases where Synchronization trouble occurs. 
0.015 For example, in cases where data is coped from the 
logical volume at one site (copying Source) to the logical 
Volume at another site (copying destination), if trouble 
occurs in the Synchronization processing, the updated con 
tent in the copying Source logical volume cannot be reflected 
in the copying destination logical Volume. In this case, the 
logical volume that holds the most recent data is the copying 
Source logical Volume, and old data produced prior to the 
occurrence of Synchronization trouble is held in the copying 
destination logical volume. Accordingly, in this case, the 
Storage device that has the copying Source logical Volume is 
the Storage device that acts as a reference. Specifically, the 
reference designating information is information that is used 
to Specify the Storage device that holds the most recent data 
(or the Site of this storage device or logical volume pos 
sessed by this storage device). When Synchronization 
trouble occurs, the logical Volume holding the most recent 
data (of the two logical Volumes) can be judged by referring 
to the reference designating information. Accordingly, the 
control part can perform a control action Such as Stopping 
access to the logical Volume holding the old data. 
0016. The abovementioned synchronizing part, refer 
ence managing part and control part are respectively 
installed in each Site. These respective parts can also be 
installed in each host computer at each Site. Alternatively, 
the Synchronizing part and control part can be respectively 
installed in each host computer at each Site, and the refer 
ence managing part can be installed in the Storage device at 
each site. 

0.017. A single cluster can be formed on the whole by the 
respective host computers at each site. Furthermore, the 
control part can control failover processing that causes the 
Specified Service provided by the host computer in which 
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trouble has occurred to be continued by other normal host 
computers. In cases where the function of a currently 
operating host computer is stopped, the information pro 
cessing Service (business processing Service) that was pro 
Vided to client machines from this host computer is taken 
over by a standby host computer. This standby host com 
puter receives the authorization to use the logical Volume 
that was used by the host computer whose function was 
Stopped, and various types of network Setting information 
Such as IP addresses and the like, and restarts the informa 
tion processing Service to the client machines. Processing 
that causes the performance of the information processing 
service to be transferred from the currently used host com 
puter whose function was stopped to the Standby host 
computer is called failover processing. Processing that 
returns the information processing Service to the currently 
used host computer from the Standby host computer when 
the function of the currently used host computer recoverS is 
called failback processing. 
0018. The control part can perform failover processing or 
the like on the basis of the reference designating informa 
tion. For example, in cases where Synchronization trouble 
occurs So that the memory contents do not match among the 
plurality of logical volumes forming a copying pair, a host 
computer that can utilize the logical Volume in which the 
most recent data is Stored performs failover processing. 
0019. The reference managing part can respectively send 
notification of the reference designating information to 
Specified sites that require notification of the reference 
designating information (among the respective sites). For 
example, in cases where reference managing parts are 
respectively installed in the respective sites, Since the occur 
rence of Synchronization trouble has already been recog 
nized for Sites in which Synchronization trouble has 
occurred, no notification is required in the case of these sites. 
The term "specified Sites requiring notification of the refer 
ence designating information” refers to Sites other than the 
Site in which Synchronization trouble has occurred. In Sites 
that have received notification, for example, the reference 
designating information can be Stored in a reference desig 
nating information memory part that can be constructed 
from a Semiconductor memory, hard disk drive or the like. 
0020 Cases in which sites receive a plurality of notifi 
cations are also conceivable. In Such cases, Some of the Sites 
receiving a plurality of notifications may hold older refer 
ence designating information. Such older reference desig 
nating information is information that was issued earlier; in 
the case of Sites that have issued Such older reference 
designating information, it is conceivable that differences 
from the updated data may have accumulated. Accordingly, 
older reference designating information is used. 
0021. In cases where notification to specified sites by the 
reference managing part has been normally completed, the 
use of the logical Volumes can be allowed. Specifically, after 
all of the sites that have the most recent data have been 
recognized, the use of the logical Volumes can be allowed. 
Subsequently, for example, in cases where failover proceSS 
ing is performed, a judgement is made as to whether or not 
the respective host computers of the respective sites have 
Stored the most recent data in the logical volumes used by 
the host computers themselves, and a determination is made 
as to whether or not these host computers can operate as 
failover destination host computers. 
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0022. Information indicating preferential sites can also be 
cause to correspond to the reference designating informa 
tion. Furthermore, even in cases where notification to Speci 
fied Sites by the reference managing part has not been 
normally completed, the use of the logical volumes can be 
allowed in cases where notification to preferential sites has 
been normally completed. 
0023 The respective sites are respectively notified of the 
most recent reference designating information, and this 
information is respectively held by the respective sites, 
however, for example, there may also be cases in which 
notification to Some of the Sites is not completed in a normal 
manner as a result of the occurrence of communications 
trouble or the like. Accordingly, even in cases where noti 
fication to all of the Sites has not been completed, the use of 
the logical volumes is allowed if notification to preset 
preferential Sites has been completed in a normal manner. 
The term “preferential site” refers to a site that is preferen 
tially Selected as a reference in cases where Synchronization 
trouble occurs, Such sites are preset by the System manager 
or the like. 

0024. One or a plurality of types of sites that are specified 
Sites designated beforehand, Sites that are operating prior to 
the occurrence of trouble and Sites that are on Standby prior 
to the occurrence of trouble may be set as preferential Sites. 
For example, any Single site among a plurality of Sites may 
be set as preferential Site. For instance, Sites that were 
providing an information processing Service prior to the 
occurrence of Synchronization trouble (i.e., operating sites) 
can be set beforehand as preferential Sites. Or, for example, 
Sites that were Standby Sites prior to the occurrence of 
Synchronization trouble can be set beforehand as preferential 
Sites. The reference designating information can be respec 
tively Set for each pair of logical Volumes constituting the 
object of Synchronization processing. Accordingly, in cases 
where a plurality of pairs of logical Volumes constituting the 
object of Synchronization processing exist, respectively dif 
ferent preferential Sites can be set for each pair. 
0.025 The reference managing part can update the refer 
ence designating information in cases where the occurrence 
of Synchronization trouble is detected. For example, a con 
Struction is conceivable in which the reference designating 
information is updated at Specified time intervals even prior 
to the occurrence of Synchronization trouble, and the respec 
tive sites are notified of this updated information). In this 
case, however, there is a possibility that updating processing 
of the reference designating information, notification pro 
cessing of the reference designating information and pro 
cessing that receives and Stores the reference designating 
information in memory will be frequently performed, 
although this differs according to the updating period and the 
like. Accordingly, the load on the host computers and 
communications networks is increased. Furthermore, the 
utilization of the reference designating information at the 
respective sites follows the occurrence of Synchronization 
trouble. Accordingly, in cases where the occurrence of 
Synchronization trouble is detected, the reference designat 
ing information is updated. As a result, the reference des 
ignating information can be updated (produced) without 
placing a great load on the host computers and the like. 
Furthermore, the present invention is not an invention in 
which a construction that produces or updates the reference 
designating information prior to the occurrence of Synchro 
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nization trouble is intentionally abandoned. According to the 
description in the claims, Such a construction is also 
included in the present invention. 

0026. The inter-site network can be constructed so that 
this network includes a network between Storage devices 
which connects the Storage devices of the respective sites to 
each other So that communications are possible, and a 
network between host computers which connects the respec 
tive host computers of the respective Sites to each other So 
that communications are possible. Furthermore, the Syn 
chronizing part Synchronizes the logical volumes of the 
respective Storage devices via the network between Storage 
devices, and the reference managing part respectively sends 
a notification of the reference designating information to 
Specified Sites that require a notification of the reference 
designating information (among the respective sites) via the 
network between host computers. Thus, even in cases where 
Synchronization trouble occurs as a result of trouble in the 
network between Storage devices, the respective sites can be 
notified of the reference designating information by notify 
ing these respective sites of the reference designating infor 
mation via a network that is Separate from the network used 
in Synchronization processing. 

0027. The inter-site network may also include a network 
between intra-site networks which connects (in a manner 
that allows communications) intra-site networks that con 
nect the respective host computers and the Storage device 
within each site So that communications are possible. Fur 
thermore, the reference managing part can respectively Send 
notification of the reference designating information to 
Specified Sites that require the notification of this reference 
designating information (among the respective sites) via 
either the network between host computers or the network 
between intra-site networks. 

0028. A construction may also be used in which the 
reference designating information is held only in Specified 
host computers among the respective host computers of the 
respective Sites, and the other host computers utilize the 
reference designating information by accessing the Specified 
host computers. 

0029. In cases where the synchronization trouble is elimi 
nated, the Synchronizing part can also perform Synchroni 
Zation processing with the Storage device indicated in the 
reference designating information used as the copying 
Source Storage device. As a result, the most recent data can 
be transferred to other Storage devices from the Storage 
device Storing the most recent data, and the memory con 
tents of both Storage devices can be matched, following 
recovery from the trouble. 
0030) Furthermore, in cases where the synchronization 
processing following recovery from the trouble is completed 
in a normal manner, the reference managing part can reset 
the reference designating information. 
0031. For example, there may be cases in which some or 
all of the functions, means and Steps of the present invention 
can be constructed as computer programs that are executed 
by a micro-computer. Moreover, Such computer programs 
can be fixed and distributed in a memory medium Such as a 
hard disk, optical disk, Semiconductor memory or the like. 
Alternatively, computer programs can be distributed via a 
communications network Such as the internet or the like. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

0.032 FIG. 1 is an explanatory diagram which shows the 
Schematic concept of an embodiment of the present inven 
tion; 
0.033 FIG. 2 is an overall structural diagram of a storage 
System constituting a first embodiment; 
0034 FIG. 3 is a block diagram which shows the hard 
ware construction of a Site, 
0035 FIG. 4 is a block diagram which shows the soft 
ware construction of a host computer; 
0.036 FIG. 5 is an explanatory diagram which shows the 
pair State that can be assumed by the copying pair, and the 
transition of the respective pair States, 
0037 FIG. 6 is an explanatory diagram which shows the 
construction of the freshness management information and 
updating management information; 

0038 
0.039 FIG. 8 is a flow chart of the copying management 
resource control processing, 
0040 FIG. 9 is a flow chart of the copying source status 
alteration processing; 

0041 FIG. 10 is a flow chart of the data freshness 
ensuring module processing, 

0042 FIG. 11 is a flow chart of the “other site” regis 
tration processing, 
0.043 FIG. 12 is a flow chart of the site name registration 
request reception processing: 

0044) 
004.5 FIG. 14 is a flow chart of the trouble recovery 
processing: 

0046 FIG. 15 is a model diagram which shows the first 
trouble occurrence pattern; 
0047 FIG. 16 is a model diagram which shows the 
Second trouble occurrence pattern; 
0048 FIG. 17 is a block diagram which shows the host 
computer Software construction of a Storage System consti 
tuting a Second embodiment; 
0049 FIG. 18 is an explanatory diagram which shows 
the construction of the freshness management information 
and updating management information; 

0050 FIG. 19 is a flow chart of the data freshness 
ensuring module processing, 
0051 FIG. 20 is a flow chart of the policy judgement 
processing: 

0.052 FIG. 21 is a flow chart of the policy judgement 
processing of a storage System constituting a third embodi 
ment, 

0.053 FIG. 22 is a transition diagram of the pair state of 
the Storage System constituting a fourth embodiment; 

0054 FIG. 23 is a block diagram which shows the host 
computer Software construction of a Storage System consti 
tuting a fifth embodiment; 

FIG. 7 is a flow chart of the failover processing; 

FIG. 13 is a flow chart of the recovery processing; 
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0055 FIG. 24 is a block diagram which shows the host 
computer Software construction of a Storage System consti 
tuting a Sixth embodiment; 
0056 FIG. 25 is a block diagram of a storage system 
constituting a Seventh embodiment; 
0057 FIG. 26 is a flow chart of the copying management 
resource control processing, 
0058 FIG. 27 is a block diagram of a storage system 
constituting an eighth embodiment; 
0059 FIG. 28 is a block diagram of a storage system 
constituting a ninth embodiment; 
0060 FIG. 29 is a block diagram of a storage system 
constituting a tenth embodiment; and 
0061 FIG. 30 is a block diagram of a storage system 
constituting an eleventh embodiment. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0062) Embodiments of the present invention will be 
described below with reference to the attached figures. FIG. 
1 is an overall Schematic diagram of the present embodi 
ment. Details will be described later; however, as is shown 
in FIG. 1, the storage system of the present embodiment 
comprises a first site (1A) which has a plurality of first host 
computers (3A1, 3A2) and a first storage device (2A) that 
respectively provides logical volumes to these respective 
first host computers (3A1, 3A2), a second site (1B) which 
has a plurality of second host computers (3B1, 3B2) and a 
Second storage device (2B) that respectively provides logical 
Volumes to these respective Second host computers (3B1, 
3B2), a first intra-site network (CN3A) that connects the 
respective first host computers (3A1, 3A2) and the first 
Storage device (2A) within the first site (1A) So that com 
munications are possible, a Second intra-Site network 
(CN3B) that connects the respective second host computers 
(3B1, 3B2) and the second storage device (2B) within the 
Second site (1B) So that communications are possible, a 
network (CN1) between storage devices that connects the 
first storage device (2A) and Second storage device (2B) So 
that communications are possible, and a network (CN2) 
between host computers that connects the respective first 
host computers (3A1, 3A2) and the respective second host 
computers (3B1, 3B2) so that communications are possible. 
0063. Furthermore, in the present embodiment, a cluster 
control part (4) which forms the respective first and Second 
host computers (3A1, 3A2, 3B1, 3B2) into a single cluster 
overall, a Synchronizing part (see later embodiments) that 
Synchronizes the logical Volumes of the first Storage device 
(2A) and the logical volumes of the Second storage device 
(2B) via the network (CN1) between storage devices, and a 
reference managing part (5) which manages reference des 
ignating information that is used to designate either the first 
Storage device (2A) or Second storage device (2B) as the 
Storage device that is to be used as a reference in cases where 
Synchronization trouble occurs in the processing performed 
by the Synchronizing part, are respectively disposed in the 
respective first host computers (3A1, 3A2) and respective 
second host computers (3B1, 3B2). 
0064. In cases where the occurrence of synchronization 
trouble is detected, the reference managing part (5) updates 
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the reference designating information, and notifies the other 
Site (1A or 1B) of this reference designating information. In 
cases where trouble that causes failover to occur is gener 
ated, the cluster control part (4) performs failover processing 
on the basis of the reference designating information. 
0065. The above is an outline of the overall construction 
of the present embodiment. To describe the constructions of 
the respective parts in greater detail, the Site 1A and Site 1B 
are installed in physically Separate locations, Such as a 
certain city and Some other city, a certain building and Some 
other building within the same area, or the like. Here, for 
example, the Site 1A is a currently used site that provides an 
information processing Service to a plurality of client 
machines not shown in the figures, and the Site 1B is a 
Standby Site that provides backup in cases where Some 
unexpected incident occurs in the Site 1A. 
0.066 A plurality of host computers and one or more 
Storage devices are respectively installed in the respective 
sites 1A and 1B. For example, the storage devices 2A and 2B 
are constructed as large capacity external Storage device 
Systems. Such as disk array Subsystems or the like. The 
Storage devices 2A and 2B provide logical volumes to the 
respective host computers. 
0067 For example, the host computers 3A1, 3A2, 3B1 
and 3B2 (hereafter referred to collectively as the “host 
computers'3) are constructed as server machines. The host 
computers 3 access their own assigned logical Volumes, and 
perform the reading and writing of data. Furthermore, the 
host computers 3 form a cluster. 
0068. Under ordinary conditions, as is shown in the upper 
part of FIG. 1, an information processing Service is provided 
to the client machines from the respective host computers 
3A1 and 3A2 of the site 1A. In an ordinary state prior to the 
occurrence of Synchronization trouble (remote copying 
trouble), a "normal” State is set in the reference designating 
information. 

0069. For example, as is shown in the lower part of FIG. 
1, a case will be considered in which trouble has occurred in 
the Synchronization processing via the network CN1 
between the Storage devices as a result of cable breakage, 
link trouble or the like. In this case, the data that is written 
into the Storage device 2A of the site 1A cannot be trans 
ferred to the storage device 2B of the site 1B. In the site 1A, 
even after Synchronization trouble has occurred, one or both 
of the host computerS 3A1 and 3A2 access the Storage 
device 2A in accordance with requests from the client 
machines, and continue to update the data. Difference data 
6 accumulates in the Storage device 2A of the Site 1A. The 
difference data 6 comprises data groups that are generated 
between the two logical Volumes that form a copying pair; 
this data is generated and accumulated inside the copying 
Source Storage device 2A. 
0070 When the occurrence of synchronization trouble is 
detected, the reference designating information is altered 
from a “normal” state to a “first site (1A)” state. The “first 
site” state indicates that the site that holds the most recent 
data is the first site 1A. In cases where the function of the 
host computer 3A1 is Stopped prior to the recovery from the 
Synchronization trouble, failover processing is performed. 
The host computers 3 decide whether or not to perform 
failover processing on the basis of whether or not the Storage 
devices that can be used by the host computers are holding 
the most recent data. 
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0071. In the example shown in FIG. 1, the most recent 
data is held in the Storage device 2A. Accordingly, the host 
computer 3A2 that can utilize this Storage device 2A per 
forms failover processing. Since the host computerS3B1 and 
3B2 of the second site 1B cannot utilize the storage device 
2A indicated in the reference designating information, these 
host computers do not perform failover processing. AS a 
result, the initiation of erroneous operation based on old data 
following the occurrence of Synchronization trouble can be 
prevented, So that the reliability of the Storage System can be 
improved. Furthermore, even in cases where there are a 
plurality of host computers that are candidates for the 
failover destination, an appropriate failover destination com 
puter can be Selected on the basis of whether or not the most 
recent data can be accessed. As a result, failover processing 
can be automatically performed by an appropriate host 
computer without clear instructions from the System man 
ager, So that the convenience of the System is improved. The 
present embodiments of the invention will be described in 
greater detail below. 

1. First Embodiment 

0072 FIG. 2 is a block diagram which shows an overall 
outline of the Storage System. For example, this Storage 
system comprises a first site 10A and a second site 10B, and 
the respective sites 10A and 10B are connected by commu 
nications networks CN12 and CN13. Furthermore, as will be 
clear from the following embodiments as well, the Storage 
System may also be constructed from three or more Sites. 
0073 For example, the first site 10A and second site 10B 
may be located in different cities. Furthermore, the first site 
10A and second site 10B may also be located at different 
geographical points in the same administrative region. Fur 
thermore, for example, the first site 10A and second site 10B 
may also be located in respectively different buildings 
within the same construction complex. 
0074 The first site 10A and second site 10B have basi 
cally the Same Structure. AS long as a function as a disaster 
recovery system can be manifested, the two sites 10A and 
10B may also have different constructions. AS one example, 
the first site 10A is a currently used site (operating site) that 
provides an information processing Service to client 
machines not shown in the figures. The second site 10B is a 
backup site (standby site) that provides backup in cases 
where trouble occurs in the first site 10A. 

0075 Of course, it is not necessary that each site as whole 
be used as either an operating Site or Standby Site, either an 
operating Site or a Standby Site can be respectively set for 
each application program that provides an information pro 
cessing Service. For example, the operating Site of a first 
application program may be taken as the first Site 10A, and 
the operating site of a Second application program may be 
taken as the second site 10B. 

0076. The first site 10A comprises a plurality of host 
computerS HA1, HAn, and a Storage device System 20A, AS 
will be described later with reference to FIG. 3, the respec 
tive host computers HA1, HAn are constructed as Server 
machines that use microcomputers. The respective host 
computerS HA1, HAn each comprise a data freshness ensur 
ing module 30, cluster Software 40, and a remote copying 
control module 50. Details of these respective software 
items 30, 40 and 50 will be describe later with reference to 
FIG. 4. 
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0.077 For example, the storage device system 20A can be 
constructed as a disk array Subsystem. AS will be described 
later, the Storage device System 20A comprises a plurality of 
logical Volumes 212, and these logical volumes 212 are 
utilized by the host computers HA1, HAn. 
0078. The respective host computers HA1, HAn are 
connected to the Storage device System 20A Via an intra-site 
communications network CN11. For example, this commu 
nications network CN11 is constructed as a SAN (storage 
area network), and data communications are performed 
according to a fiber channel protocol. 

007.9 The respective host computers HA1, HAn are 
respectively connected to each other via a communications 
network CN12 that connects the host computers to each 
other. Furthermore, he respective host computers HA1, HAn 
of the first site 10A are also mutually connected with the 
respective host computers HB1, HBn of the second site 10B 
via the communications network CN12. For example, this 
communications network CN12 between the host computers 
is constructed as a network Such as the internet, a LAN (local 
area network), WAN (wide area network), MAN (metro 
politan area network) or the like, and data communications 
are performed according to a TCP/IP (transmission control 
protocol/internet protocol). 

0080. Like the abovementioned first site 10A, the second 
site 10B also comprises a plurality of host computers HB1, 
HBn, and a storage device system 20B. The constructions of 
these parts are the same as those described in the first site 
10A, accordingly, a description of these parts is omitted. 
0081. Here, the storage device system 20A and storage 
device system 20B are directly connected by means of a 
remote copying line CN13 used as a network between 
Storage devices. For example, the remote copying line CN13 
is constructed from a dedicated line or a public circuit. 

0082) Furthermore, the intra-site network CN11 is not 
limited to a construction using a fiber channel protocol 
(SCSI: Small computer System interface); for example, a 
construction in which SCSI commands are packaged in IP 
packets, and data transfer at the block level is performed by 
an IP net, as in iSCSI, may also be used. 
0.083 FIG. 3 is a schematic block diagram which focuses 
on the hardware construction of the sites. In FIG. 3, the 
description will be centered on the first site 10A; however, 
the second site 10B also has a similar hardware construction. 

0084. Since the host computers HA1, HAn have basically 
the same Structure, the construction of these computers will 
be described using the host computer HA1 as an example. 
Furthermore, in the following description, in cases where no 
particular distinction is made among the respective host 
computers, these host computers will be indicated as "host 
computers H” or “host computer H(number)”. 
0085 For example, the host computer HA1 comprises a 
CPU 310, a memory 320, a disk 330, a disk interface 
(hereafter abbreviated to “I/F) 340, a higher network I/F 
350, a keyboard switch 360 and a display 370. These 
respective parts are connected to each other by a bus 830. 

0086) The CPU (central processing unit) 310 reads in and 
executes a program code that is Stored in the memory 320. 
By executing a specified program code, the CPU 310 causes 
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various types of processing or functions Such as cluster 
control, remote copying control and the like to be realized in 
the host computer HA1. 
0087. For example, the memory 320 is constructed from 
a ROM (read only memory), RAM (random access memory) 
or the like. In the figures, no distinction is made between 
ROM and RAM; in actuality, however, a ROM that stores 
the program code and the like, and a RAM that is used as a 
temporary memory region, working region or the like, are 
installed. For example, the disk 330 is constructed as a hard 
disk drive. For instance, programs and data are Stored on the 
disk 330. Furthermore, there may also be cases in which a 
portion of the memory region of the disk 330 is used for the 
temporary Storage of files. 
0088. The disk I/F 340 is a circuit that controls the 
eXchange of data with the Storage device System 20A Via the 
intra-site network CN11. For example, the disk I/F 340 
controls data transfer at the block level on the basis of SCSI 
or iSCSI. The higher network I/F 350 is a circuit that 
controls the exchange of data with other host computers 
(HAn, HB1 through HBn) via the network CN12 between 
host computers. For example, the higher network I/F 350 
controls data transfer on the basis of the IP (internet proto 
col). 
0089. The keyboard switch 360 is one example of an 
information input means, the System manger can input 
necessary instructions and the like via the keyboard Switch 
360. The display 370 is one example of the information 
output means, for example, this display is constructed from 
a CRT (cathode ray tube) display, liquid crystal display, 
plasma display, EL (electronic luminescent) display or the 
like. Various types of information are displayed on the 
display 370, either automatically or in accordance with 
display requests from the System manager. Furthermore, the 
present invention is not limited to these parts; it would also 
be possible to use a voice input device, voice output device, 
pointing device, printer or the like. 
0090 Next, the hardware construction of the storage 
device system 20A will be described. For example, the 
Storage device System 20A is constructed So that this System 
comprises a RAID group 210, a disk control part 220, a host 
I/F230, an inter-device I/F 240, a cache memory 250, a 
share memory 260, a Switching control part 270 and a 
service processor (SVP) 280. 
0091 The RAID (redundant array of independent disks) 
group 210 contains a plurality of disk drives 211, and 
provides redundant memory based on RAID such as RAID1, 
RAID5 or the like. For example, the respective disk drives 
can be constructed from hard disk drives, Semiconductor 
Storage devices, optical disk drives, optical-magnetic disk 
drives or the like. One or more logical volumes 212 consti 
tuting logical memory regions can be set in the physical 
memory regions provided by the respective disk drives 211. 
Large quantities of data that are utilized by the host com 
puters H are stored in the logical volumes 212. Furthermore, 
control information and the like can be Stored in other 
logical Volumes 212, So that these logical Volumes can also 
be utilized as System regions. Moreover, it is not necessary 
that all of the disk drives 211 be positioned inside the 
housing of the Storage device System 20A. For example, 
logical Volumes possessed by other Storage device Systems 
(not shown in the figures) disposed in the same site can be 



US 2005/0289553 A1 

used as logical volumes of the Storage device System 20A. 
In the following description, “logical Volumes may be 
abbreviated to “volumes” in Some cases. 

0092. The disk control part 220 is a part that controls the 
eXchange of data with other disk drives 211. For example, 
the disk control part 220 is constructed as a microcomputer 
system that contains a CPU and a ROM, RAM or the like. 
A plurality of disk control parts 220 are installed inside the 
Storage device System 20A. For example, the disk control 
parts 220 perform data transfer at the block level on the basis 
of SCSI, iSCSI or the like. 
0093. The host I/F230 is a part that controls data transfer 
with the host computers H via the intra-site network CN11. 
Like the disk control part 220, the host I/F 230 can be 
constructed as a microcomputer system. Host I/FS 230 can 
be respectively prepared in accordance with the type of the 
host computers H (server, main frame, or the like). Further 
more, in the present embodiment, a case in which the host 
computers H are constructed as ServerS is described as an 
example; however, these host computerSH may also be main 
frame computers. 
0094. The inter-device I/F240 is a part that performs data 
communications with the storage device system 20B of the 
other site 10B via the remote copying line CN13. The 
inter-device I/F 240 transfers updated data and difference 
data written into the logical Volumes 212 to the other Storage 
device system 20B without the intermediaryship of the host 
computers H. 
0.095 Here, to give a brief description of remote copying, 
logical Volumes that constitute the object of Synchronization 
are selected beforehand from the plurality of logical vol 
umes 212 belonging to the Storage device System 20A and 
the plurality of logical Volumes belonging to the Storage 
device system 20B. In these selected pairs of logical vol 
umes 212, one logical volume is the copying Source Volume, 
while the other logical volume is the copying destination 
volume. The data (updated data) that is written into the 
copying Source Volume from the host computers H is 
transferred to the copying destination volume Via the remote 
copying line CN13 from the inter-device I/F 240, and is 
written into the copying destination Volume. 
0096. Furthermore, when remote copying is stopped, the 
data that is written into the copying Source Volume is 
managed as difference data. For example, the difference data 
can be managed using a difference bit map table or the like. 
When remote copying is restarted, the difference data is first 
transferred to the copying destination volume from the 
copying Source Volume, So that re-synchronization of the 
respective volumes is performed. 
0097. For example, the cache memory 250 can be con 
Structed from a volatile or nonvolatile Semiconductor 
memory. The cache memory 250 stores write data from the 
host computers H. Furthermore, the cache memory 250 
Stores read data that is read out from the logical Volumes 
212. Here, for example, the data that is Stored in the cache 
memory 250 can be classified as described below. One type 
of data is data in a State that is Stored only in the cache 
memory 250, and is not written into the disk drives 211. Data 
in this state is called (for example) “dirty data”. The other 
type of data is data in a State that is written into either the 
cache memory 250 or the disk drives 211. For example, data 
in this state is called “clean data'. 
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0098. For example, the shared memory 260 can be con 
Structed from a nonvolatile or volatile Semiconductor 
memory. The shared memory 260 stores various types of 
commands received from the host computers H and control 
information and the like that is used in the control of the 
Storage device System 20A. Such commands, control infor 
mation and the like are redundantly Stored by a plurality of 
shared memories 260. Furthermore, the cache memory 250 
and shared memory 260 can be constructed as respectively 
Separate memories, or a part of one memory can be used as 
a cache memory region, while the remaining part of this 
memory is used as a shared memory region. 
0099] The switching control part 270 is a part that mutu 
ally connects the respective disk control parts 220, the 
respective host I/FS 230, the inter-device I/F240, the cache 
memory 250 and the shared memory 260. For example, the 
Switching control part can be constructed from an ultra-high 
Speed croSS-bar Switch or the like. 
0100. The SVP280 collects and monitors the states of the 
respective parts inside the Storage device System 20A Via the 
host I/F230. The SVP 280 outputs the collected internal 
State information to an external management terminal (not 
shown in the figures) as raw data or as data that has been 
Subjected to Statistical processing. Examples of information 
that can be collected by the SVP 280 include device con 
Struction, power Supply alarm, temperature alarm, input 
output speed (IOPS) and the like. The system manager can 
perform Setting alterations of the RAID construction and 
opening and closing processing of Various types of packages 
(host I/F, disk control part and the like) from the manage 
ment terminal via the SVP 280. 

0101 Next, the operation of the storage device system 
20A will be described. The host I/F 230 receives write 
commands and write data from the host computerSH via the 
intra-site network CN11. The received write commands are 
stored in the shared memory 260, and the received write data 
is stored in the cache memory 250. The disk control part 220 
occasionally refers to the shared memory 260. When the 
disk control part 220 discovers an unprocessed write com 
mand stored in the shared memory 260, the disk control part 
220 reads out the write data from the cache memory 250 in 
accordance with this write command, and performs an 
address conversion and the like. The disk control part 220 
Stores the write data in the respective disk drives constituting 
the logical Volume 212 designated by the write command. 
0102) In cases where the logical volume 212 into which 
data is written from the host computers His Set as a copying 
Source Volume, this write data is transferred to the Storage 
device system 20B that has the copying destination volume 
via the remote copying line CN13 from the inter-device I/F 
240. When the storage device system 20B that is the transfer 
destination receives the write data via the inter-device I/F, 
this write data is Stored in the cache memory, and the 
completion of writing is reported to the transfer Source 
Storage device System 20A. After reporting the completion 
of writing, the transfer destination Storage device System 
20B writes the write data into the copying destination 
Volume at an appropriate timing. 
0103). After confirming that the completion of writing has 
been reported from the transfer destination Storage device 
system 20B, the host I/F230 of the transfer source storage 
device system 20A reports the completion of writing to the 
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host computer H. A method in which the completion of 
Writing is thus reported to the host computer H after waiting 
for a report of the completion of writing from the transfer 
destination Storage device System 20B is called Synchronous 
remote copying. 
0104. On the other hand, a method in which the comple 
tion of writing is reported to the host computer H at the point 
in time at which the transfer destination Storage device 
system 20Astores the write data from the host computer H 
in the cache memory 250 is called asynchronous remote 
copying. In the case of Synchronous remote copying, the 
processing time is increased by an amount corresponding to 
the waiting time for a response from the transfer destination. 
However, Since the completion of writing is reported to the 
host computer H after it has been confirmed that transfer has 
been normally completed, it can be ensured that the copying 
Source Volume and copying destination volume are Synchro 
nized. In the case of asynchronous remote copying, Since the 
completion of writing is reported to the host computer H 
prior to the transfer of the write data to the other Storage 
device System 20B, the response time can be shortened; 
however, Since no check is made as to whether or not the 
memory content of the copying Source Volume has been 
updated, it cannot be reliably ensured that remote copying 
has been completed in a normal manner. 
0105 Thus, two methods of remote copying, i. e., syn 
chronous remote copying and asynchronous remote copy 
ing, are known. These respective Systems have technical 
properties that originate in their respective constructions. 
The reliability of Synchronous remote copying and the high 
Speed characteristics of asynchronous remote copying can 
be used as necessary, with the physical distance between the 
Sites and the response characteristics and the like that are 
required being taken into account. 
0106 For example, in cases where the distance between 
the operating site 10A and standby site 10B is a relatively 
Short distance Such as a few tens of kilometers or less, even 
if Synchronous remote copying is used, there tends not to be 
an effect on the propagation delay or response time. In the 
present embodiment, Synchronous remote copying is 
describe as an example. However, as will be clear from the 
following embodiments as well, the present invention can 
also use asynchronous remote copying. 

0107 Next, a case in which a read request from a host 
computer H is processed will be described. When the host 
I/F230 receives a read command from a host computer H, 
this read command is stored in the shared memory 260. 
When the disk control part 220 discovers an unprocessed 
read command in the shared memory 260, the disk control 
part 220 reads out the data from the respective disk drives 
211 constituting the logical Volume 212 designated by this 
read command. The disk control part 220 stores the read-out 
data in the cache memory 250. Furthermore, the disk control 
part 220 notifies the host I/F230 (via the shared memory 
260) that the reading of the requested data has been com 
pleted. The host I/F230 reads in the data from the cache 
memory 250, and transmits this data to the host computer H. 
0108 FIG. 4 is block diagram which shows the software 
construction of the host computer H in model form. For 
example, each host computer H comprises an OS (oper 
ating System), various types of device drivers and the like. 
In addition, as is shown in FIG. 4, each host computer H 
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comprises a data freshness ensuring module (hereafter also 
referred to as an “ensuring module”)30, cluster software 40, 
and a remote copying control module 50. 

0109) Furthermore, in FIG. 4, a scheme is shown in 
which it appears as though the respective Software items 30, 
40 and 50 are installed only in the host computer H1; in 
actuality, however, the respective software items 30, 40 and 
50 are mounted in all of the host computers H1, H2 and H3 
that form the cluster System. Furthermore, the respective 
functions that are to be realized by the respective Software 
items 30, 40 and 50 need not be constructed from program 
codes or data; for example, Some or all of these functions 
may be constructed from hardware circuits. 
0110. The ensuring module 30 is a software module that 
is used to manage the question of which Site has the Volume 
Storing the most recent data, and has a communications 
function for performing communications with the other 
ensuring modules 30. 

0111 For example, the ensuring module 30 can respec 
tively manage freshneSS management information 31 and 
updating management information 32. AS will be described 
later with reference to FIG. 6, freshness management data 
indicating the Volumes of the site Storing the most recent 
data is Stored for each copying pair. Furthermore, the 
freshness management information is also called “data 
freshness management information'. The freshneSS manage 
ment information 31 corresponds to the “reference desig 
nating information'. 
0112 The updating management information 32 manages 
the question of whether or not all of the other host computers 
H have been notified of the freshness management informa 
tion 31. In other words, the updating management informa 
tion 32 is information that is used to manage the State of 
notification of the freshness management information 31 to 
the respective host computers H. This will be described in 
greater detail later; however, in cases where trouble occurs 
in remote copying, the ensuring module 30 updates the 
updating management information 32, and respectively noti 
fies the other host computers H. 

0113 Specifically, in cases where remote copying trouble 
occurs, the ensuring module 30 judges the Volume that is to 
act as a reference (the volume storing the most recent data), 
and respectively notifies the other host computers H. For 
example, this notification can be realized by respectively 
transmitting Specified information to all of the other ensur 
ing modules 30 from the ensuring module 30 that detected 
the occurrence of trouble in remote copying. Furthermore, 
for example, notification can also be repeated a Specified 
number of times. 

0114. The cluster software 40 is software that controls the 
cluster System. The respective host computers H (nodes) of 
the respective sites 10A and 10B from a single cluster 
overall as a result of the cooperation of the respective cluster 
Software units40. For example, each cluster software unit 
40 can monitor whether or not the function of the host 
computer H that is the object of monitoring has stopped, by 
performing heartbeat communications. 

0115 Furthermore, the cluster Software 40 comprises 
various types of modules that are used to control the cluster. 
For example, the resource management module 41 and 
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copying management resources 42 can be cited as modules 
that relate to the present invention. 
0116. The resource management module 41 is a module 
that manages the resources that are used in the cluster as a 
part of the cluster control. For instance, the respective 
logical Volumes and the network Settings of the host com 
puters H and the like may be cited as examples of resources. 
0117 The copying management resources are resources 
that register the Set remote copying pairs as resources of the 
cluster, and manage remote copying. The copying manage 
ment resources receive instructions relating to the operation 
of the copying pair, and alter the Volume Settings. Further 
more, the copying management resources 42 can also peri 
odically check the State of the Volumes that form the copying 
pair. Moreover, in cases where remote copying trouble 
occurs, the copying management resources 42 can also 
query the ensuring module 30 as to whether or not the 
Volumes are usable. 

0118. The remote copying control module 50 controls the 
operation of remote copying. For example, on the basis of 
instructions from the copying management resources 42, the 
remote copying control module performs operations Such as 
the formation of copying pairs, division of copying pairs, 
checking of the State of copying pairs, and reversal of 
copying pairs. The respective States of the copying pairs will 
be further described later. Furthermore, in the following 
description, "copying pairs' may be abbreviated to “pairs' 
in Some cases. 

0119) Next, the failover execution method will be briefly 
described. AS one method, when one of the host computers 
H Stops functioning, the heartbeat communications with this 
host computer H are interrupted, So that the Stopping of the 
functioning of this host computer H is detected. The cluster 
Software 40 of the host computer H selected as the failover 
destination takes over the resources Such as Volumes, net 
work Setting information and the like that were used by the 
failover source host computer H. The failover destination 
host computer H restarts the information processing Service 
(business Service) that was provided by the failover Source. 
The client machines that utilize the information processing 
Service of the host computer Hare not particularly conscious 
of the changeover from the operating host computer H to the 
standby host computer H. 

0120 Separately from such a processing method, a dif 
ferent method can be executed (for example) in cases where 
a planned Stop is made, cases where the operating host 
computer H partially Stops functioning, or cases where the 
operating host computer H is temporarily placed in an 
overloaded State. Specifically, the operating host computer H 
constituting the failover Source explicitly requests the 
restarting of failover processing from the host computer 
selected as the failover destination. The host computer H 
receiving this failover processing Start request takes over the 
resources Such as the network Setting information, Volumes 
and the like, and Starts the provision of the information 
processing Service. 

0121 FIG. 5 is a state transition diagram which shows in 
model form the respective types of pair States that can be 
adopted by the Volumes, and the transitions between these 
respective pair states. As is shown in FIG. 5, for example, 
three types of States, i. e., "pair division State”, “copying 
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Source State' and "copying destination State', can be cited as 
pair States of the Volumes that are the object of remote 
copying. 

0.122 The “pair division state' indicates a state that is not 
the object of remote copying. In the case of Volumes in the 
"pair division State', the host computers H that are con 
nected to these volumes can accomplish both read access 
and write access. Here, for example, in the case of the "pair 
division State', difference data generated following pair 
division can be separately managed by means of a bit map 
or the like. As a result, during the re-synchronization of the 
copying pair, it is necessary to transfer only the difference 
data to the copying destination Volume, So that the time 
required for re-synchronization can be shortened. Alterna 
tively, there is also a method in which the data stored by the 
copying Source Volume is transferred as a whole to the 
copying destination Volume So that a pair State is recon 
Structed in cases where the copying pair is re-synchronized 
after once being divided. 
0123 The “copying source state' is the state that is set for 
the copying Source Volume. In the case of a Volume that is 
in the “copying Source State', the host computers H that are 
connected to this Volume are capable of both read access and 
write access. When the memory contents of a volume that is 
Set in the "copying Source State' are updated, the memory 
contents of Volumes that are Set in a "copying destination 
State' are also updated in Synchronization with the above 
mentioned updating. Furthermore, in cases where Some type 
of trouble occurs in remote copying, it becomes impossible 
to alter the memory contents of the copying destination 
Volume in accordance with the alteration of the memory 
contents of the copying Source Volume. Specifically, in the 
case of remote copying trouble, even if write access to the 
copying Source Volume is permitted, write data cannot be 
written into the copying destination volume. Accordingly, in 
cases where trouble occurs in remote copying, write access 
to Volumes that are in a "copying Source State' is prohibited. 
In this case, I/O requests (write access requests) from the 
host computers H to the copying Source Volume fail. 
0.124. The term “copying destination state” refers to a 
State that forms a pair with the "copying Source State', and 
that is Set for the copying destination Volume. The updating 
of Volumes that are Set in a "copying Source State' is 
Synchronously reflected in Volumes that are Set in a "copying 
destination State'. In the case of a Volume that is Set in Such 
as "copying destination State', write access from host com 
puters H that are connected to this Volume is impossible. 
Furthermore, read access to Volumes that are Set in a 
“copying destination State' may be permitted or prohibited. 
0.125 Next, the transitions between the respective pair 
states will be described. Here, it is assumed that the initial 
State of the respective Volumes that form the copying pair is 
the “pair division state'. When a “pair formation instruc 
tion” is issued for one of the two volumes that are in a “pair 
division state” (P1), this volume changes from a “pair 
division State' to a "copying Source State'. This volume 
comprises the copying Source Volume. Furthermore, the 
other Volume that forms a pair with this copying Source 
Volume changes from a “pair division State' to a "copying 
destination state” (P3). 
0.126 In regard to the volume that is set in a “pair division 
State', in cases where a “pair division instruction' is issued 
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from a host computer H that is connected to this volume 
(P2), the Volume changes from a “copying Source State' to 
a “pair division State'. At Substantially the same time, the 
Volume that is Set in a "copying destination State' also 
changes to a “pair division State'. In regard to the Volume 
that is Set in a "pair destination State', in cases where a “pair 
division instruction' is issued from a host computer that is 
connected to this volume (P4), the same change as that 
described above is effected. Specifically, the volume that is 
in a "copying destination State' and the Volume that is in a 
“copying Source State' both change to a "pair division State'. 

0127. The direction of remote copying is determined by 
the states in which the volumes are set. Write data is 
transferred from the Volume that is Set in a "copying Source 
State' to the Volume that is Set in a "copying destination 
State'. This direction of remote copying can be reversed by 
issuing a "pair reversal instruction'. 
0128. In regard to the volume that is set in the “copying 
Source State', when a "pair reversal instruction' is issued 
from a host computer H that is connected to this volume 
(P5), this volume changes from the “copying source state' 
to a "copying destination State'. At the same time, the other 
Volume changes from a “copying destination State' to a 
“copying Source State'. Similarly, in regard to the Volume 
that is Set in the "copying destination State', when a "pair 
reversal instruction” is issued from a host computer H that 
is connected to this volume (P6), the volume that is in this 
“copying destination State' changes to a "copying Source 
State', and the Volume that is in a "copying Source State' 
changes to a "copying destination State'. 
0129 FIG. 6 is an explanatory diagram which respec 
tively shows the constructions of the freshneSS management 
information 31 and updating management information 32 
that is manage by the ensuring module 30. 

0130 AS is shown in the upper part of FIG. 6, the 
freshneSS management information 31 can be constructed by 
establishing a correspondence among the copying pair No. 
used to identify the respective copying pairs, the time at 
which the pair reference State was registered, and the pair 
reference State. Furthermore, the date may also be included 
in the registered time. 

0131 The pair reference state differs from the abovemen 
tioned pair State, and is information that designates the 
volume that is to be used as a reference. The “volume that 
is to be used as a reference” refers to the Volume Storing the 
most recent data among the Volumes that constitute the pair. 
For instance, “normal state”, “first site (operating site)” and 
“second site (Standby Site) may be cited as examples of the 
pair reference State. 
0132) The “normal state' is a state that conforms to 
ordinary operation; accordingly, the copying Source Volume 
is the reference in this state. The “first site state' is a state 
which indicates that the volume installed in the first site 10A 
is the reference. The “second site state' is a state which 
indicates that the Volume installed in the Second Site is the 
reference. Thus, the freshness management information 31 
indicates the Volume that is to be used as a reference for each 
remote copying pair. In cases where remote copying trouble 
occurs, the freshness management information 31 indicates 
the Volume that is to be used as a reference by the name of 
the site in which this volume is installed. 
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0133) Furthermore, in FIG. 6, the pair volume #1 is 
shown as being in the “normal state', the pair volume #2 is 
shown as being in the “first Site State', and the pair volume 
#3 is shown as being in the “second site state'; however, 
these States are shown only for purposes of description. 
0.134 AS is shown in the lower part of FIG. 6, the 
updating management information can be constructed by 
(for example) establishing a correspondence among the 
copying pair No., the name of the host computer utilizing the 
pair Volumes, and the updating result State that indicates the 
results of notification of the freshness management infor 
mation. 

0.135 For instance, “not-performed state”, “successful 
state” and “failure state' can be cited as examples of the 
updating result State. Here, the “not-performed State' indi 
cates the State before notification of the freshness manage 
ment information 31 is sent to the host computer H. The 
“Successful State' indicates a State in which notification of 
the freshness management information 31 has been Success 
fully Sent to the host computer H, and the freshness man 
agement information 31 has been updated in this host 
computer H. The “failure state' indicates a state in which the 
Sending of notification of the freshness management infor 
mation 31 to the host computer Hended in failure. Further 
more, '-' in the updating results indicates a State in which 
notification is unnecessary, Since the host computer is the 
issuing Source of the freshness management information 31. 
0136 FIG.7 is a flow chart which shows an outline of the 
failover processing. Failover processing can be performed 
within the same Site, or can be performed with another site. 
0.137 The respective host computers H that form the 
cluster monitor whether or not trouble requiring the execu 
tion of failover has been detected, or whether or not a 
failover Start request has been received, by means of the 
respective cluster software units40 (S1). 
0.138. In cases where trouble has occurred in the other 
host computer H, or in cases where a failover Start request 
has been received from the other host computer H (S1: 
YES), a judgement is made as to whether or not the shared 
Volumes (logical volumes) required for the execution of 
failover processing can be used (S2). These shared volumes 
form the remote copying pair. AS will be described later, in 
cases where the pair operation of the Shared Volumes is 
possible, failover processing can be executed using these 
Volumes. Furthermore, even in cases where the pair opera 
tion (pair state altering operation) of the shared volumes is 
not possible, failover processing can be executed using these 
Volumes by processing of the data freshneSS ensuring mod 
ule, in cases where Such use is judged to be possible. 
0.139. In cases where the shared volumes required for 
failover cannot be utilized (S2: NO), the cluster software 40 
notifies the failover source host computer or all of the other 
host computers that the execution of failover processing is 
impossible (S3). Although this is not always necessary, the 
other host computers H that receive notification that pro 
cessing is impossible can judge whether or not these host 
computers H themselves can perform failover processing. 
0140. In cases where the shared volumes that are required 
for failover can be utilized (S2: YES), the host computer H 
that constitutes the failover destination takes over network 
Setting information Such as IP addresses and the like from 
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the host computer H that constitutes the failover source (S4), 
and acts as a Substitute for the failover Source host computer. 
Furthermore, the failover destination host computer H ini 
tiates the exclusive control of the shared volumes by issuing 
a reserve command or the like (S5). In addition, after the 
respective types of processing that are required to restart the 
busineSS Service are completed, the failover destination host 
computer H restarts the provision of the service to the client 
machines (S6). 
0141 For example, it is assumed that the host computer 
HA1 of the first site 10A is providing a business service, and 
that this host computer HA1 Stops functioning. In cases 
where no trouble has occurred in remote copying, the 
memory contents of the copying Source Volume used by the 
host computer HA1 are synchronously reflected in the 
copying destination Volume, So that the memory contents of 
both Volumes match. Accordingly, if the host computer is a 
host computer that can utilize either the copying Source 
Volume or copying destination volume that is used in the 
provision of the busineSS Service, failover processing can be 
executed. 

0142. On the other hand, in cases where trouble occurs in 
remote copying prior to the initiation of failover processing, 
the memory contents of the copying Source Volume and 
copying destination Volume used in the provision of the 
busineSS Service do not match. The memory contents of the 
two Volumes differ, and the most recent data is accumulated 
as difference data on the Side of the copying Source Volume. 
In this case, if failover processing is executed using a 
Volume in which the most recent data is not reflected, 
matching of the data is lost, So that erroneous operation is 
performed. Accordingly, as will be described later, operation 
is restarted using the Volume that Stores the most recent data 
(of the two volumes that form the copying pair). 
0143 FIG. 8 is a low chart which shows the control 
processing that is performed by the copying management 
resources 42. The processing shown in FIG. 8 is started 
when the copying management resources 42 receive a 
request from the resource managing module 41. 
0144. The copying management resources 42 make a 
judgement as to whether the request from the resource 
managing module 41 is an “on-line request' or a “State 
confirmation request” (S11). Here, the term “on-line 
request” refers to a request that is used to request initiation 
of the use of the volumes. The term “state confirmation 
request” refers to a request that is used to confirm the State 
of the volumes. 

0145. In cases where the resource managing module 41 
issues an on-line request, an instruction is output to the 
remote copying control module 50 So that the host computer 
H that has this resource managing module 41 becomes the 
copying Source, and the State of the Volumes that are 
connected to this host computer H is altered to "copying 
Source State' (S12). The processing of this alteration to 
copying source status (S12) will be described later with 
reference to FIG. 9. 

0146) Next, a judgement is made as to whether or not the 
alteration to a "copying Source State' was Successful (S13). 
In cases where the alteration to a "copying Source State' was 
Successful, “Successful’ is Set as the return value to the 
resource managing module 41 (S14). In ordinary cases 
where no abnormality occurs, the judgement results of S13 
will be “Successful'. 
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0147 On the other hand, in cases where (for example) 
trouble Such as link cutting or the like occurs in the remote 
copying line CN13, or in cases where an abnormality occurs 
in the remote copying function inside the Storage device 
System, the State of the object Volume cannot be altered to 
“copying Source State'. 
0.148. In cases where the alteration to a “copying source 
State' fails, a query is Sent to the ensuring module 30 in order 
to ascertain whether or not the Volume for which a pair 
operation was attempted is usable, i.e., whether or not this 
volume is the volume storing the most recent data (S15). The 
details of this data freshness ensuring module processing 
will be described later with reference to FIG. 10. 

014.9 The ensuring module 30 responds to the query 
from the copying management resources 42 with either 
“Successful” or “failure'. “Successful' means that the vol 
ume that failed in the alteration processing to a "copying 
Source State' is Storing the most recent data, and that failover 
processing or the like can be executed using this Volume. 
“Failure” means that this volume does not store the most 
recent data, and that there is a possibility that erroneous 
operation will be performed if control processing Such as 
failover processing or the like is executed using this Volume. 
0150. In cases where the response from the ensuring 
module is “successful', a “pair division instruction” is 
issued (S17), and a response of “successful” is sent to the 
resource managing module 41 (S14). AS was described with 
reference to FIG. 5, read acceSS and write acceSS to the 
Volume can be accomplished by releasing the copying pair 
that is the object of operation. 
0151. In cases where the response from the ensuring 
module 30 is “failure', this is a case in which failover 
processing or the like cannot be performed using this 
Volume, accordingly, a report of “failure' is made to the 
resource managing module 41 (S18). 
0152 The abovementioned S12 through S18 are steps 
that are used to process on-line requests from the resource 
managing module 41. Next, the processing (S19 through 
S25) that is performed in cases where the resource managing 
module 41 requests a confirmation of Status will be 
described. 

0153. The resource managing module 41 periodically 
checks the State of the Volumes. When the copying man 
agement resources 42 receive a status confirmation request 
from the resource managing module 41, the State of the 
copying pair is confirmed via the remote copying control 
module 50 (S19). 
0154) The pair state confirmation results (S20) can be 
divided into two types. One type indicates a case in which 
the pair State of the Volumes is “copying Source State 
(normal)', while the other type indicates a case in which the 
pair State of the Volumes is either "copying Source State 
(abnormal)' or "pair division State'. “Copying Source State 
(normal)' indicates that the Volume is set as the copying 
Source, and that the Volume can be used in a normal manner 
without any abnormalities. “Copying Source State (abnor 
mal)' indicates that the volume is set as the copying Source, 
but that Some type of abnormality (remote copying trouble) 
has occurred. 

O155 In cases where the pair state is “copying source 
State (normal)', a report of “Successful is sent to the 



US 2005/0289553 A1 

resource managing module 41 (S21). In cases where the pair 
State is either "copying Source State (abnormal)' or “pair 
division State', a query is Sent to the ensuring module 30 as 
to whether or not the volume is usable (S22). 
0156 AS was also described in the description of S15, a 
case in which the response from the ensuring module 30 is 
“Successful’ is a case in which the Volume can be used; 
accordingly, a "pair division instruction' is issued (S24), and 
a report of “Successful’ is made to the resource managing 
module 41 (S21). Furthermore, the “pair division instruc 
tion' may be issued automatically, or may be issued manu 
ally by the System manager. On the other hand, in cases 
where the response from the ensuring module 30 is “failure', 
“failure' is reported to the resource managing module 41 
(S25). 
O157 Thus, in cases where no trouble has occurred, the 
copying management resources 42 make a report of “Suc 
cessful' with respect to both on-line requests and Status 
confirmation requests from the resource managing module 
41. On the other hand, for example, in cases where remote 
copying control cannot be performed in a normal manner 
because of link cutting, an abnormality in the Storage device 
system or the like, “failure' is reported to the resource 
managing module 41 by the copying management resources 
42. 

0158 FIG. 9 is a flow chart showing the details of the 
“copying Source Status alteration processing shown in S12 
in FIG. 8. the copying management resources 42 check the 
current pair State of the Volumes for which an alteration of 
the pair State has been requested (S31). 
0159. Then, the subsequent processing is performed in 
accordance with the confirmation results of the current pair 
State (S32). In cases where the current pair State is "pair 
division state”, “failure” is set as the return value (S33). In 
cases where the current pair State is "copying destination 
State', a “pair reversal instruction' to alter the Setting to 
“copying Source State' is executed (S34). A judgement is 
made as to whether or not the pair reversal instruction was 
Successful (S35), and in cases where the pair reversal was 
successful, “successful” is set as the return value (S36). In 
cases where the pair reversal failed, “failure' is Set as the 
return value (S37). 
0160 In cases where the current pair state is “copying 
Source State (normal)', “Successful’ is set as the return value 
(S38). In cases where the current pair State is "copying 
source state (abnormal)”, “failure” is set as the return value 
(S39). 
0161 FIG. 10 is a flow chart that shows the details of the 
"data freshness ensuring module processing shown in S15 
and S22 in FIG. 8. As will be described below, the ensuring 
module 30 makes a judgement as to whether or not the 
desired Volumes are usable in response to a request from the 
copying management resources 42. Here, as was described 
with reference to FIG. 8, in cases where the pair state 
operation for the desired Volumes fails, the ensuring module 
30 receives a query from the copying management resources 
42. Cases in which there is a failure in the operation of the 
pair State are cases in which the States of the Volumes 
forming the copying pair cannot be altered, i. e., cases in 
which trouble has occurred in at least the execution of the 
remote copying function, because of (for example) trouble in 
the remote copying line CN13, trouble inside the storage 
device System or the like. 
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0162 Thus, the processing shown in FIG. 10 is per 
formed in cases where remote copying trouble has occurred 
inside the Storage System. First, when the ensuring module 
30 receives a query from the copying management resources 
42 as to whether or not the Volume is usable, the ensuring 
module 30 checks the freshness management information 31 
(S41). 
0163 The ensuring module 30 checks the pair reference 
state of the queried volume S42). As was described above, 
the “pair reference state” refers to information that is used to 
Specify the Volume that is to be used as a reference in cases 
where remote copying trouble occurs, three types of these 
States are provided: i.e., "normal State”, “first site State' and 
“second site state'. Cases in which the “normal state' is set 
indicate a normal State, while cases in which the Site name 
is registered as in the “first site State' and “Second Site State' 
indicate an abnormal State. 

0164. In cases where the pair reference state that is 
currently Set in the freshness management information 31 is 
the “normal State', the Volume's own site name is registered 
as the pair reference State, and the current time is registered 
(S43). In cases where the processing shown in FIG. 10 is 
executed by any of the host computers HA1 through HAn 
belonging to the first site 10A, the “first site state' is set as 
the pair reference State of the respective Volumes that are 
connected to these respective host computers HA. Con 
versely, in cases where the abovementioned processing is 
performed by any of the host computer HB1 through HBn 
belonging to the second site 10B, “second site state' is set 
as the pair reference State of the Volumes that are respec 
tively connected to these respective host computers HB. In 
other words, in cases where the pair reference State is Set as 
the “normal State', difference data is accumulated in the 
Volumes inside this site, or there is a possibility that Such 
difference data may be accumulated. Accordingly, it is 
registered in the freshness management information 31 that 
the Volumes inside this site are the reference Volumes that 
hold the most recent data. 

0.165 Next, the ensuring module sends a notification 
indicating that a change has occurred in the freshness 
management information 31 to the ensuring modules 30 
respectively disposed in the other host computers H, and 
causes this freshness management information 31 to be held 
(S44). In the present embodiment, this notification and 
registration processing of the freshness management infor 
mation 31 is called “other-Site registration processing”. 
Furthermore, this is not limited to the ensuring modules 30 
of “other sites”; the other ensuring modules 30 within the 
first ensuring module's own site are also notified, and 
registration is requested. Details of this other-Site registra 
tion processing will be described later with reference to 
FIG. 11. 

0166 Next, a judgement is made in order to ascertain if 
the respective ensuring modules 30 of the respective Sites 
have respectively been notified of the updating of the 
freshness management information 31, and if this informa 
tion has been registered (S45). In cases where all of the 
notification and registration request processing of the fresh 
neSS management information 31 is Successful, “Successful' 
is set as the return value (S46). In cases where notification 
of the freshneSS management information 31 or the like has 
failed in any one of the ensuring modules 30, “failure' is set 
as the return value (S47). 
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0167 On the other hand, in cases where any of the site 
names is registered as the current pair reference State in the 
abovementioned S42 (or to express this in opposite terms, in 
cases where the State is a State other than the “normal State'), 
a judgement is made as to whether or not the registered Site 
name is the ensuring module's own site name (S48). 
0.168. In cases where the ensuring module's own site 
name has already been registered in the freshneSS manage 
ment information 31, “Successful’ is set as the return value 
(S49). In cases where the site name registered in the magenta 
ink 31 is the name of another site, “failure' is set as the 
return value (S50). Cases in which other site names have 
been registered in the pair reference State relating to the 
Volume whose use is desired are cases in which the desired 
Volume does not store the most recent data, So that this 
Volume cannot be used as the reference Volume following 
the occurrence of remote copying trouble. Accordingly, in 
this case, “failure' is Set as the return value. 
0169 FIG. 11 is a flow chart that shows the details of the 
“other-site registration processing” shown as S44 in FIG. 
10. First, the ensuring module 30 refers to the freshness 
management information 31, and Specifies the host com 
puter H that is to be notified (S61). Specifically, all of the 
host computers H that share the volume whose pair refer 
ence State has been altered are detected. 

0170 Next, the ensuring module 30 respectively sends 
notification of the updated pair reference State to the ensur 
ing modules 30 of the respective host computers H that share 
this volume, and respectively requests the initiation of Site 
name registration processing (S62). The details of this site 
name registration processing will be described later with 
reference to FIG. 12; briefly, however, this is processing that 
requests updating of the pair reference State from the other 
ensuring modules 30. 
0171 Then, the ensuring module 30 waits for a response 
from the other respective host computers H (ensuring mod 
ules 30) that have been notified of the pair reference state 
(S63). The ensuring module 30 respectively registers the 
response results from the other respective ensuring modules 
30 in the “updating results' column of the updating man 
agement information 32 (S64). 
0172 The ensuring module 30 refers to the updating 
management information 32, and makes a judgement as to 
whether or not all of the responses (return values) from the 
other respective ensuring modules are “successful” (S65). 
Cases where all of the updating results of the updating 
management information 32 are “Successful” are cases in 
which normal notification and updating of the pair reference 
State has been accomplished; accordingly, “Successful’ is Set 
as the return value (S66). On the other hand, cases in which 
even a Single "failure' is registered in the updating result 
column are cases in which host computers H for which the 
Volume that is to be used as a reference cannot be accurately 
identified are present. In Such cases, there is a possibility that 
erroneous operation will be performed by the host comput 
erS in which accurate identification cannot be accomplished. 
Accordingly, “failure” is set as the return value (S67). 
0173 FIG. 12 is a flow chart showing the processing of 
requests for the registration of Site names as the pair refer 
ence state in relation to S62 in FIG. 11. 

0.174. When a site name registration processing request is 
received from the ensuring module 30 that has updated 
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(produced) the pair reference State, the processing shown in 
FIG. 12 is performed. Here, the site name registration 
processing request that is issued by the ensuring module 30 
constituting the notification Source contains a copying pair 
number that is used to specify the pair Volumes whose pair 
reference State has been altered, the pair reference State 
updating time, and the content of the updated pair reference 
State. 

0.175 First, the ensuring module 3 that has received 
notification checks its own freshness management informa 
tion 31 (S71). The ensuring module 30 that has received 
notification checks the pair reference State relating to the 
notified volumes (S72). In cases where “normal state” is set 
as the pair reference State of the notified Volumes, the 
ensuring module 30 that is the notification destination 
rewrites the current pair reference State as the notified pair 
reference state (S73). 
0176 Specifically, the name of the site in which the 
ensuring module 30 that has requested Site name registration 
is present (requesting Source Site name) and the time at 
which the pair reference State was updated by the requesting 
Source Site name, are registered in the ensuring module's 
own freshness management information. Furthermore, the 
ensuring module 30 constituting the notification destination 
sends a response of “successful” to the ensuring module 30 
that is the notification source (S74). 
0177. Meanwhile, in cases where a site name has already 
been registered in the freshness management information of 
the notification destination in S72, a judgement is made as 
to whether or not this registered site name and the Site name 
of the notification Source (requesting Source) match (S75). 
In cases where the registered site name and the Site name of 
the notification source match (S75: YES), “successful” is set 
as the return value (S74). In cases where the registered site 
name and the site name of the notification Source do not 
match (S75: NO), the time at which the registered site name 
was registered (i.e., the time at which the pair reference State 
was updated) and the time at which the notified site name 
was updated are respectively identified (S76), and these 
times are compared (S77). In other words, if the already 
registered Site name is called the old pair reference State, and 
the newly notified Site name is called the new pair reference 
State, then the time at which the old pair reference State is 
produced in the ensuring module 30 of a certain host 
computer H (called the “registration time” in the figures) and 
the time at which the new pair reference State is produced in 
the ensuring module 30 of a separate host computer H 
(called the “request time' in the figures) are compared. 
0.178 In cases where the production time of the new pair 
reference State is older, the Site name and production time 
are respectively registered in the freshness management 
information as the new pair reference state (S78), and 
“Successful” is set as the return value (S74). On the other 
hand, in cases where the production time of the new pair 
reference State is more recent than the production time of the 
old pair reference State, “failure' is Set as the return value 
without updating the freshneSS management information 
(S79). In other words, pair reference state that is produced 
earlier has priority. The reason for this is that the possibility 
of the most recent data being accumulated earlier is greater 
in the site in which the pair reference State is produced first. 
0179 Thus, in the present embodiment, in cases where 
there are competing notifications of the pair reference State, 
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difference data that is accumulated earlier is treated with 
greater importance by giving priority to the older pair 
reference State. 

0180 FIG. 13 is a flow chart that shows the recovery 
processing. For example, this recovery processing can be 
performed manually be the System manager in cases where 
it is desired to re-form a copying pair following recovery 
from remote copying trouble. 
0181 First, the ensuring module 30 respectively sets the 
respective pair reference States registered in the freshneSS 
management information 31 in the “normal State', and 
initializes the pair reference states (S81). Furthermore, the 
ensuring module 30 respectively deletes the respective 
updating times registered in the freshness management 
information 31, and take-up Spring initializes the updating 
times (S82). 
0182 Next, for each copying pair (i. e., for each pair 
volume), the ensuring module 30 checks the names of the 
host computers H that are jointly using this volume (S83). 
The ensuring module 30 respectively requests the initializa 
tion of the freshness management information of the respec 
tive ensuring modules 30 or the respective host computers H 
that are checked (S84). 
0183 The other ensuring module 30 that receives this 
initialization request returns the pair reference State to the 
“normal state” (S85), deletes the updating time (S86), and 
notifies the ensuring module 30 that is the source of the 
initialization request that the initialization of the freshneSS 
management information has been completed (S87). 
0184 The ensuring module 30 that requested the initial 
ization of the freshneSS management information waits for 
an initialization completion notification from the other 
ensuring module 30 (S88), and each time that an initializa 
tion completion notification arrives, this ensuring module 30 
Sets “not performed” in the updating result column of the 
updating management information 32 (S89). 
0185. Here, it is not necessary to initialize all of the 
freshneSS management information 31 in a single operation; 
it is Sufficient to initialize only the parts that relate to the 
recovery from remote copying trouble. Furthermore, the 
ensuring module that is the Source of the initialization 
request may be constructed So that the updating management 
information 32 is updated each time that an initialization 
completion notification is received, or may be constructed So 
that the received initialization completion notifications are 
Stored in memory, and the updating management informa 
tion is updated at one time after all of the initialization 
completion notifications have been received. 
0186 FIG. 14 is a flow chart of the trouble recovery 
processing. This trouble recovery processing is processing 
that is performed in order to accomplish automatic execution 
of the recovery processing described with reference to FIG. 
13. This trouble recovery processing may be executed by the 
ensuring module 30, or may be executed by a module that 
is separate from the ensuring module 30. Here, a case in 
which this is one function of the ensuring module 30 will be 
described. 

0187. Here, the cluster software relating to FIG. 14 is 
Software provided with a function that periodically outputs 
Survey requests to the copying management resources 42 in 
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order to ascertain whether or not recovery from trouble has 
been achieved following the occurrence of trouble Such as 
remote copying trouble or the like. In cases other than that 
shown in FIG. 14, the cluster software need not necessarily 
have Such a periodic trouble recovery Survey function. 
0188 The copying management resources 42 receive a 
Survey instruction from the cluster Software 40, and perform 
a Survey in order to ascertain whether or not there has been 
a recovery from trouble. In cases where there has been a 
recovery from trouble, the copying management resources 
42 notify the ensuring module 30 that there has been a 
recovery from trouble. When this notification is received, 
the trouble recovery processing shown in FIG. 14 is per 
formed. 

0189 The ensuring module 30 checks only one part (one 
line) of the pair reference State registered in the freshness 
management information 31 (S91), and judges whether or 
not a site name is registered in the pair reference State (S92). 
In cases where “normal State' is registered in the pair 
reference state (S92: NO), the processing is ended. 
0190. In cases where either “first site state' or “second 
site state” is registered in the pair reference state (S92: YES), 
the ensuring module 30 Sends an instruction for copying pair 
formation to the remote copying control module 50 so that 
the pair State of the Volume having the most recent data 
content is “copying source state” (S93). 
0191 In cases where there is a failure in the formation of 
a copying pair (S94: failure), this indicates a case in which 
there has not been a complete recovery from the remote 
copying trouble, or in which new remote copying trouble has 
occurred. Accordingly, the operation of the copying pair is 
closed down, and the processing returns to S91. Then, the 
next pair reference State is checked. 
0.192 In cases where the operation of the copying pair is 
Successful (S94: Successful), the recovery processing 
described in FIG. 13 is initiated (S95). As a result, after the 
remote copying function recovers from trouble, initialization 
of the freshness management information 31 and the like can 
be performed automatically. 

0193 FIGS. 15 and 16 are explanatory diagrams show 
ing an outline of the Overall operation in a case where 
trouble has occurred. First, at a certain point in time, it is 
assumed that a first trouble occurs in the Storage device 
system 20A. As a result of this trouble inside the storage 
device System, the remote copying function also stops. It is 
further assumed that a business processing Service (opera 
tion) is being performed by the host computer HA1. 
0.194. After the abovementioned trouble has occurred in 
remote copying, it is assumed that a separate Second trouble 
occurs in the operating host computer HA1, and that the 
operation of the busineSS processing Service is stopped. AS 
a result, it becomes necessary for failover to be executed by 
the other host computers HAn and HB1 through HBn. 

0.195 Various methods are known as methods for select 
ing the failover destination. For example, there is a method 
in which failover is performed in sites in which the number 
of nodes that are present (i. e., the number of normal host 
computers) is large, and a method in which the failover 
destination is randomly Selected using quasi-random num 
bers or the like. 
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0196. In the first trouble occurrence pattern sown in FIG. 
15, the storage device system 20A of the first site 10A has 
Stopped functioning as a result of a first trouble; accordingly, 
failover is executed by any of the host computers HB1 
through HBn of the second site 10B. In the host computer 
that is the failover destination, the Volume that was used as 
a copying destination Volume prior to the occurrence of 
trouble is reversed to a copying Source Volume, and provides 
the busineSS processing Service. 
0.197 FIG. 16 shows a second trouble occurrence pat 
tern. In this example, it is assumed that a third trouble has 
occurred in the remote copying line CN13. As a result of this 
trouble, the copying Source Volume and copying destination 
volume cannot be synchronized. In the first site 10A, new 
data is constantly generated by I/O requests from the host 
computers HA1 through HAn. Since such newly updated 
data cannot be transferred to the copying destination Vol 
ume, this data is accumulated in the Storage device System 
20A as difference data D. 

0198 Following the occurrence of remote copying 
trouble, it is assume that a fourth trouble occurs in the 
operating host computer HA1, So that the function of this 
computer is stopped. AS was described above, for example, 
the failover destination is determined either randomly or as 
a site with a large number of existing nodes. 
0199. In cases where one of the host computers HB1 
through HBn of the second site 10B is selected as the 
failover destination, there is a possibility that the host 
computers HB may restart the provision of the business 
processing Service using a Volume that is not synchronized 
(i.e., a copying destination volume prior to the occurrence 
of trouble). However, in the present embodiment, as was 
described above, the Volume that is to be used as a reference 
is managed by the ensuring module 30, and a query is sent 
to the ensuring module 30 regarding the possibility of using 
this volume prior to the initiation of the use of this volume. 
0200. Accordingly, in the present embodiment, as long as 
there is no recovery from the remote copying trouble So that 
recovery processing is not performed, none of the respective 
host computers HB1 through HBn in the second site 10B can 
operate as a failover destination. 
0201 As a result of the failure of the selection of the 
failover destination in the second site 10B, a host computer 
HAn within the first site 10A is selected as the failover 
destination. Since the most recent data is held in the first site 
10A, a host computer HA in the first site 10A is suitable as 
a failover destination. 

0202) In other words, in the present embodiment, in the 
case of remote copying trouble, the necessary Volumes 
cannot be used in the case of host computers that are 
unsuitable as the failover destination; consequently, failover 
processing cannot be performed by means of Such unsuitable 
host computers. Accordingly, the initiation of erroneous 
operation on the basis of old data can be prevented in 
advance. 

0203 As a result of being constructed as described 
above, the present embodiment has the following effects. In 
the present embodiment, the Volume (or storage device 
System or site) acting as a reference that holds the most 
recent data is specified and managed, and the use of Volumes 
is controlled on the basis of the freshness management 
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information 31. Accordingly, for example, the initiation of 
Separate control processing Such as failover processing or 
the like on the basis of old data following the occurrence of 
remote copying trouble can be prevented in advance. As a 
result, the reliability of the Storage System can be improved; 
furthermore, remote copying processing and failover pro 
cessing can be matched, So that a more effective disaster 
recovery System can be constructed. 
0204. In the present embodiment, in cases where the use 
of pair Volumes is initiated following the occurrence of 
remote copying trouble, a construction is used in which the 
pair State of the freshneSS management information 31 is 
updated, and the other ensuring modules 30 are notified of 
this. Accordingly, for example, the reliability of the Storage 
System can be heightened while reducing the burden on the 
host computers and networks compared to cases in which 
the updating of the pair state and notification of this 
updating are performed periodically. 

2. Second Embodiment 

0205. A second embodiment will be described with ref 
erence to FIGS. 17 through 20. One characterizing feature 
of the present embodiment is that the use of volumes is 
possible even in cases where notification of the updating 
management information was not processed normally for 
Some of the host computers. 
0206 FIG. 17 is a block diagram which shows an outline 
of the functional construction of the host computers that 
form a part of the storage System of the present embodiment. 
The functional construction of the software is substantially 
the same as in the first embodiment; however, the construc 
tions of the freshness management information 31A and 
updating management information 32A differ from those in 
the first embodiment. 

0207 AS is shown in FIG. 18, new “policy” information 
is caused to correspond to the respective copying pairs in the 
freshness management information 31A. For example, this 
"policy” refers to information that is used to designate the 
reference site (volume or storage device System) before 
hand, which is provided in cases where the exchange of 
freshness information becomes impossible as a result of 
trouble in the network CN12 between the host computers, 
trouble within the host computers or the like. 
0208 For example, the site name such as “first site state' 
or “Second Site State' can be Set in the policy. Alternatively, 
the “operating Site prior to the occurrence of trouble' or 
“standby site prior to the occurrence of trouble' can also be 
Set as the policy. The “operating Site prior to the occurrence 
of trouble' is information which takes the site that was the 
operating site prior to the occurrence of trouble as the 
reference site following the occurrence of trouble, while the 
“standby site prior to the occurrence of trouble' is informa 
tion that takes the site that was the Standby Site prior to the 
occurrence of trouble as the reference Site following the 
occurrence of trouble. 

0209 New “home site' information can be respectively 
caused to correspond to the respective host computers in the 
updating management information 32A. This "home site' is 
information that is used to specify the site to which the host 
computer belongs. 

0210 FIG. 19 is a flow chart of the data freshness 
ensuring module processing that is performed by the ensur 
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ing module 30. To describe the portions that are character 
istic of the present embodiment, policy judgement proceSS 
ing is performed (S101) in cases where the other-site 
registration processing ended in failure (S45: failure). 
Details of the policy judgement processing will be described 
later with reference to FIG. 20. 

0211 Next, in cases where the judgement results of the 
policy judgement processing are “Successful’, the use of the 
desired Volume is possible; accordingly, “Successful’ is Set 
as the return value (S46). On the other hand, in cases where 
the policy judgement results are “failure', the use of the 
desired Volume is not possible; accordingly, “failure' is Set 
as the return value (S47). 
0212. In other words, in the present embodiment, in cases 
where the updating processing (Site name registration 
request reception processing) of the freshness management 
information in some of the ensuring modules 30 is not 
performed normally, the Volumes are not immediately des 
ignated as unusable; instead, the usability is re-judged by 
referring to a preset policy. As a result, the use of Volumes 
may be permitted on the basis of this policy even in cases 
where communications trouble or the like occurs in the 
network CN12 between the host computers, so that the 
other-Site registration processing ends in failure. 
0213 FIG. 20 is a flow chart of the policy judgement 
processing indicated by S101 in FIG. 19. First, the ensuring 
module 30 checks the policy that is set in the freshness 
management information 31A (S111). The ensuring module 
30 refers to the updating management information 32A, and 
checks the names and home site names of the host computers 
for which “failure' is set in the updating result column 
(S112). The host computers for which “failure” is set in the 
updating result column are host computers that cannot 
perform updating of the freshness management information. 
0214) Next, the ensuring module 30 compares the policy 
Site names that are Set in the freshness management infor 
mation 31A (hereafter referred to as the “policy registration 
site names”) and the names of the sites to which the newly 
failed host computers belong (hereafter referred to as the 
“failed site names') and judges whether or not the policy 
registration site names and failed site names agree (S113). 
0215. In cases where the policy registration site names 
and failed site names do not agree, i. e., in cases where 
policy registration site names are not included in the failed 
Site names, communications to the Sites designated before 
hand as preferential Sites are performed normally, accord 
ingly, the ensuring module 30 Sets “Successful” as the return 
value (S114). 
0216) In cases where the policy registration site names 
and failed Site names agree, i. e., in cases where policy 
registration site names are included in the failed Site names, 
this means that Some type of trouble has occurred in the Site 
that is to be used as a reference; accordingly, “failure' is Set 
as the return value (S115). 
0217. However, in cases where an erroneous policy is set 
even though the policy judgement results were “Successful', 
the Volume cannot be used. For example, Such a case is a 
case in which the Second Site 10B is set as a preferential site, 
and other-Site registration processing is performed in the 
first site 10A. In this case, if no trouble has occurred in the 
Second Site 10B, the policy judgement results are “Success 
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ful"; however, the host computers HA of the first site 10A 
cannot utilize the storage device system 20B of the second 
Site 10B. Accordingly, for example, the System can be 
constructed So that “Successful’ is set as the return value in 
cases where the policy registration Site name and failed Site 
name do not agree, and the policy registration site name and 
own-site name do agree. Alternatively, in cases where the 
policy is defined in the freshneSS management information 
31A, the System can be constructed So that the matching of 
the preferential site name and own-site name is checked. 

3. Third Embodiment 

0218. A third embodiment will be described with refer 
ence to FIG. 21. One of the characterizing features of the 
present embodiment is that preferential Sites are Selected in 
relative terms. In the Second embodiment, a case was 
described in which preferential Sites were directly desig 
nated as policy, as shown in the line of pair Volume #1 in the 
freshness management information 31A in FIG. 18. 
0219. In the present embodiment, on the other hand, a 
case will be described in which preferential Sites are desig 
nated in relative terms as policy, as respectively indicated in 
pair volumes #2 and #3 of the freshness management 
information 31A shown in FIG. 18. 

0220. In the policy judgement processing of the present 
embodiment, as is shown in FIG. 21, after the policy is 
checked by referring to the freshness management informa 
tion 31A (S121), the pair states of the object pair volumes 
(copying Source, copying destination, pair division) are 
checked (S122). Furthermore, the ensuring module 30 
checks the failed Site names by referring to the updating 
management information 32A (S123). 
0221) Next, the ensuring module 30 judges whether or 
not the relatively designated policy registration Site names 
and current pair States agree; furthermore, in cases where the 
current pair States match the policy, the ensuring module 30 
judges whether or not the policy registration Site names and 
failed site names agree (i. e., whether or not policy regis 
tration site names are included in the failed site names) 
(S124). 
0222. In cases where the policy registration site names 
and failed site names do not agree, the ensuring module 30 
sets “successful” as the return value (S125). In cases where 
the policy registration site names and failed Site names do 
agree, the ensuring module 30 sets “failure” as the return 
value (S126). 
0223) A concrete example will be described. For 
example, in a case where the pair State of the desired volume 
is "copying Source State' and the policy is "operating site 
prior to trouble', the current pair State and the policy agree. 
Furthermore, in this case, Since the Site is the ensuring 
module's own site, the failed Site name and policy registra 
tion Site names do not agree. Accordingly, the use of this 
copying Source Volume is permitted. 

4. Fourth Embodiment 

0224. A fourth embodiment will be described with ref 
erence to FIG. 22. In the present embodiment, one of the 
characterizing features is that write acceSS from the host 
computerS H is possible in cases where the pair State is 
“copying Source State (abnormal)'. 
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0225. If such a construction is used, the operation in the 
case of remote copying trouble is the same operation as in 
a case in which the operating site prior to the occurrence of 
trouble is set in the policy in the third embodiment. In other 
words, in the present embodiment, in cases where trouble 
occurs in remote copying, the host computers of the oper 
ating Site can be used while continuing to use the copying 
Source Volume used up to this point “as is'. 
0226 Furthermore, even in cases where remote copying 
is not performed, write access (and read access) to the 
copying Source Volume are permitted; accordingly, the 
present embodiment can be used in the case of So-called 
asynchronous remote copying. Specifically, in the case of 
asynchronous remote copying, the Stopping period of remote 
copying is in effect the same as the period in which trouble 
occurs in remote copying in the case of Synchronous remote 
copying. 

5. Fifth Embodiment 

0227. In a fifth embodiment, as is shown in FIG. 23, a 
plurality of copying management resources 42 are installed 
in the cluster software 40, and a plurality of volumes 212 are 
Simultaneously used. 

6. Sixth Embodiment 

0228. In a sixth embodiment, as is shown in FIG. 24, the 
copying management resources 42A are made independent 
of the cluster Software 40A. For example, the cluster Soft 
ware 40A calls up the copying management resources 42A 
at the time that the program is Started, and utilizes on-line 
request processing or the like, in the same manner as other 
application programs 40B utilizing an external disk (logical 
Volume) Such as a database application program or the like. 

7. Seventh Embodiment 

0229. A seventh embodiment will be described with 
reference to FIG. 25. One characterizing feature of this 
embodiment is that the freshness management information is 
held in only one host computer in each Site instead of being 
held in all of the host computers. 
0230 AS is indicated in the overall block diagram shown 
in FIG. 25, only one or more host computers HA1, HB1 
hold the freshneSS management information 31 in each Site 
10A, 10B (the figure shows a case in which one host 
computer holds the information in each site). For example, 
these respective host computers HA1, HB1 can be called 
freshneSS management host computers. 
0231. Furthermore, the other host computers HAn and 
HBn acquire and use the freshness management information 
31 from the freshness management host computerSHA1 and 
HB1 by performing query processing 33. In other words, the 
ensuring modules 30A of the host computers other than the 
freshness management host computers HA1 and HB1 leave 
the execution of data freshness ensuring module processing 
to the ensuring modules 30 of the freshness management 
host computers HA1 and HB1, and utilize the processing 
results. 

0232 FIG. 26 is a flow chart of the copying management 
resource control processing in the present embodiment. This 
processing is performed by host computers other than the 
freshneSS management host computers. The processing of 
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the freshneSS management host computerS is the same as in 
the abovementioned embodiments. In the present embodi 
ment, the processing is left to the data freshness ensuring 
modules 30 of the freshness management host computers as 
respectively shown in S130 and S131. 
0233. Furthermore, from the standpoint of improving 
reliability, it is desirable to install a plurality of freshness 
management host computers in each Site. Thus, the freshness 
management information 31 is not held in all of the host 
computers inside each Site, but is instead held in only Some 
(preferably a plurality) of these host computers. As a result, 
in cases where the updating of the freshness management 
information 31 by other-Site registration processing is 
requested, the number of requesting Source host computers 
can be reduced, So that the Success rate of other-Site regis 
tration processing can be increased. 

8. Eighth Embodiment 
0234 FIG. 27 is an overall structural diagram of a 
Storage System constituting an eighth embodiment. One of 
the characterizing features of this embodiment is that the 
freshness management information 31 is respectively held in 
each storage device system 20A and 20B. 
0235. In cases where trouble occurs in remote copying, 
the respective ensuring modules 30A Specify the pair refer 
ence State, and register this in the freshness management 
information 31 inside the Storage device Systems. Then, 
when the respective ensuring modules 30A receive a query 
regarding Volume usability from the copying management 
resources 42, the ensuring modules access the Storage device 
System in their own site, and refer to the freshness manage 
ment information 31. 

0236 Accordingly, in the other-Site registration process 
ing, not only can the freshness management information 31 
be stored in the storage device systems 20A and 20B of the 
respective sites, but the Success rate of the other-Site regis 
tration processing can be increased. Furthermore, in cases 
where the freshness management information 31 is Stored in 
the Storage device System of the other site, the freshness 
management information 31 can be transmitted to one of the 
host computers present in this site via the network CN12 
between host computers. The host computer H that receives 
the freshneSS management information 31 Stores this fresh 
neSS management information 31 in the Storage device 
System of its own site. 

9. Ninth Embodiment 

0237 FIG. 28 is an overall structural diagram of a 
Storage System constituting a ninth embodiment. In this 
embodiment, as in the eighth embodiment, the freshness 
management information 31 is Stored in the respective 
storage device systems 20A and 20B of the respective sites 
10A and 10B. 

0238 A point of difference from the eighth embodiment 
is that the intra-site networks CN11 of the respective sites 
10A and 10B are connected to each other by a network 
CN14, so that the ensuring modules 30A can store the 
freshness management information 31 directly in the Storage 
device systems 20A and 20B via the intra-site networks 
CN11 or the like. 

0239 Furthermore, it would also be possible to couple 
the eighth embodiment and the present embodiment, and 
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thus to provide two pathways for transmitting the freshneSS 
management information 31 to the respective Storage device 
system 20A and 20B from the respective ensuring modules 
30A, i. e., the network CN12 between host computers, and 
the intra-site networks CN11. In this way, redundancy is 
increased by allowing transmission of the freshneSS man 
agement information 31 to the Storage device Systems 20A 
and 20B via a plurality of pathways, so that the reliability 
can be further increased. 

10. Tenth Embodiment 

0240 FIG. 29 is an overall structural diagram of a 
Storage System constituting a tenth embodiment. One of the 
characterizing features of this embodiment is that ensuring 
modules 30B are respectively installed inside the respective 
storage device systems 20A and 20B, and these respective 
ensuring modules 30B are directly connected to the remote 
copying line CN13 by a separate network CN15. 
0241 Accordingly, in the present embodiment, the data 
freshness ensuring module processing that was performed 
by the host computers H can be performed inside the Storage 
device systems 20A and 20B. For example, a SAN, the 
internet or the like can be used as the network CN15 
between the ensuring modules. 

11. Eleventh Embodiment 

0242 FIG. 30 is an overall structural diagram of a 
Storage system constituting an eleventh embodiment. In this 
embodiment, three Volumes are Synchronously operated. 
Specifically, a volume inside a first site 10A, a volume inside 
a second site 10B and a volume inside a third site 10C are 
mutually Synchronized. Any one of these Volumes can 
constitute a copying Source, and the other two Volumes 
constitute copying destinations. Four or more Volumes can 
also be Synchronized. 
0243 Furthermore, the present invention is not limited to 
the embodiments described above. A person skilled in the art 
can make various additions, alterations and the like within 
the Scope of the present invention. For example, a perSon 
skilled in the art can appropriately combine the respective 
embodiments described above. 

What is claimed is: 
1. A Storage System comprising: 
a plurality of Sites each comprising a plurality of host 

computers and a storage device providing logical Vol 
umes to these host computers, 

an inter-Site network that communicably connects the 
Sites to each other; 

a Synchronizing part that Synchronizes said logical Vol 
umes of Said respective Storage devices via Said inter 
Site network; 

a reference managing part which manages reference des 
ignating information that is used to designate the Stor 
age device that is to be used as a reference in cases 
where Synchronization trouble occurs in the processing 
that is performed by the Synchronizing part; 

and a control part that controls the use of Said logical 
Volumes on the basis of Said reference designating 
information. 
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2. The Storage System according to claim 1, wherein Said 
Synchronizing part, Said reference managing part and Said 
control part are installed in each of Said Sites. 

3. The Storage System according to claim 1, wherein Said 
Synchronizing part, Said reference managing part and Said 
control part are installed in each of Said host computers at 
Said respective Sites. 

4. The Storage System according to claim 1, wherein Said 
Synchronizing part and Said control part are installed in each 
of Said host computers at Said respective sites, and Said 
reference managing part is installed in Said Storage device at 
each of Said Sites. 

5. The Storage System according to claim 1, wherein Said 
host computers at Said respective sites form a single cluster 
on the whole, and 

Said control part controls failover processing that causes 
a Specified Service provided by a host computer in 
which trouble has occurred to be taken over by another 
normal host computer. 

6. The Storage System according to claim 1, wherein Said 
reference managing part sends notification of Said reference 
designating information-to a specified Site, among Said Sites, 
that requires notification of Said reference designating infor 
mation. 

7. The Storage System according to claim 6, wherein Said 
Specified site holds older reference designating information 
in cases where a plurality of Said notifications are received. 

8. The Storage System according to claim 6, wherein the 
use of said logical volumes is allowed in cases where said 
notification to Said specified Site by Said reference managing 
part is completed in a normal manner. 

9. The Storage System according to claim 6, wherein 
information indicating a preferential Site is associated with 
Said reference designating information beforehand, and the 
use of Said logical Volumes is allowed when Said notification 
to Said preferential Site is completed in a normal manner, 
even if Said notification to Said Specified site by Said refer 
ence managing part is not completed in a normal manner. 

10. The Storage System according to claim 9, wherein at 
least one or more of the Specified Site designated beforehand, 
operating site prior to the occurrence of trouble or Standby 
Site prior to the occurrence of trouble can be set as Said 
preferential site(s). 

11. The Storage System according to claim 1, wherein Said 
reference managing part updates Said reference designating 
information in cases where the occurrence of Said Synchro 
nization trouble is detected. 

12. The Storage System according to claim 6, wherein Said 
inter-Site network includes a network between Storage 
devices that communicably connects the Storage devices of 
Said Sites to each other, and a network between host com 
puters that communicably connects the host computers of 
Said Sites to each other, 

Said Synchronizing part Synchronizes Said logical volumes 
of Said Storage devices via Said network between Stor 
age devices, and 

Said reference managing part sends notification of Said 
reference designating information to a specified Site, 
among Said Site, that requires notification of Said ref 
erence designating information, Via Said network 
between host computers. 

13. The Storage System according to claim 12, wherein 
Said inter-Site network further includes a network between 
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intra-site networks, which communicably connects intra-site 
networks that communicably connect Said host computers 
and Said Storage device within each of Said Sites, and 

Said reference managing part Sends notification of Said 
reference designating information to a specified Site, 
among Said Sites, that requires notification of Said 
reference designating information via either Said net 
work between host computers or said network between 
intra-site networks. 

14. The Storage System according to claim 1, wherein Said 
reference designating information is caused to be held only 
in a specified host computer among Said host computers of 
each of Said Sites, So that the other host computers utilize 
Said reference designating information by accessing Said 
Specified host computer. 

15. The Storage System according to claim 1, wherein Said 
Synchronizing part performs Said Synchronization proceSS 
ing while using the Storage device indicated as the copying 
Source Storage device in Said reference designating infor 
mation when Said Synchronization trouble is eliminated. 

16. The Storage System according to claim 15, wherein 
Said reference managing part resets said reference designat 
ing information in cases where Said Synchronization pro 
cessing is completed in a normal manner. 

17. A Storage System comprising: 
a first site having a plurality of first host computers and a 

first Storage device that provides logical Volumes to the 
respective first host computers, 

a Second Site having a plurality of Second host computers 
and a Second Storage device that provides logical 
Volumes to the respective Second host computers, 

a first intra-Site network which communicably connects 
Said first host computers and Said first Storage device 
within said first site; 

a Second intra-Site network which communicably con 
nects Said Second host computers and Said Second 
Storage device within Said Second Site, 

a network between Storage devices which communicably 
connects Said first Storage device and Said Second 
Storage device; and 

a network between host computers which communicably 
connects Said first host computers and Said Second host 
computers, wherein 

(A) each of Said first host computers and each of said 
Second host computers comprises: 

(A1) a cluster control part which forms said first/second 
host computers into a Single cluster as a whole; 

(A2) a Synchronizing part which Synchronizes said 
memory Volumes of Said first Storage device and Said 
memory Volumes of Said Second storage device via Said 
network between Storage devices, and 

(A3) a reference managing part which manages reference 
designating information for designating which of Said 
first Storage device or Second Storage device is to be 
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used as a reference in cases where Synchronization 
trouble occurs in the processing performed by Said 
Synchronizing part; 

(B) said reference managing part updates said reference 
designating information and notifies the other site of 
the updated reference designating information when 
the occurrence of Said Synchronization trouble is 
detected; and 

(C) said cluster control part performs failover processing 
on the basis of Said reference designating information 
in cases where trouble that causes failover occurs. 

18. A control method for a Storage System comprising a 
plurality of Sites each of which comprises a plurality of host 
computers and a storage device that provides logical Vol 
umes to Said host computers, an inter-Site network that 
communicably connects Said respective Sites to each other, 
and a Synchronizing part that Synchronizes Said logical 
Volumes of Said Storage devices via Said inter-Site network, 
Said Storage System control method comprising: 

a detection Step of detecting whether or not Synchroniza 
tion trouble has occurred in the processing performed 
by Said Synchronizing part; 

a production Step of Selecting one Storage device to act as 
a reference from among Said Storage devices, and 
producing reference designating information, in cases 
where Said Synchronization trouble is detected; 

a notification Step of Sending notification of the produced 
reference designating information to a Specified Site, 
among Said Sites, that requires notification of Said 
reference designating information; and 

a permission Step of allowing the utilization of Said 
respective Storage devices after the notification to Said 
Specified Sites is completed. 

19. The Storage System control method according to claim 
18, further comprising: 

a first judgement Step of judging whether or not failover 
processing is to be executed; 

a Second judgement Step of judging whether or not the 
logical Volume used in Said failover processing can be 
used on the basis of Said reference designating infor 
mation in cases where it is judged that Said failover 
processing is to be executed; 

an execution Step of executing Said failover processing in 
cases where the logical volume used in Said failover 
processing can be used; and 

a request Step in which the execution of Said failover 
processing is entrusted to another host computer in 
cases where the logical volume used in Said failover 
processing cannot be used. 

20. The Storage System control method according to claim 
18, wherein Said permission Step allows the utilization of 
Said Storage devices in cases where Said notification to Said 
preset preferential Site is completed in a normal manner, 
even if Said notification to Said specified Site is not com 
pleted in a normal manner. 
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