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ABSTRACT

A specification of a graphical representation of task dependency has a plurality of task elements each associated with a different task, a resource element having a plurality of attachment locations, and linking elements coupling the task elements to the resource element at the plurality of associated attachment locations. Associations of task elements to attachment locations on the resource element specify an ordering constraint on the tasks associated with the task elements. The tasks are executed according to the graphical representation of task dependency.
FIG. 2A

FIG. 2B
SYSTEM FOR CONTROLLING TASK EXECUTION USING A GRAPHICAL REPRESENTATION OF TASK DEPENDENCY

BACKGROUND

This invention relates to controlling task execution.

Computational tasks within computational systems often have dependencies that lead to constraints that some tasks start or finish execution before or after other tasks. A partial ordering of the tasks may be imposed to satisfy such constraints. The tasks may be performed by processes running within the same or different runtime environments with some tasks potentially running concurrently. A control process can be implemented to initiate and monitor execution of the tasks, according to a specification of the task dependency constraints.

FIG. 1A shows an example of a graph representing dependencies among tasks, a “dependency graph.” The nodes represent the tasks and the directed links represent dependency constraints. In this example the dependencies among the tasks come from access to a common data structure, in this case a table. An initialize table task 102 sets the size of the table and enters default values within the table. A load table task 104 writes a set of data records into rows of the table. A first link 106 specifies that the initialize table task 102 must execute before the load table task 104. An unload table task 108 reads the data records from the rows of the table to be used in subsequent computation. A second link 110 specifies that the load table task 104 must execute before the unload table task 108. The directionality of a link indicates the order of execution. There is also an implied dependency in that the initialize table task 102 must execute before the unload table task 108.

If tasks to be performed in a computational system are changed (e.g., by adding or deleting tasks) the corresponding dependency graph may need to be changed. Referring to FIG. 1B, the dependency graph 100 is modified, in graph 112, to include a sort table task 114 between the load table task 104 and the unload table task 108. The link 110 between the load table task 104 and the unload table task 108 is replaced by a link 116 between the load table task 104 and the sort table task 114, and a link 118 between the sort table task 114 and the unload table task 108.

Dependency graphs can specify constraints that allow tasks to be performed concurrently. Any one of a group of tasks may be able to execute after a preceding task. More generally, rules can be formulated to determine a partial ordering among tasks with dependencies represented by an acyclic directed graph. An example of a rule for a partial ordering among tasks in a dependency graph is rule 1: if a directed path through the graph exists from a “predecessor task” to a “successor task” then the successor task must not begin execution until after the predecessor task finishes execution.

FIG. 1C shows a dependency graph 120 where a first group 122 of three tasks that load different parts of a table must all finish execution before any of a second group 124 of three tasks that perform operations (e.g., read, sort, etc.) on parts of the table begins execution. This example illustrates the potential complexity that can exist in some dependency graphs. In a graph with this type of structure the number of links between the groups (9 in this example) increases as the product of the number of tasks in the first group (3 in this example) times the number of tasks in the second group (3 in this example). There are also links to each of the tasks in the first group 122 from an initialize table task 126, and from each of the tasks in the second group 124 to an unload table task 128.

DESCRIPTION OF DRAWINGS

FIG. 1A is a sequential dependency graph.
FIG. 1B illustrates a modification of the dependency graph of FIG. 1A.
FIG. 1C is a non-sequential dependency graph.
FIG. 2A is a dependency graph with a resource element.
FIG. 2B is a dependency graph with a timeline resource element.
FIG. 3 is a dependency graph with a timeline resource element and inter-task dependency links.
FIG. 4 is a dependency graph with a timeline resource element having directed links.

DESCRIPTION

One way to satisfy dependency constraints among tasks executed or initiated in a runtime environment is by implementing a control process that accepts a graphical representation of the dependencies as a specification of those dependencies. The control process initiates execution of the tasks (within the same or a different runtime environment) according to the graphical representation of task dependency. For example, a user can construct a dependency graph by associating nodes and links of a graph with tasks and dependencies, respectively, using a graphical user interface. Alternatively, a
A dependency graph can be generated automatically based on explicit or implicit ordering constraints. Once a dependency graph is generated, a user can view the graph through the graphical user interface.

A first approach to representing constraints in a dependency graph that is associated with a group of tasks interacting with a resource is to include a resource element in the dependency graph to more efficiently specify the partial ordering of tasks. The resource element is not necessarily associated with a processing task. The resource element is used to specify the ordering constraint (between a pair of tasks, or among a group of tasks) and to identify the resource related to that constraint.

For example, the dependency graph 120 shown in FIG. 1C can be modified to include a resource element representing the table which is accessed by the tasks. Referring to FIG. 2A, a dependency graph 200 includes a table resource element 202 that is represented as another node in the graph along with the task nodes. The first group 122 of three tasks are now linked to an “input” attachment location 204 of the table resource element 202, and the second group 124 of three tasks are linked to an “output” attachment location 206 of the table resource element 202. In a graph with this type of structure the number of links between the groups (6 in this example) increases in proportion to the number of tasks in each of the two groups (3 in this example). This represents a large potential reduction in complexity in terms of the number of links.

The same rule for the partial ordering among tasks can be used for the type of dependency graph shown in FIG. 2A as for dependency graphs with only task nodes (rule 1): if a directed path through the graph exists from a “predecessor task” to a “successor task” then the successor task must not begin execution until after the predecessor task finishes execution. A node associated with a resource can be added to a graph for any pair of tasks or groups of tasks that have a predecessor/successor relationship due to interactions with that resource.

A second approach to representing constraints is to provide a representation of constraints on a series of interactions with a resource. As in the previous approach, a graphical element representing a resource is introduced into the graph. This graphical element includes a timeline that is used to specify an ordering constraint for multiple interactions with the resource. A “timeline resource element” enables a visual indication of the order of execution of a group of tasks, which interact with a resource. Tasks are linked to a timeline resource element in an order corresponding to the order of execution of the tasks.

Referring to FIG. 2B, a dependency graph 220 includes a timeline resource element 222. Tasks are linked to attachment locations 223-226 on the timeline resource element 222, and the relative positions of the attachment locations on the timeline resource element 222 define an ordering constraint for the tasks linked to the timeline resource element 222. (The distance between any two of the attachment locations 223-226 is not necessarily related to actual time between executions of the corresponding tasks.) Tasks interacting with the resource that are permitted to execute concurrently are linked to the same attachment location on a timeline. Tasks are executed in time sequence (from left to right in this example) according to their attachment locations on the timeline. In this graph 220, the relative position of the attachment location 224 for the first group 122 of tasks and the attachment location 225 for the second group of tasks specifies the same ordering constraint for the groups of tasks as specified in graphs 120 and 200. There is also a single link to the timeline resource element 222 at an attachment location 223 from the initialize table task 126, and a single link from the timeline resource element 222 at an attachment location 226 to the unload table task 128, which specify the same ordering constraint for these tasks as specified in graphs 120 and 200.

The resource identified by the timeline resource element can be graphically represented according to the type of the resource, as in this example, as a table 221. A resource identified by a timeline resource element can be any of a variety of types of resources (e.g., a database table, a serial or parallel file, a storage device, a queue, etc.) The resource content can exist prior to execution of the first task that is linked to the timeline resource element, or the resource can be completely or partially generated by actions performed by the first task linked to the timeline resource element. For example, the first task linked to the resource element can execute a command that generates a table or file which is the resource content identified by the graphical resource element. There may be a final task attached to the timeline resource element that deletes the table or file.

A new rule for the partial ordering among tasks in this dependency graph 220 is (rule 2): tasks attached to the timeline resource element 222 must not begin execution until after all tasks attached to the timeline resource element 222 at prior (i.e., to the left in this example) attachment locations finish execution. This new rule (rule 2) can be combined with the previous rule (rule 1) to implement a new type of dependency graph specifying a partial ordering among tasks.

Referring to FIG. 3, a dependency graph 300 includes a timeline resource element 302 with attachment locations 304-307. Links to the timeline resource element specify an ordering constraint for interactions with a table 301. Graph 300 also includes “inter-task” links 322 and 324 that specify further ordering constraints for interactions between tasks that do not involve direct interaction with the table 301. A build part A task 308 generates data to be loaded into the table 301. Then a load part B task 310 loads the generated data into the table 301. Since a load part B task 312 executes after the load part A task 310 (according to rule 2), and the load part A task executes after the build part A task (according to rule 1), it is also true that the load part B task 312 executes after the build part A task 308.

The dependency graph 300 also specifies some tasks that can occur concurrently (or in an unspecified order). After the load part B task 312 finishes execution, two tasks (e.g., running on a different processor than the load part B task) can access the table 301 in any order. A copy table task 314 copies all of the data in the table 301 to another location, and an unload part B task 316 unloads data from the table 301 to a temporary location for access by an ftp task 318. The ftp task 318 has an ordering constraint to execute (e.g., transmit the data from the temporary location) after the unload part B task 316 (due to rule 1), however, the ftp task 318 may execute before, after, or concurrently with the copy table task 314. Also, while rule 2 constrains a delete table task 320 to execute after both the copy table task 314 and the unload part B task 316 finish execution, the delete table task 320 may execute before, after, or concurrently with the ftp task 318. The examples of tasks ordering specified by graph 300, illustrate how the two rules (rule 1 and rule 2) can be applied in combination to specify ordering among tasks in a graph. Other ordering rules can also be formulated to combine a timeline resource element with other graphical representations of task dependency to yield consistent ordering constraints.

The links to a timeline resource element do not need to be directed, however, directionality can be used to indicate features or aspects of the task interactions and/or relationships, such as produce or consume relationships between a task and
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1. A method for control of task execution in a computer system including:

a. accepting a specification of a graphical representation of task dependency having a plurality of task elements each associated with a different task,

b. a resource element having a plurality of attachment locations, wherein the resource element comprises a timeline with attachment locations being associated with points on the timeline, and

c. linking elements coupling the task elements to the resource element at the plurality of attachment locations, wherein couplings of task elements to attachment locations on the resource element specify an execution ordering constraint on the tasks associated with the task elements to define an order in which the tasks are to be executed; and

d. executing the tasks according to the graphical representation of task dependency.

2. The method of claim 1 wherein the task elements comprise nodes in the graphical representation, and the linking elements comprise links in the graphical representation.

3. The method of claim 1 wherein the resource element is associated with a computation resource for access by the tasks.

4. The method of claim 3 wherein the computation resource includes a storage resource.

5. The method of claim 3 wherein the computation resource includes a data table.

6. A data structure tangibly embodied on a computer readable storage medium, the data structure including:

a. data representations of a plurality of task elements, a data representation of a resource element having a plurality of attachment locations, wherein the resource element comprises a timeline with the attachment locations being associated with point on the timeline, and data associating the task elements to the attachment locations, wherein associations of task elements to attachment locations specify an execution ordering constraint on tasks associated with the task elements to define an order in which the tasks are to be executed;

b. wherein the data structure specifies a graphical representation of task dependency used by a computer system to execute the tasks associated with the task elements according to the ordering constraint.

7. The data structure of claim 6 wherein the data structure is associated with a resource.

8. The data structure of claim 6 wherein the resource is associated with a computation resource for access by the tasks.

9. The data structure of claim 8 wherein the computation resource includes a storage resource.

10. The data structure of claim 8 wherein the computation resource includes a data table.

11. A task execution system including:

a. a repository including data conforming to a data model, the data model including a plurality of task elements each associated with a different task,

b. a resource element having a plurality of attachment locations, wherein the resource element comprises a timeline with the attachment locations being associated with points on the timeline, and

c. linking elements coupling the task elements to the resource element at the plurality of attachment locations, wherein couplings of task elements to attachment locations on the resource element specify an execution ordering constraint on the tasks associated
with the task elements to define an order in which the tasks are to be executed, and
a task execution module including at least one processor, having access to the repository over at least one input
device or port in communication with the repository, configured to execute the tasks according to the graphical
representation of task dependency.

12. The system of claim 11 wherein the task elements comprise nodes in the graphical representation, and the link-
ing elements comprise links in the graphical representation.

13. The system of claim 11 wherein the resource element is associated with a computation resource for access by the
tasks.

14. The system of claim 13 wherein the computation resource includes a storage resource.

15. The system of claim 13 wherein the computation resource includes a data table.

16. A task execution system including at least one processor including:
means for accepting a specification of a graphical representation of task dependency having
a plurality of task elements each associated with a different task,
a resource element having a plurality of attachment locations, wherein the resource element comprises a time-
line with the attachment locations being associated with points on the timeline, and
linking elements coupling the task elements to the resource element at the plurality of attachment loca-
tions, wherein couplings of task elements to attachment locations on the resource element specify an
execution ordering constraint on the tasks associated with the tasks to define an order in which the
tasks are to be executed, and
means for executing the tasks according to the graphical representation of task dependency.

17. The system of claim 16 wherein the task elements comprise nodes in the graphical representation, and the link-
ing elements comprise links in the graphical representation.

18. The system of claim 16 wherein the resource element is associated with a computation resource for access by the
tasks.

19. The system of claim 18 wherein the computation resource includes a storage resource.

20. The system of claim 18 wherein the computation resource includes a data table.

21. A method for control of task execution in a computer system including:
accepting a specification of a graphical representation of task dependency having
a plurality of task elements each associated with a different task,
a resource element having a plurality of attachment locations, wherein the resource element comprises a time-
line with the attachment locations being associated with points on the timeline, and
linking elements coupling the task elements to the resource element at a plurality of attachment loca-
tions, in a time-ordered sequence defining an execution ordering constraint on the tasks associated with
the tasks to define an order in which the tasks are to be executed, and
executing the tasks according to the graphical representation of task dependency.

22. The method of claim 1 wherein relative positions of the plurality of attachment locations on the resource element
define the ordering constraint.

23. The method of claim 22 wherein the plurality of attachment locations comprise at least three attachment locations.

24. The data structure of claim 6 wherein relative positions of the plurality of attachment locations on the resource element
define the ordering constraint.

25. The data structure of claim 24 wherein the plurality of attachment locations comprise at least three attachment locations.

26. The system of claim 11 wherein relative positions of the plurality of attachment locations on the resource element
define the ordering constraint.

27. The system of claim 26 wherein the plurality of attachment locations may comprise at least three attachment locations.

28. The system of claim 16 wherein relative positions of the plurality of attachment locations on the resource element
define the ordering constraint.
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