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(57) ABSTRACT 

A system for testing a portion of a cable network provides a 
pattern generator, addresser, forward error corrector, and 
comparator. The system is particularly adapted to testing the 
upstream channel in a cable network. The pattern generator 
generates a test signal. The addresser addresses the signal to 
a known server and also instructs the known server to return 
the test signal to the test system. The forward error corrector 
corrects errors introduced in the test signal in transmission 
from the known server to the test system. The comparator 
then compares the returned test signal to the originally trans 
mitted test signal to determine the performance of the back 
channel. Preferably, the comparator uses a biterror rate test to 
determine the performance of the back channel. 
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SYSTEM FOR TESTING THE UPSTREAM 
CHANNEL OF A CABLE NETWORK 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation of U.S. Non Pro 
visional patent application Ser. No. 12/371,505 filed Feb. 13, 
2009, which is a continuation of U.S. Non Provisional appli 
cation Ser. No. 1 1/164,247 filed Nov. 15, 2005, now U.S. Pat. 
No. 7,509,542 B2, which is a continuation of U.S. Non Pro 
visional application Ser. No. 09/704,888, filed Nov. 1, 2000, 
now U.S. Pat. No. 7,010,730 B1 and the subject matter 
thereof is hereby incorporated herein by reference thereto. 

FIELD OF THE INVENTION 

0002 The present invention relates generally to a system 
for testing the upstream channel transmission facility in a 
cable network. More specifically, the present invention pro 
vides for bit error rate testing of the upstream channel of a 
cable network. 

BACKGROUND OF THE INVENTION 

0003 Originally cable networks were established to trans 
mit television signals to homes and offices. Cable networks 
provide advantages over transmission television networks 
that include a clearer signal and a greater selection of chan 
nels. These cable networks originally were intended simply to 
provide customers with television signals. Therefore, they did 
not provide customers a means to transmit signals to the cable 
network operator, to other customers, or to any other party. 
0004. In early embodiments, cable networks transmitted 
analog signals. More recently, cable networks have been con 
verted to transmit digital signals. With digital cable networks, 
customers may transmit signals back to the cable network 
operator. This facility has been called the upstream channel in 
contrast to the forward or downstream channel that delivers 
programming to the customer. Additionally, digital cable net 
works may now be coupled to the Internet thereby providing 
houses and offices access to the Internet. This access is gen 
erally faster than access provided by other technologies. 
0005 FIG. 1 shows a typical digital cable network. A cable 
modem termination system (“CMTS) 100 is the base com 
ponent of the system. The CMTS 100 is a typical system well 
known in the art and typically includes facilities for forward 
error correction. The CMTS 100 is coupled to the Internet 
backbone 102. The Internet backbone 102 carries Internet 
traffic, is well known in the art, and typically comprises fiber 
optic communication lines. Alternatively, the Internet back 
bone 102 may comprise co-axial cables. CMTS 100 is also 
coupled to a combiner/splitter 116. Combiner/splitter 116 
combines signals from CMTS 100 and from fiber optic lines 
104. Fiber optic lines 104 carry television signals. Fiber optic 
lines 104 may alternatively be co-axial cables. Combiner/ 
splitter 116 is well known in the art. Combiner/splitter 116 
combines signals from the Internet backbone 102 and the 
incoming television signals from fiber optic lines 104 and 
outputs a resulting signal on a fiber optic transmission line 
106. Combiner/splitter 116 also receives signals from fiber 
optic transmission line 106 and splits off the appropriate 
signals for transmission to the Internet backbone 102 or for 
use by the cable network operator. Fiber optic transmission 
line 106 is a standard cable network transmission line com 
prising fiber optics and related equipment. 
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0006 Fiber optic transmission line 106 is coupled to one 
or more nodes 108. In an alternative embodiment, a co-axial 
cable couples combiner/splitter 116 to nodes 108. Nodes 108 
serve as distribution points for the cable network receiving 
signals from the CMTS 100 transmitted on the fiber optic 
transmission line 106. Each node 108 is coupled to a local 
area cable loop (“LACL) 110. LACL 110 is typically a 
co-axial cable that carries signals from the node to homes and 
businesses within in a relatively close geographical area. 
Alternatively, LACL 110 may be a fiber optic cable. LACL 
110 forms a loop with its beginning and end coupled to node 
108. Node 108 retransmits signals received from combiner/ 
splitter 116 on its associated LACL 110. In alternate embodi 
ments, LACL 110 may be coupled directly to combiner/ 
splitter 116. Those of ordinary skill in the art will recognize 
that a network may have many different structures. 
0007 Coupled to each LACL 110 are one or more cus 
tomer sites 112. A customer site may be either a home or 
office and is coupled to LACL110 by a co-axial cable 114 that 
taps off of LACL 110. 
0008 FIG. 2 shows the coupling of LACL 110 to a plural 
ity of customer sites 112 and to node 108. Node 108 has two 
couplings to LACL 110, 200 and 202 respectively. Couplings 
200 and 202 are logical couplings; in actuality, a single fiber 
optic transmission line or co-axial cable couples node 108 to 
LACL 110. FIG. 2 also shows a customer site in more detail. 
Corresponding to couplings 200 and 202 are couplings 204 
and 206. Couplings 204 and 206 are logical representations of 
the coupling between customer site 112 and LACL 110. In 
actuality, the coupling between customer site 112 and LACL 
110 is a coaxial cable, twisted pair, wireless, or other cou 
pling. Coupling 204 provides a forward or downstream chan 
nel signal path from LACL 110 to customer site 112. Corre 
spondingly, coupling 206 provides an upstream signal path 
from customer site 112 to LACL110 and then to node 108 and 
CMTS 100. 
0009 Customer site 112 comprises a combiner/splitter 
214, a cable modem 208 and at least one computer 210 and at 
least one television 212. Computer 210 is well known in the 
art and is equipped with a browser for transmitting to and 
receiving information from the Internet. Computer 210 is 
coupled to cable modem 208. Cable modem 208 is a conven 
tional cable modem. Cable modem 208 is coupled to com 
biner/splitter 214 which is a conventional device for combin 
ing and splitting digital signals. Combiner/splitter 214 is 
similar to combiner/splitter 116 but on a scale appropriate for 
a customer site. Those of ordinary skill in the art will recog 
nize combiner/splitter 214. Television 212 is also coupled to 
combiner/splitter 214. 
0010 Coupling 200 provides a forward channel signal 
path from node 108, through LACL 110, through coupling 
204, and to the customer site 112. In the forward channel, the 
node transmits digital signals at frequencies between 88 and 
860 MHz. Typically, the forward channel provides forward 
error correction whereby cable modem 208 is capable of 
detecting errors in the signal it receives from node 108. Hav 
ing detected errors in the signal, cable modem 208 then cor 
rects the errors. The methods and means for correcting signals 
received by a cable modem are well known in the art. 
0011 Coupling 202 provides a signal path for customer 
sites 112 to communicate with the cable network operator. 
Cable modem 208 transmits through coupling 206, through 
LACL 110, and through coupling 202 in the reverse direction 
of the forward channel through coupling 202. This upstream 
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channel is generally limited to frequencies between 5 and 50 
MHz. Historically, the cable network operators used the 
upstream channel to provide a signal path from customer sites 
112 to the cable network operator. For example, a customer 
site may request specific programming, sometimes known as 
pay per view. A customer site may also use the upstream 
channel to send other requests to the cable network operator 
Such as billing inquiries, notices of service deficiencies, and 
other information. 

0012 FIG. 3A illustrates the form of a signal 300 in the 
forward channel from combiner/splitter 116 to a customer 
site. The forward channel signal is the result of time multi 
plexing more than one serial signal. FIG. 3A shows three 
exemplary signals 302 that are time multiplexed into a down 
stream signal 300. The forward channel signal is framed with 
each frame lead by a header 304. The header 304 indicates the 
beginning of the frame and the remaining bits of the frame are 
the payload. The signal to each customer site is time multi 
plexed with the signals intended for every other customer site 
on the LACL and loaded into the payload of the frame. The 
cable modem at each customer site monitors the forward 
channel signal and picks off the bits in the payload of each 
frame that are intended for the specific cable modem. The 
cable modem then reconstructs the signal intended for the 
customer site. There are many methods of time multiplexing 
signals; those of ordinary skill in the art will recognize these 
methods. 
0013 The upstream channel is typically not framed. FIG. 
3B illustrates the form of an upstream channel signal 306that 
comprises packets transmitted in a token ring type protocol. 
When a cable modem first couples to a LACL, it receives a 
schedule from the CMTS. This schedule designates when the 
cable modem may transmit in the upstream channel. When 
the schedule indicates that the cable modem may transmit in 
the upstream channel, the cable modem composes a packet 
and transmits it in the reverse direction of the forward stream 
to the CMTS. 
0014) A packet comprises a packed identifier (“PID) 308 
and a payload 310. The PID 308 specifies the cable modem 
that transmitted the packet, specifies the destination of the 
packet, and may include other information. The payload 310 
of the packet comprises entirely data from the transmitting 
cable modem. Unlike the forward channel signal, upstream 
channel packets are typically not multiplexed with signals 
from other cable modems; the entire packet payload com 
prises data from a single cable modem. 
0015. As mentioned above, the upstream channel was 
originally intended to be used for sending requests to the 
cable network operator and has generally not provided high 
transmission performance. A customer site, however, would 
typically transmit infrequently and then would transmit only 
Small amounts of data. The upstream channel, therefore, was 
generally not crowded and performance was not a priority. 
0016. More recently, cable network operators have 
coupled CMTSs to the Internet backbone to provide customer 
sites with Internet access. Generally, Such systems have 
offered advantages over other technologies for coupling cus 
tomer sites to the Internet. The forward channel has a large 
bandwidth that allows for fast downloads of data to customer 
sites. Additionally, cable systems are already in place; remov 
ing the necessity of large capital investment. At first, the 
limited performance of the upstream channel was not an 
impediment to using cable systems for Internet access. Gen 
erally, Internet traffic from a customer site to the Internet 
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backbone required much less bandwidth than the forward 
stream required. Customer sites would make requests to web 
sites for data. The requests, being Small, would not require 
broad bandwidth. The requested data, however, would fre 
quently be large and require the broad bandwidth of the 
forward channel. The poor performance of the upstream 
channel was not relevant to the use of cable systems for 
Internet access. If a signal from a customer site never reached 
its destination, the customer site simply sent the signal again. 
The size of signals and their number did not noticeably 
impede Internet access. 
0017 More recently, however, the limited performance of 
the upstream channel is impeding Internet access. Customer 
sites are transmitting more data in the upstream channel. 
Some customer sites now are themselves web sites or are 
uploading large amounts of information to the Internet. Thus, 
the amount of data transmitted in the upstream channel has 
increased. Additionally, there are more customer sites access 
ing the Internet; correspondingly there is more traffic in the 
upstream channel. The greater number of customer sites 
means fewer transmission slots for any one customer site; 
should a signal need to be retransmitted, there will be a delay 
until another transmission slot is available. Also, the 
increased size of the signals makes them more burdensome to 
resend. No longer is it acceptable simply to resend a signal 
that fails to reach its destination. In order to utilize fully the 
capabilities of a cable network, impairments that result in 
retransmission of packets in the upstream channel must be 
diagnosed and repaired. 
0018. It has become imperative to improve the perfor 
mance of the upstream channel in cable networks. With the 
need to improve upstream channel performance, there is a 
corresponding need to test the upstream channel. Testers are 
needed to determine when and where the upstream channel is 
limiting network performance. The upstream channel is dif 
ficult to test. At this time, when a customer site is experienc 
ing inadequate Internet access, a test set must be used at the 
customer site and simultaneously, a test set must be used at the 
CMTS, the node, or other location. The need to coordinate 
multiple test sets makes testing the upstream channel diffi 
cult. In addition, disabling the network while testing is not 
practical. There is a need for devices and methods to test 
accurately and efficiently the upstream channel of cable net 
works without disabling the network while testing. 

SUMMARY OF THE INVENTION 

0019. It is an objective of the present invention to provide 
a system for testing the upstream channel of a cable network. 
It is a further objective of the present invention that the system 
provide automatic determination of the performance of the 
upstream channel without disabling the network for other 
users during testing. Finally, it is an objective of the present 
invention to provide a system for testing the upstream channel 
without the need for a second coordinated test device at the 
CMTS location. 
0020. The present invention utilizes the forward error cor 
rection facility of cable networks to provide a novel system 
for testing the upstream channel of a cable network. In its 
most basic form, the present invention provides a tester that 
comprises a pattern generator, addresser, forward error cor 
rector, and comparator. The pattern generator generates a 
signal that the tester transmits on the upstream channel. A 
device within the Internet backbone, selected by the 
addresser, receives the signal from the pattern generator and 
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returns it to the tester. At the tester, the forward error corrector 
removes errors introduced in the forward channel. The com 
parator then compares the corrected, received signal to the 
signal originally transmitted. The comparator determines, 
through tests such as a bit error rate test, the performance of 
the upstream channel. 
0021. The present invention provides a device for testing 
the upstream channel that is efficient, that may be used with 
out disabling the network, and that does not require a second, 
coordinated test device at the CMTS location. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0022 FIG. 1 is a block diagram of a conventional cable 
network. 
0023 FIG. 2 is a block diagram of a local area cable loop 
with a detailed illustration of a customer site. 
0024 FIG. 3A is a block diagram of the form of the for 
ward channel signal in a conventional cable network. 
0025 FIG. 3B is a block diagram of the form of the 
upstream channel signal in a conventional cable network. 
0026 FIG. 4 is a block diagram of a local area cable loop 
with the present invention included. 
0027 FIG. 5 is a block diagram of a tester according to the 
present invention. 
0028 FIG. 6 is a block diagram of the memory of a tester 
according to the present invention. 
0029 FIGS. 7A & 7B are flow charts of the method of the 
present invention. 

DETAILED DESCRIPTION OF THE INVENTION 

0030 Referring now to FIG. 4, a Tester 400 according to 
the present invention is shown coupled to LACL 110. Prefer 
ably the Tester 400 is handheld or portable making it conve 
nient for a user to transport to a customer site. Tester 400 is 
coupled through logical coupling 204 So that it may receive 
signals from the forward channel on LACL 110. Tester 400 is 
also coupled through logical coupling 206 to transmit signal 
on the upstream channel of LACL 110. In the preferred 
embodiment, Tester 400 is coupled to LACL110 by a coaxial 
cable or twisted pair. It is preferred that Tester 400 be coupled 
to LACL110 in place of the cable modem 208 at the customer 
site 112. This, however, is not required. Tester 400 may be 
coupled to LACL 110 at any location. Tester 400 advanta 
geously tests the upstream channel without disrupting other 
traffic in the upstream channel. 
0031 Referring now to FIG. 5, a detailed view of an 
embodiment of Tester 400 is shown. Tester 400 comprises a 
cable modem 500, a processor 502, a memory 504, a transmit 
port 506, a receive port 508, a bus 510, and an output device 
512. While FIG.5 shows an embodiment of Tester 400, those 
of ordinary skill in the art will recognize that Tester 400 may 
be embodied in field programmable gate arrays, application 
specific integrated circuits, and many other components. 
0032. Processor 502 is a conventional microprocessor for 
executing instructions in computer or an electronic device. 
Microprocessors are available from Intel Corporation of 
Santa Clara, Calif., from Motorola, Inc. of Schaumburg, Ill., 
or from many other manufacturers. In some cases, micropro 
cessors are integrated, along with other circuits, into custom, 
commercially available application specific integrated cir 
cuits. Memory 504 is preferably a conventional static random 
access memory device but alternatively may be any memory 
device including, but not limited to, a cd-rom, a read only 
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memory, a dynamic random access memory, a hard drive, a 
floppy drive, a magnetic tape, a programmable read only 
memory, an electronically programmable read only memory, 
an erasable electronically programmable read only memory, 
or a flash memory. Those of ordinary skill in the art will 
recognize that memory 504 may be any type of data storage 
device. 
0033 Memory 504 is uniquely programmed with instruc 
tions that, when executed by the processor 502, implement 
the present invention. A conventional bus 510 couples pro 
cessor 502 to memory 504. Output device 512 is a conven 
tional output device Such as a computer monitor and is 
coupled to processor 502 and memory 504 by bus 510. 
0034. The bus 510 also couples the processor 502, output 
device 512, and memory 504 to cable modem 500. Cable 
modem 500 is a conventional cable modem for transmitting 
and receiving signals on a cable network. Cable modems are 
available from Broadcom Corporation of Irvine, Calif. Cable 
modem 500 both receives and transmits signals to and from 
the processor 502 and memory 504. Cable modem 500 is also 
coupled to a port 506 to transmit signals through logical 
coupling 206 to LACL 110. Similarly, cable modem 500 is 
coupled to a port 508 to receive signals, through logical 
coupling 204, from LACL 110. 
0035. According to the present invention, cable modem 
500 may include systems for forward error correction of the 
forward channel signal received through port 508. Forward 
error correction techniques are well known in the art. 
0036 Referring now to FIG. 6, a block diagram of 
memory 504 is shown. Memory 504 comprises a pattern 
generator 600, an addresser 602, a comparator 604, and a 
forward error corrector 606. Those of ordinary skill in the art 
will realize that pattern generator 600, addresser 602, com 
parator 604, and forward error corrector 606 are sections of 
memory 504 that hold program instruction steps that when 
executed by the processor 502 carry out the functions of the 
devices. Pattern generator 600, addresser 602, comparator 
604, and forward error corrector 606 are coupled to the pro 
cessor 502 and cable modem 500 through bus 510. In this 
embodiment, forward error corrector 606 is located in 
memory 504; in an alternate, and preferred, embodiment, 
forward error corrector is located in cable modem 500. 
0037 Pattern generator 600 generates a test signal for 
transmission in the upstream channel of LACL 110. Prefer 
ably, pattern generator 600 generates a pseudo random test 
signal, but any signal will suffice. Pattern generator 600 then 
transmits the test signal to addresser 602 and to comparator 
604. The copy of the test signal that pattern generator 600 
transmits to comparator 604 serves as a standard for the tests 
Tester 400 conducts. Addresser 602 prepares the test signal 
for transmission on LACL 110. Addresser 602 loads the test 
signal into the payload of one or more packets for transmis 
sion in the upstream channel. Addresser 602 also prepares the 
PID of each packet. Included in the PID is that address of the 
location to which the packet is being transmitted, the desti 
nation of the packet. Preferably addresser 602 addresses the 
packets to CMTS 100 although addresser 602 may address 
the packets to other destinations. Addresser 602 also includes 
within the PID an instruction for the device at the destination 
to return the test signal to cable modem 500. Addresser 602 
then provides the test signal to cable modem 500 for trans 
mission on LACL 110. 

0038. When the CMTS 100 returns the test signal to Tester 
400, Tester 400 receives the returned signal through the for 
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ward channel and through cable modem 500, which then 
passes the test signal to forward error corrector 606. Forward 
error corrector 606 uses conventional techniques to remove 
errors from the test signal introduced in the test signal during 
transmission in the forward channel from CMTS 100. For 
ward error corrector 606 then passes the corrected test signal 
to comparator 604. 
0039 Comparator 604 first eliminates the PIDs so that 
only the test signal in the payload remains. Comparator 604 
then compares the corrected test signal to the original test 
signal received from pattern generator 600. One of the tech 
niques comparator 604 uses is the bit error rate test. The bit 
error rate test is the quotient of the number of errors in a signal 
divided by the number of bits in the original signal. Here, the 
bit error rate test is determined by dividing the number of 
errors in the corrected signal by the number of bits in the 
original test signal. Comparator 604 determines the number 
of errors by comparing the original signal from pattern gen 
erator 600, which serves as a standard, to the corrected signal 
from forward error corrector 606. Deviations between the 
original signal from pattern generator 600 and the corrected 
signal from forward error corrector 606 are errors. 
0040 Having determined the bit error rate, comparator 
604 transmits a signal to output device 512, shown in FIG. 5. 
Output device 512 then outputs the result of the test. Those of 
ordinary skill in the art will recognize that comparator 604 
may execute many other tests on the corrected test signal in 
addition to the bit error rate test. 

0041. In an alternate embodiment, comparator 604 uses a 
block error rate test. The block error rate test is the quotient of 
the number of packets that reach CMTS 100 with errors 
divided by the number of packets addresser 602 transmits. In 
this alternate, and less preferred embodiment, when the 
addresser 602 addresses a packet, it includes an index in the 
PID. The index indicates where in the sequence of packets 
that comprise the test signal the particular packet exists. For 
example, for the first packet of the test, the addresser 602 
would insert the index 1 in the PID. For the second packet, the 
addresser 602 would insert 2, and so on. In the blockerror rate 
test, the CMTS 100 uses forward error correction techniques 
to detect if any errors have been introduced into the packets 
that it receives from the addresser 602. If an error has 
occurred in a packet, the CMTS 100 discards the packet. If no 
error has occurred in the packet, the CMTS 100 transmits it 
back to the Tester 400. Comparator 604 determines the num 
ber of packets in which errors occurred in the upstream chan 
nel using the indices in the PID of the returned packets. The 
comparator 604 then determines the block error rate which is 
the quotient of the number of discarded packets divided by the 
number of packets transmitted. In this alternate embodiment, 
the forward error corrector 606 is not necessary except to 
correct errors, which occurred in the forward channel, in the 
index. 

0042. The preferred embodiment of the system of the 
present invention is as incorporated in a cable modem appli 
cation specific integrated circuit (ASIC) from Broadcom 
Corporation of Irvine, Calif. Broadcom provides ASICs with 
basic cable modem functionality along with means to pro 
gram the ASIC with additional functionality. It is preferred 
that a programmable Broadcom cable modem ASIC be pro 
grammed to include pattern generator 600, addresser 602, 
comparator 604, and forward error corrector 606. 
0043 FIGS. 7A & 7B illustrate a flow chart of the pre 
ferred method for testing the upstream channel of a LACL. 
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The preferred method begins at step 700 where the method 
determines if the user has indicated that the test is to termi 
nate. The preferred method runs continuously until stopped 
by an operator. As explained below, the longer the method 
runs the more accurate will be its result. If, in step 700, the 
method had received a signal to terminate the test, the method 
ends. Otherwise, in step 702, the method generates a test 
signal. The test signal is preferably of sufficient length to fill 
the payload of the largest packet that is available for the local 
area cable loop to be tested. In step 704, the method prepares 
the PID of the packet or packets containing the test signal. 
Preparing the PID includes addressing the packet or packets 
to a destination server. Preferably the destination server is the 
CMTS although it may be another server. In step 706, the PID 
is also set to instruct the destination server to return the 
packet. Each packet that contains the test signal has a simi 
larly prepared PID. 
0044) The method in step 708 transmits the packets in the 
upstream channel of the LACL. In step 710, the packets are 
returned to their source in the forward stream of the local area 
cable loop. Errors introduced into the signal as it was trans 
mitted in the forward channel from the CMTS are corrected in 
step 712. The methods of forward error correction of signals 
in the forward channel are well known in the art. Those of 
ordinary skill in the art will recognize that forward error 
correction techniques are only capable of correcting errors to 
a point. If the number of errors exceeds a threshold number, 
the forward error correction technique cannot correct all the 
errors. The technique can, however, determine if residual 
errors, errors that were not corrected, are present. Addition 
ally, the forward error correction techniques can only correct 
errors introduced in the forward stream from the CMTS to the 
tester. It is preferable to correct all errors introduced into the 
signal that were not introduced in the upstream channel. For 
these reasons, it is preferable in step 704 to address the test 
signal to the CMTS. All errors not occurring in the upstream 
channel will thereby be corrected or otherwise eliminated as 
described below. 

0045. In step 714, the method determines if any residual 
errors are present in the corrected signal. If there are residual 
errors, the method discards the portion of the signal that 
contains the residual errors in step 716 and returns to step 700. 
In an alternate embodiment, the method does not discard the 
portion of the signal containing errors; the alternate method 
simply accepts the inaccuracy. In yet another alternate 
embodiment, it is possible to correct for the residual errors. If 
the number of residual errors is regular, the method may 
identify the regularity and adjust the result determined in step 
718, described below, accordingly. 
0046. If in step 714 no residual errors are present, the 
preferred method, in step 718, compares the returned test 
signal to the originally generated test signal which serves as a 
standard. From the comparison it is possible to measure the 
performance of the upstream channel because all errors in the 
signal occurred in the upstream channel. Any errors that 
occurred in the forward channel were either corrected in step 
712 or were discarded in step 716. 
0047. The preferred test for determining the performance 
of the upstream channel is a bit error rate test. The bit error 
rate test is the quotient of the number of errors in the signal 
divided by the number of bits in the signal. The number of 
errors is determined by comparing the corrected signal to the 
standard. Deviations between the corrected signal and the 
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standard are errors. Preferably the bit error rate test is deter 
mined using all errors detected and all bits transmitted from 
the beginning of the test. 
0048. An alternate test at step 718 is the block error rate 

test. For this alternate, and less preferred test, in step 704 the 
method includes an index with the packet. The index indicates 
how many packets, as of that time, the method has transmitted 
in the upstream channel. For example, the first packet has 
index 1, the second packet has index 2, et cetera. In this 
alternate method, the destination CMTS discards packets in 
which errors occurred in the upstream channel. The CMTS 
returns packets without errors. Upon receipt of the returned 
packets, the method need not correct errors, although if an 
error occurred in the index, the method may use forward error 
correction to correct the index. The method uses the indices to 
determine how many packets the CMTS has discarded. For 
example, if a packet returns with index 100 and the next 
packet to return has index 111, then the method determines 
that the CMTS discarded 10 packets. The block error rate is 
the quotient of the number of packets discarded divided by the 
number of packets transmitted. For the block error test, the 
method preferably transmits packets that are as Small as pos 
sible. Those of ordinary skill in the art will realize that many 
other measurements, in addition to the bit error rate test and 
the block error rate test, are possible. 
0049. In step 720, a signal indicative of the performance of 
the upstream channel is output to update the test result. As 
FIGS. 7A & 7B show, the preferred method loops, testing 
continuously until it receives a termination signal. By looping 
and using all errors detected and all bits transmitted, the 
longer the test runs, the more accurate it will be. In step 708 
the method maintains a count of packets transmitted, and in 
step 718, the method maintains a count of bit errors intro 
duced in the upstream channel. In the alternate method, step 
718 maintains a count of packets that the CMTS has dis 
carded. The method loops by returning to step 700. 
What is claimed is: 
1. A device for determining the performance of a portion of 

a network comprising: 
a transmitter for receiving transmitter transmitted signals 
back from a remote receiver, the transmitter including: 
a forward error corrector for correcting errors intro 

duced into the transmitter transmitted signals from the 
remote receiver to the transmitter; and 

a comparator coupled to the forward error corrector for 
comparing a transmitted signal and the transmitter 
transmitted signals from the remote receiver for deter 
mining the performance of the portion of the network 
from the remote receiver to the transmitter. 

2. The device of claim 1 further comprising a pattern gen 
erator connected to the network. 

3. The device of claim 1 wherein the network is a cable 
network. 

4. The device of claim 3 wherein the portion of the cable 
network is a local area cable loop. 

5. The device of claim 4 wherein the device is coupled to an 
upstream channel of the local area cable loop. 

6. The device of claim 5 wherein the device is also coupled 
to a forward channel of the local area cable loop. 
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7. The device of claim 1 further comprising an addresser 
connected to the network. 

8. The device of claim 5 further comprising an addresser 
connected to the network. 

9. The device of claim 1 further comprising: 
a pattern generator coupled to the comparator, and 
an addresser coupled to the pattern generator. 
10. The device of claim 3 further comprising a cable 

modem termination system in the network. 
11. The device of claim 9 wherein: 
the network is a cable network; 
the portion of the network is a local area cable loop; and 
the addresser is coupled to an upstream channel of the local 

area cable loop. 
12. A device for determining the performance of a portion 

of a network comprising: 
a transmitter for receiving transmitter transmitted signals 

back from a remote receiver, the transmitter including: 
circuitry for correcting errors for correcting errors intro 

duced into the transmitter transmitted signal from the 
remote receiver to the transmitter; and 

circuitry for comparing a transmitted signal and the 
transmitter transmitted signals from the remote 
receiver for determining the performance of the por 
tion of the network from the remote receiver to the 
transmitter, the circuitry for comparing connected to 
the circuitry for correcting errors. 

13. The device of claim 12 further comprising circuitry for 
generating the transmitted signal connected to the network. 

14. The device of claim 12 wherein the network is a cable 
network. 

15. The device of claim 14 wherein the portion of the cable 
network is a local area cable loop. 

16. The device of claim 12 further comprising circuitry for 
addressing a signal to the remote receiver, the circuitry for 
addressing connected to the network. 

17. The device of claim 16 wherein the destination is a 
cable modem termination system. 

18. A memory device for storing program instructions 
comprising: 

a transmitter for receiving transmitter transmitted signals 
back from a remote receiver, the transmitter including: 

a forward error corrector for correcting errors introduced 
into the transmitter transmitted signals from the remote 
receiver to the transmitter; and 

a comparator coupled to the forward error corrector for 
comparing a transmitted signal and the transmitter trans 
mitted signals from the remote receiver for determining 
the performance of a portion of a network from the 
remote receiver to the transmitter. 

19. The memory device of claim 18 further comprising 
program instructions for a pattern generator connected to the 
network. 

20. The memory device of claim 19 further comprising 
program instructions for an addresser connected to the net 
work. 

21. The memory device of claim 18 further comprising 
program instructions for an addresser connected to the 
network. 


