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RESOURCE COMMAND MESSAGES AND 
METHODS 

FIELD OF THE INVENTION 

0001. The field of the invention is computing resource 
command messaging and resource devices. 

BACKGROUND OF THE INVENTION 

0002 Resource devices manage computing resources. 
There are myriadexamples of Such computing resources, 
extending from data storage on disk drives in storage arrays 
to connection processing within high Volume content servers 
in server farms. Typically, resource devices comprise a 
plurality of resource nodes, thereby forming a distributed 
resource that appears as a single, logical resource device 
from the perspective of a resource consumer. 
0003. The resource nodes responsible for managing the 
physical resources, whether the resource nodes manage a 
data storage resource-or is an individual web server respon 
sible for connection and content resources, must function 
efficiently, especially in complex environments comprising 
many resource consumers and resource devices. The effi 
ciency depends on desirable characteristics including scal 
ability, high performance, load balancing, low response 
times (responsiveness), or others characteristics that could 
require optimization. Resource nodes are typically either 
managed by external management systems, or have a man 
agement layer imposed on them, which unfortunately intro 
duces extra overhead beyond the core responsibility of 
resource management. A resource device comprising a plu 
rality of resource nodes exacerbates the external manage 
ment problem. For example, as resource nodes become 
loaded, they typically inform resource consumers of their 
state, shift resource requests to other resource nodes, or 
perform other out-of-band management communications to 
maximize performance resulting in excessive out-of-band 
communication. Such systems Suffer from Scalability issues 
because as new resource nodes are added to the environ 
ment, the management “chatter increases Subtend a larger 
fraction of communication and processing bandwidth, which 
negatively impacts performance. Due to Such coarse grained 
Scalability, the cost to incrementally enhance the capability 
of the system increases, and the cost to replicate the entire 
system becomes prohibitive. 
0004) To reduce costs and achieve other desirable results, 

it is advantageous to design a system in which each indi 
vidual resource node functions independently of other 
resource nodes or external management systems. In other 
words, a resource node should not require information 
regarding other resource nodes to perform it primary respon 
sibility of managing a resource. To service resource con 
Sumers who desire access to a resource, autonomous 
resource nodes should determine when to process com 
mands from a resource consumer based upon, or at least 
determined as a factor of (a) information relating to the 
resource node and (b) any information Supplied by the 
resource consumer within the message comprising the com 
mand. 

0005 Beyond supplying command information, resource 
consumers Supply information regarding their desired 
urgency or importance for having a command processed. 
When resource consumers understand the behavior of the 
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autonomous resource nodes, benefits of Scalability, perfor 
mance, or responsiveness are achieved naturally, without 
imposing additional functionality, because resource con 
Sumers are able to adjust their resource command messages 
based upon the interactions with all the resource nodes to 
gain higher performance. 

0006 Current related art attempts to provide efficient 
access to computing resources by focusing on activities 
external to resource consumer-resource node interactions 
rather than on the natural behavior resulting from their 
interactions. The related art imposes additional functionally 
to optimize desirable characteristics. For example, related 
art might require resource consumers to communicate with 
other resource consumers, resource nodes to communicate 
with other resource nodes, or communicate with a commu 
nication path to manage communications between resource 
consumers and resource nodes. 

0007 Sun Microsystems’ U.S. Pat. No. 5,506,969 titled 
“Method and apparatus for bus bandwidth management' 
teaches how to efficiently schedule bus accesses from mul 
tiple applications to peripheral modules on a high-speed bus. 
Although the patent describes how the bus between the 
applications and modules is managed, it requires a bus 
management system rather than allowing the individual 
modules and applications behavior to have the desired 
performance result. The applications do not employ resource 
command messages comprising of urgency or importance 
information that allows the modules to determine when to 
process requests. 

0008 Hewlett-Packet Development Company’s U.S. Pat. 
No. 6,886,035 titled “Dynamic load balancing of a network 
of a client and server computer teaches how client com 
puters optimize throughput between themselves and a 
resource through the use of redirection. Redirection requires 
a host the network to be knowledgeable of other hosts on the 
network beyond itself. The scalability of the system is 
reduced because each additional element added to the sys 
tem must be managed and incorporated into the system to 
ensure it has sufficient knowledge for redirection. The 
load-balancing is not achieved naturally as it would be 
through the use of urgency or importance information within 
commands messages. 
0009 EMC Corporation’s U.S. Pat. No. 6,904,470 titled 
“Device selection by a disk adapter scheduler teaches how 
to efficiently schedule resource I/O requests of based upon 
urgency and priority of requests. The patent describes how 
a main scheduler determines what type of scheduler should 
be used to manage various I/O tasks directed toward logical 
Volumes managed by a disk adapter. Although logical Vol 
umes are associated with physical data storage resources, 
they are a coherent virtual device. Therefore, each disk 
adapter is responsible for a device rather than a resource and 
imposes additional management capabilities to ensure load 
balancing, performance, and other qualities across the logi 
cal volumes. The 470 patent does not address the autono 
mous behavior of a resource node whose behavior naturally 
results from the use of urgency or importance information 
used along with the resource node information to determine 
when tasks are issued. 

0010 None of the related art addresses the need for 
autonomous resource nodes whose behavior naturally 
results in desired characteristics including scalability, high 
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performance, load balancing, or responsiveness. To fully 
realize the benefits of autonomous resource nodes, a Solution 
would preferably include the following characteristics: 

0011 Resource nodes determine when to handle com 
mands from resource consumers based upon informa 
tion relating to the command and relating to the 
resource node's own information 

0012 Messages sent from resource consumers to 
resource nodes indicate the resource consumer's sense 
of urgency or importance related to processing the 
message or the command within the message 

0013 Resource nodes that are able to determine when to 
handle commands sent to them result in several advantages. 
First, each individual resource node focuses on its main 
responsibilities rather than on other non-resource centric 
tasks; therefore, the resource node functions with a higher 
efficiency than a similar resource node that has additional 
management tasks to perform. Second, multiple resource 
consumers are able to interact with multiple resource nodes 
of a resource device without an extraneous arbitrator. This 
results in improved response time because each resource 
node is able to determine independently which resource 
consumer deserves (if applicable) attention. Third, when 
multiple resource nodes provide access to redundant 
resources, and the resource nodes are addressed simulta 
neously, the collection of resource node automatically load 
balance because each resource devices functions to its fullest 
capabilities. If one redundant resource node is fully loaded, 
another redundant resource node is able to service requests 
without external intervention. Additionally, any of the 
redundant resource nodes are capable of providing a valid 
response to a resource consumer; therefore, the responsive 
ness of the system is higher than a resource device without 
redundant resource nodes. Fourth, the scalability of such an 
environment is high because each resource node is indepen 
dent and does not require additional information from 
resource consumers or other resource nodes and can inte 
grate into the environment easily. Although only a few 
advantages are presented, other contemplated advantages 
are naturally inherent in the presented Subject matter. 
0014 Thus, there remains a considerable need for meth 
ods and apparatus that provide for resource command mes 
sages and resource devices comprising one or more resource 
nodes that autonomously determine when to process 
resource command messages based upon the contents of the 
command message and on information associated with the 
resource node. 

SUMMARY OF THE INVENTION 

00.15 One aspect of the invention is directed toward a 
resource command message comprising a command and 
command parameters comprising an indication of the com 
mand’s urgency or the command's importance. Resource 
consumers construct resource command messages to inter 
act with resource nodes composing a resource device. A 
resource node processes resource command messages based 
upon the urgency or importance of the resource command 
message in addition to information centric to the resource 
node. Furthermore, a resource device can comprise a plu 
rality of resource nodes where each resource node has an 
ability to operate independently of all other nodes and each 
resource node is able to receive the resource command 
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message. The urgency or importance with a resource com 
mand message includes relative or absolute values. 

0016. In another aspect, the present invention is directed 
toward a method of processing resource command mes 
sages. The method includes interpreting command urgency 
or command importance information within the resource 
command message and combining the information along 
with resource node information to establish when the com 
mand within the resource command message will be pro 
cessed. The method also includes a step of determining the 
ordering in which commands in a command queue are 
processed based upon when the command is to be processed 
Through the determination, the command could be pro 
cessed immediately, delayed in processing, never processed, 
or could have its processing order changed relative to other 
commands sent previously or Subsequently. Furthermore, 
the method includes processing resource command mes 
sages by more than one resource node that composes a 
resource device. 

0017. In still yet another aspect, the present invention is 
directed toward a method of accessing a resource device 
through creating a resource command message that includes 
a command and command parameters comprising at least 
one of a command urgency or command importance. The 
method also includes sending the resource command mes 
sage to a resource device and determining when to process 
the command within the resource command message. When 
a resource device comprises a plurality of resource nodes, 
sending resource command messages include multicasting 
to at least some of the resource nodes. 

0018. In preferred embodiments, resource nodes within a 
resource device can operate as autonomous entities, each 
responsible for its own individual resources. Resource con 
Sumers acquire resources from resource nodes to fulfill their 
individual functions, and are also autonomous entities. As 
resource consumers require resources, they send resource 
command messages to the resource device with an indica 
tion of the urgency of the command or the importance of the 
command to acquire the resources, to reserve the resources, 
to use the resource, or to interact with the resource in other 
ways. Because resource nodes are autonomous and service 
requests from multiple resource consumers, the resource 
nodes fold information regarding their state, history, capa 
bilities, or other relevant information together with their 
interpretation of the urgency or importance information to 
decide how or when to process the command. As used 
herein, the phrase “when to process' means autonomously 
handling the processing of a command and should be 
interpreted broadly including time based processing, order 
of processing, or other process handling concepts. 

0019. It is contemplated that resource consumers and 
resource nodes can communicate over a path that is outside 
the control of the consumers or nodes. To ensure high 
performance or reliability, in a preferred embodiment, a 
resource device comprises a plurality of resource nodes, 
where each resource node is responsible for all or some 
fraction of the resource and also functions independently of 
all other nodes, devices, or consumers. When resource nodes 
provide redundant resources, resource consumers send 
resource command messages to some or all the resource 
nodes, and given the current conditions of the network or 
loading the most capable resource node will respond. Fur 
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thermore, other resource nodes interpret additional resource 
command messages or resource command responses as 
instructions to Suspend or stop processing of previously 
unprocessed commands to reduce multiple responses. 
Through autonomous operation of resource nodes coupled 
with resource command urgency or importance an overall 
load balanced system is achieved without requiring out-of 
band communications. 

Glossary 
0020. The following descriptions refer to terms used 
within this document. The terms are provided to ensure 
clarity when discussing the various aspects of the invention 
matter without implied limitations. 
0021 “Resource device' means a logical device that is 
addressable, in whole or in part, on a communication path, 
and provides access to a commodity used as a computing 
resource by a resource consumer. Logical resource devices 
are contemplated to include physical devices or virtual 
devices. Physical resource devices include computers, moni 
tors, hard disk drives, power Supplies, or other physical 
elements. Virtual resource devices include addressable video 
displays, logical storage Volumes, a web server farm with a 
URL, or other abstractions of physical elements. Resource 
consumers interpret each resource device as a coherent 
whole device, regardless of its actual physical or virtual 
Structure. 

0022 "Resource consumer means an entity that requires 
access or control over a commodity to perform its desired 
functions. Resource consumers include computers, applica 
tions, users, web server gateways, or other entities that are 
able to communicate with resource nodes over a communi 
cation path; therefore, resource consumers are also addres 
sable. It is contemplated that a resource devices can at times 
function as a resource consumer. 

0023 “Resource node' means a portion of a resource 
device that represents a fraction of a larger resource device, 
up to and including the complete resource device. Resource 
nodes can also operate as independent, addressable entities 
on the communication path. Contemplated resource nodes 
include logical partitions that combine with other logical 
partitions to form a logical Volume from the perspective of 
resource consumers, addressable video frames, individual 
web servers in a server farm, or other constituent elements. 
0024. The teachings herein may be advantageously 
employed by developers and producers of computing 
resources including storage devices, or media content Serv 
ers to create efficient, scalable systems that deliver high 
performance and fast response. 
0.025 Various objects, features, aspects, and advantages 
of the present invention will become more apparent from the 
following detailed description of the preferred embodiments 
of the invention, along with the accompanying drawings in 
which like numerals represent like components. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0026 FIG. 1 represents an environment where resource 
consumers interact with a resource device comprising mul 
tiple resource nodes. 
0027 FIG. 2 represents a schematic of a possible physi 
cal embodiment of a resource node. 
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0028 FIG. 3 represents a schematic of a possible 
resource command message stored in a computer readable 
memory. 

0029 FIG. 4 represents a schematic of a possible 
resource node command queue. 
0030 FIG. 5 represents a schematic of possible steps for 
processing a resource command message. 
0031 FIG. 6 represents a schematic of possible steps for 
accessing a resource device. 

DETAILED DESCRIPTION 

0032. The following detail description refers to examples 
based upon disks in a storage array and web servers in a 
server farm, and illustrate applicability of the inventive 
Subject matter. Although these two examples are used, 
myriad other examples could be provided, so that no implied 
limitations should be drawn from these examples. 
0033 FIG. 1 represents an environment where resource 
consumers interact with a resource device comprising one or 
more resource nodes. Resource device 110 comprises one or 
more resource nodes 100A through 100N. Each individual 
resource node is communicatively coupled to one or more 
resource consumers 120A through 120P through communi 
cation path 115. In a preferred embodiment many resource 
consumers interact with many resource devices. 

0034) Resource Consumers 
0035) Resource consumers 120A through 120P operate 
independently of each other and do not require information 
from other entities beyond resource nodes 100A through 
100N to interact with the desired resources managed by 
resource nodes 100A through 100N. 
0036 Resource consumers 120A through 120P comprise 
a combination of hardware, software, or firmware that 
includes instructions within a computer readable memory 
programmed to interact with resource device 110, and to 
access the resources managed by resource nodes 100A 
through 100N. In a preferred embodiment, resource con 
Sumer comprises a computer running an application or an 
operating system that desires access to a resource. In a yet 
more preferred embodiment, a resource consumer comprises 
a workstation with a driver that provides for communica 
tions between the workstation’s operating system and 
resource nodes 100A through 100N. The driver also pro 
vides the operating system with enough information regard 
ing resource device 100 that resource device 100 appears as 
a locally connected device. For example, a Windows.(R) 
computer wishes to mount a logical volume for storage. The 
Windows computer includes a driver that accepts I/O com 
mands from the file system and transforms them into mes 
sage transferred over a network to logical partitions com 
posing the logical Volume in a manner that is transparent to 
the file system or applications accessing the logical Volume. 
The logical Volume appears as a locally attached disk drive. 
0037 Alternatively, resource consumers 120A through 
120P are contemplated to comprise applications that directly 
interact with resource nodes 100A through 100N. For 
example, a gateway to a web site could represent a resource 
consumer that accesses a distributed web server farm where 
an individual web server represents a resource node. 
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0038 Although resource consumers 120A through 120P 
operate independently of each other, they interact with 
resource nodes 100A through 100N collectively or individu 
ally. In addition, resource consumers 120A through 120P do 
not require information from a system external to the 
resource consumers 120A through 120P or resource nodes 
100A through 100N, including name servers, metadata serv 
ers, or other extraneous systems. It a preferred embodiment, 
it is contemplated that resource consumers 120A through 
120P comprise the ability to discover resource nodes 100A 
through 100N. The ability to discover includes sending a 
broadcast message over communication path 115 to which 
resource nodes 100A through 100N respond with their 
individual names. Furthermore, in a preferred embodiment 
resource consumers 120A through 120P use name resolution 
to convert responses from resource nodes 100A through 
100N into addresses on communication path 115. One 
skilled in the art of network programming will appreciate 
there are numerous ways to conduct discovery and name 
resolution including SSDP, DNS, WINS, or others. 
0039. Once resource consumers 120A through 120P have 
established communications with resource nodes 110A 
through 100N, resource consumers 120A through 120P send 
resource command messages addressed to resource device 
110. The resource command messages can be addressed to 
resource device 110 in whole or in part. In a preferred 
embodiment, resource commands messages are sent to 
resource nodes 100A through 100N collectively through 
multicast where resource device 110 is addressed in whole, 
although it is contemplated that unicast messaging where 
resource device 100 is address in part is also possible. In this 
context "multicast’ means sending a single message over 
communication path 115 where two or more of resource 
nodes 100A through 100N receive the message without 
requiring a resource consumer to consume bandwidth on 
communication path 115 by sending more than one copy of 
the message to each resource node. It is also contemplated 
that resource device 110 can be addressed simultaneously 
through multicast and unicast messaging. 
0040 Resource consumers 120A through 120P each con 
struct resource command messages that comprise command 
parameters regarding their individual specific needs. It is 
contemplated that at least a port of the resource command 
message will reside in a memory as it is constructed. As used 
herein, the term “memory' means any hardware that stores 
information, no matter where the memory is located or how 
the information is stored. The command parameters include 
the resource consumer's sense of urgency or importance 
relative to having their need satisfied. Urgency gives a sense 
of the timing constraints while importance gives a sense of 
priority desired by the individual resource consumer. 
Resource nodes 100A through 100N use the urgency or 
importance command parameters and other command 
parameters to aid in the determination of when to process the 
resource command message. In a preferred embodiment, 
resource consumers determine their urgency or importance 
based upon their own internal information or based infor 
mation gathered from responses from resource nodes. Fur 
thermore, in a more preferred embodiment, command 
parameters include command identifiers used to correlate a 
group of related resource command messages. 
0041 Resource consumers 120A through 120P each 
comprise the ability to receive more than one response from 
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a single resource command message. In cases where 
resource device 110 comprises redundant resources man 
aged by resource nodes 100A through 100N, then more than 
one of resource node 100A through 100N responds to a 
message. Multiple responses are expected because each 
resource node functions independently from other nodes and 
does not know if a response has already been generated. 
However, multiple responses are quenched due to proper 
handling of urgency or importance information. 
0042. In a preferred embodiment, resource consumers 
120A through 120P employ a slow start algorithm to avoid 
congestion to ensure efficient use of bandwidth and to reduce 
multiple responses from resource nodes. By initially sending 
Small resource commands messages slowly, resource con 
Sumers 120A through 120P determine which of resource 
nodes 100A through 100N are likely to response first, then 
the each individual resource consumer 120A through 120P 
are able to adjust their urgency or importance information 
independently to aid in reduction of multiple responses. For 
example, a slow start algorithm could break large command 
messages into Smaller command messages, and send the 
Smaller messages slowly. As responses are received, the 
algorithm begins sending larger messages more quickly. 
Slow start ensures networking equipment with small buffers 
is not flooded with large packets. If they become flooded, 
network performance drops. In addition, a slow start pro 
vides resource consumers an opportunity to detect which 
resource nodes are initially more responsive. As packets are 
sent slowly at first, a window is provided to allow multiple 
responses from the resource nodes. Resource consumers can 
use the multiple responses to establish a preferred provider 
of the resource. Preferred provider information can then be 
used to quench multiple responses as the communication 
speeds up. 
0.043 Resource Devices 
0044) Resource device 110 comprises one or more 
resource nodes as indicated by resource nodes 100A through 
100N. Although FIG. 1 depicts a single resource device, it 
is contemplated that multiple resource devices coexist on 
communication path 115. 
0045 Resource device 110 is accessible by one or more 
of resource consumers 120A through 120P; therefore, 
resource device 110 can be a shared resource. In a preferred 
embodiment, resource device 110 includes information 
residing on resource nodes 100A through 100N to indicate 
when resource device 110 is privately owned or shared 
among resource consumers 120A through 120P. 
0046 Resource device 110 comprises an identifier used 
by resource consumers 120A through 120P to differentiate 
resource device 110 from other resource devices on com 
munication path 115. In a preferred embodiment, the iden 
tifier comprises a name stored in the memory of resource 
nodes 100A through 100N wherein the name is resolvable to 
an address on communication path 115. When resource 
consumers 120A through 120N issue discovery requests, 
resource nodes 100A through 100N responds with a name 
that comprises the name of resource device 110 indicating 
they belong to resource device 110. In an especially pre 
ferred embodiment, the name resolves to an IP address 
which can include a unicast or multicast address. It is 
contemplated resource consumers 120A through 120P can 
address resource device 110 through a single address, pref 
erable an IP multicast address. 
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0047. In a preferred environment resource device 110 
comprises redundant resource nodes where two or more of 
resource nodes 100A through 100N manage duplicate 
resources. For example, if resource device 110 represents a 
logical Volume used by resource consumers 120A through 
120P to store data, resource node 100A and resource node 
100B could represent logical partitions that mirror the same 
stored data. Yet another example includes a case where 
resource device 110 represents a logical web server where 
each of resource nodes 100A through 100N are individual 
servers and have equivalent ability to processes incoming 
connections requesting content. 
0.048. As an example of a resource device with redundant 
resource nodes, consider a storage array implemented based 
upon ZeteraTM technology where a logical volume, a 
resource device, is virtualized as a plurality of IP addressable 
logical partitions, resource nodes. The logical volume rep 
resents a single virtual disk with logical block addresses 
(LBA) ranging from 1 to a maximum value of MAX. Each 
logical partition is responsible for a set of LBAS, not 
necessarily continuous or contiguous, wherein the collection 
of logical partitions cover the entire range of LBAS, 1 to 
MAX. Furthermore, two or more logical partitions are 
redundant when they are responsible for an identical set of 
LBAs; thereby producing a mirror of the data. Workstations 
mount the logical volume as if it were a locally connected 
disk. A driver handles all communications with the logical 
partitions over a network sending command messages via 
multicast to all the logical partitions using a single address. 
0049 Another example of a resource device with redun 
dant nodes is a web server farm where each server is able to 
serve identical content to browsers. A gateway sends 
requests coming from the Internet via command messages to 
the servers collectively. The first server to respond handles 
the connections. 

0050. It is contemplated resource device 110 could rep 
resent other computing resources including, processor band 
width, displays, memory, servable content, connection han 
dling, network bandwidth, or other computing related 
SOUCS. 

0051) Communication Path 
0.052 Communication path 115 provides support for 
addressing and data transport among resource consumers 
120A through 120P and resource nodes 100A through 100N. 
It is contemplated that communication path 115 is not under 
the direct control of the resource nodes or resource consum 
ers; however, it is contemplated resource consumers 120A 
through 120P or resource nodes 100A through 100N could 
alter the behavior of communication path 115. In addition, it 
is contemplated that communication path 115 comprises 
characteristics that render it unreliable. 

0053. In a preferred embodiment, communication path 
115 comprises a packet switched network comprising Eth 
ernet communication transporting an internet protocol. In 
the preferred embodiment, resource consumers 120A 
through 120P and resource nodes 100A through 100N 
acquire IP addresses through DHCP. 

0054) Resource Nodes 
0.055 FIG. 2 represents a possible physical embodiment 
of a resource node. Resource node 200 receives resource 
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command messages from resource consumers over commu 
nication path 115. Processing unit 210 receives the resource 
command messages and processes the commands within the 
message through the use of command queue 230 stored in 
memory 220. The command from the message is placed in 
command queue 230 as represented by commands 233A 
through 233N. Processing unit 210 processes commands 
233A through 233N according to resource node information 
stored in memory 220 including command queue 230 or 
resource node data 240. As processing unit 210 processes 
commands 233A through 233N, processing unit 210 
accesses resources 260A through 260M over resource com 
munication path 215. 
0056. It is contemplated, resource node information 
stored in memory 220 comprises sufficient information to 
allow resource node 200 to function independently of other 
resource nodes and to focus on its main set of responsibili 
ties. In a preferred embodiment, one element of hardware 
comprising processing unit 210 and memory 220 services 
one or more resource nodes. For example, a disk drive with 
a data storage resource could be adapted with a memory and 
processing unit to offer a number of logical partitions, each 
with their own IP address and each responsible for a set of 
LBA.S. Alternatively, a rack-mount enclosure Supporting a 
plurality of disk drives could include one or more CPUs 
forming processing unit 210 and could include a one or more 
RAM modules forming memory 220. The rack-mount 
enclosure could then offer many logical partitions that have 
responsibility across the plurality of disk drives. It is also 
contemplated that resource node 200 could represent a 
single resource. For example, a logical partition with an 
address could be responsible one complete disk drive. 
0057 Resource communication path 215 provides the 
addressing and data transfer between processing unit 210 
and resource 260A through 260M. In a preferred embodi 
ment, resource communication path 215 comprises a disk 
drive communication bus. Examples of disk buses include 
ATA, SCSI, Fibre Channel, USB, or others existing or yet to 
be invented. It is also contemplated that resource commu 
nication path 215 could include a packet switched network. 
For example, in the case where resource node 200 is a 
content server, resource communication path 200 could be 
an IP network to a storage array that houses content. 
0058 Resource node 200 determines when to processes 
commands 233A through 233N based upon interpreting the 
urgency or importance information found in each resource 
command message and on interpreting resource node infor 
mation stored in memory 220. Resource node 200 uses 
information about itself to make an assertion of a proper way 
to handle commands autonomously. Information about 
resource node 200 includes ability to process commands, 
capacity, loading, command queue ordering, previous com 
mands stored in command queue, or other relevant infor 
mation that impacts servicing resource command messages 
from resource consumers. For example, if resource node 200 
is functioning at 100% capacity servicing many resource 
consumers, it can determine that it will not service a current 
resource command message by silently discarding it while 
processing its current load. The resource consumer whose 
resource command message was dropped can attempt 
another command, possibly adjusting the message’s urgency 
or importance, or can wait for another resource node to 
respond. 



US 2007/0083662 A1 

0059) Information relating to resource node 200 stored in 
memory 220 can advantageously comprise instructions and 
data that determine the behavior of resource node 200. In an 
especially preferred embodiment, resource node data 240 
includes information for use by resource consumers to 
construct an understanding of the overall resource device 
including the name of the resource device to which the 
resource node belongs, the name of the resource node, the 
role the resource node plays in the resource device, 
attributes, or other resource node information. This implies 
the resource node data 240 also represents resource device 
information. 

0060. In a preferred embodiment resource node 200 
focuses on handling its responsibilities without performing 
extraneous tasks to enhance desirable characteristic of the 
resource device. This allows resource node 200 to fully 
utilize its capabilities toward servicing requests without 
negatively impacting performance or responsiveness. Fur 
thermore, duplicates of resource node 200 provide enhanced 
capabilities from the perspective of resource consumers. 
0061 Redundant Resource Nodes 
0062 Redundant resource nodes are resource nodes that 
provide access to nearly identical resources. Redundant 
resource nodes can be differentiated by resource node data 
240, name or address, for example. However, each redun 
dant resource node has responsibility for the same type of 
resource and has equivalent ability to service resource 
command messages Subject to their loading, capabilities, or 
other abilities. An example of redundant resource nodes 
includes logical partitions that have responsibility for the 
same set of LBAs within a logical volume but on different 
disks or two web servers capable of serving identical con 
tent. In a preferred embodiment, redundant resource nodes 
can participate in the same multicast group where a resource 
consumer is able to address them simultaneously. 
0063. In a preferred embodiment, resource consumers 
send resource command messages to the resource nodes of 
a resource device without regard to which resource nodes 
will actually process the resource command message. In the 
case of redundant resource nodes, a resource command 
message will potentially be processed substantially in par 
allel by the redundant resource nodes. As used herein, 
“substantially in parallel' means at least two resource nodes 
process the resource command message within ten seconds 
of each other due to the timing characteristics of the com 
munication path and the resource nodes. Timing character 
istics include latency, node loading, or other parameters that 
affect the processing time including those directly imposed 
by the resource consumer or resource nodes. 
0064. It is contemplated that redundant resource nodes 
can generate multiple responses to resource command mes 
sages, which potentially consume bandwidth. In a preferred 
embodiment resource nodes and resource consumes interact 
in a manner that attempt to quench multiple responses. It is 
also contemplated that resource consumers can initiate an 
exchange of multiple resource command messages expect 
ing multiple responses. In a preferred embodiment the 
resource consumer selects a preferred provider from among 
the responding resource nodes, and then includes the pre 
ferred provider information in Subsequent resource com 
mand message urgency. If a resource node is a preferred 
provider, it processes the resource command message nor 
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mally. If a resource node is not a preferred provider, it delays 
processing. When the preferred provider, responds, the 
resource consumer sends its next message. The non-pre 
ferred provider resource nodes receive the next message and 
cancel a previously sent pending command. It is also con 
templated that the current command could take over the 
previous command's position in the command queue. 
0065. It is contemplated that resource command mes 
sages can comprise command identifiers that are used to 
identify a group of related commands. In that situation, if a 
resource node has a command in its command queue and 
receives an additional related command, the resource node 
can interpret this sequence of events as an instruction to 
Suspend the processing of the previous command, including 
deleting the command, thereby reducing the number of 
potential multiple response. 

0066 Resource node 200 can execute commands or 
reserve resources for future use based upon the command 
and command parameters in a resource command message. 
Executing a command provides for actual servicing resource 
command messages. Reserving resources allows resource 
consumers to aggregate abilities of multiple resource nodes. 
0067. Resource Command Messages 
0068 FIG. 3 represents a possible schematic of a 
resource command message. Resource command message 
300 comprises command 320 having command parameters 
330 to be processed by a resource node. In a preferred 
embodiment, resource consumers address resource com 
mand message 300 to a resource device or a resource node 
via resource destination address 310. Resource command 
message 300 also optionally includes data 340. For example, 
data 340 is present if command 320 indicates a write 
command to a disk drive where data 340 represents the 
target data to be written. In a preferred embodiment, 
resource command 320 comprises command urgency 335 or 
command importance information 337. In yet a more pre 
ferred embodiment, resource command 320 comprises com 
mand identifiers 333. As used herein the term “indicates' 
means something that can be resolved to something else. 
Thus, the wording “command 320 indicates a write com 
mand” means that “command 320 can be resolved to a write 
command.” 

0069. A resource consumer constructs resource command 
message 300 in a computer readable memory wherein at 
least a portion of resource command message 300 resides. 
Once constructed, resource command message 300 is sent 
over the communication path coupling the resource con 
Sumer to resource nodes. It is contemplated that resource 
command message 300 could also be sent while being 
constructed. In a preferred embodiment, resource command 
message 300 is encapsulated into a datagram and sent over 
a packet Switched network. In an especially preferred 
embodiment, resource command message 300 is sent using 
User Datagram Protocol (UDP) as a transport. UDP has 
reduced processing overhead relative to Transmission Con 
trol Protocol (TCP), and lends itself to the atomic command 
structure where information from one command is unnec 
essary in the processing of another command. Contemplated 
commands include conducting I/O processing, reading data, 
writing data, allocating a resource, reserving a resource, 
managing a resource, checking status of a resource, con 
ducting an inventory of a resource, logging resource events, 
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locking a resource, or other resource related operation. 
Resource nodes use command parameters 330 coupled with 
their own information to determine when to process com 
mand 320. 

0070 Command Identifier 
0071 Command Identifier 333 comprises information to 
group two or more related commands. It is contemplated 
command identifier 333 comprise a value unique to a 
grouping of commands. Commands are grouped for a num 
ber of reasons. For example, when a file system requests file 
data comprising a large number of LBAS to be read from a 
logical volume comprised of a plurality of mirrored logical 
partitions, a driver breaks the requests into individual 
resource command messages for each LBA or for related 
groups of LBAS. Each mirrored logical partition could 
respond to each resource command message generating 
multiple responses. However, when a resource node detects 
a new read command within the command group identified 
by command identifier 333, the resource node suspends 
processing of the previous command reducing the potential 
of a multiple response to the previous resource command 
message. It is also contemplated that a resource node could 
halt the processing of a currently executing command, or 
could suspend the response of a command that has been 
processed. In a preferred embodiment, command identifier 
333 comprises an ID number or a sequence number. 
0072. It is also contemplated that command identifier 333 
represents a series of bid-response transactions. For 
example, if a web server gateway has a larger number of 
connections that require attention beyond the capability of a 
single web server. The gateway sends resource command 
message 300 with the number of connections in data 340 and 
with command identifier 333 to all the web servers operating 
as resource nodes. Each web server capable of responding, 
reserves is capacity and sends a response. The gateway 
aggregates the responses, sending a Subsequent command 
with the same command identifier 333 instructing the par 
ticipating web server to handle the connections. Further 
more, the non-participating web server interprets the Subse 
quent command as an instruction to stop processing the 
commands with the same command identifier 333. 

0073). Urgency 
0074 Urgency 335 (used here as a noun) comprises 
information relating to the timing of processing command 
320. It is contemplated resource nodes infer from urgency 
335 the actual timing for when a command is to be processed 
and the ordering of commands in a command queue. Con 
templated urgencies include relative timing information or 
absolute timing information. Relative timing information 
includes specifying a desire for processing within a time 
window. Absolute timing information includes specifying a 
specific time to be processed from the resource consumer's 
perspective or the resource node's perspective. 

0075) Resource nodes fold urgency 335 together with 
their own information as well. In a preferred embodiment, 
urgency 335 includes a resource consumer's preferred pro 
vider. The resource node that matches the preferred provide 
infers urgency higher than a resource node that does not 
match the preferred provider. For example, a preferred 
provider resource node processes the command normally 
whereas a non-preferred provider resource node processes 
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the command with a delay. This approach provides several 
benefits: multiple responses are reduced conserving band 
width, and allows another resource node to take over as 
preferred provider if the original preferred provider is unable 
to respond fast enough, thereby ensuring high responsive 
CSS. 

0.076 Importance 

0077 Importance 337 (used here as a noun) comprises 
information relating to the priority of processing command 
320. It is contemplated priority includes relative priority or 
absolute propriety. Relative priority includes quality of 
service (QoS) information. Absolute priority includes dis 
creet levels possibly associated with a command queue. It is 
contemplated that resource nodes process resource com 
mand messages from multiple resource consumers and use 
importance information to help resolve the ordering of 
command to be processed. 

0078 Resource nodes use command parameters includ 
ing urgency 335 or importance 337 to determine a final 
ordering of commands to be processed. 

0079 Command Queue 
0080 FIG. 4 represents a possible schematic of a 
resource nodes command queue. Command queue 400 
comprises one or more command positions 415A through 
415Z where the number of positions depends on the imple 
mentation of the resource node. 

0081 Although FIG. 4 presents a common representation 
of command queue, one ordinarily skilled in the art will 
recognize there are many possible ways to order the pro 
cessing of a set of commands even those that are not data 
structures. As used herein, "command queue' should be 
interpreted broadly to encompass any ordering of commands 
for processing. Example command queues include those 
ordered by time, order by priority, first come first serve, 
having just a pending command and one executing com 
mand, or other ordering determined by a resource node. 

0082 Resource nodes determine the ordering or the reor 
dering of commands based upon when to process the com 
mand. Once the ordering is determined based upon the 
resource node information, command urgency or impor 
tance, the resource node will reorder the queue by placing 
the command in command queue 400 at an appropriate 
position. As used herein, “position' should be interpreted 
broadly to encompass the concept of command ordering 
relative to other commands, pending or executing. Resource 
nodes comprise the ability to manipulate command queue 
400. Furthermore, the ordering could indicate that the 
resource node might never process the command; therefore, 
the command is not placed in the queue at all. This concept 
also includes circumstances where the resource node is so 
loaded, it can not process incoming messages at all. Con 
sequently, the concept of a resource node determining 
“when to process a command includes ignoring a resource 
command message. 

0083. In a preferred embodiment, command queue 400 
generally represents a first come first serve queue where the 
resource node modifies command positions based upon 
QoS, preferred provider information, or command identifier. 
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0084 Processing Resource Command Messages 
0085 FIG. 5 represents a set of possible steps employed 
by a resource node to process command queue messages. 
Resource consumers send resource command messages to 
one or more resource nodes; therefore, the steps presented in 
FIG. 5 occur substantially in parallel when more than one 
resource node, preferably redundant nodes, receives the 
resource command message. 
0.086 At step 500, a resource node receives a resource 
command message. The resource command message could 
be addressed to the individual node or addressed to a set of 
resource nodes collectively. In a preferred embodiment, the 
resource node receives the resource command message at an 
IP address, unicast or multicast. It is contemplated that the 
resource node could be loaded where it is unable to receive 
the resource command message. If so, either another 
resource node processes it, or the resource consumer 
attempts to send the resource message again. 
0087. At step 505 the resource node begins the evaluation 
of the resource command message. The resource node 
interprets the urgency information within the resource com 
mand message, if applicable. Urgency information includes 
direct or indirect information. Direct information comprises 
references to a time when the command should be pro 
cessed. For example, direct information includes stating the 
resource consumer's desired urgency as an absolute time or 
a relative time. Indirect information comprises references 
where the resource node infers the time based upon the 
urgency information. For example, when the resource com 
mand message includes preferred provider information, the 
resource node can alter when the command will be pro 
cessed. 

0088 At step 510 the resource node continues with the 
evaluation of the resource command message by interpreting 
the importance information, if applicable. As in the step for 
interpreting the urgency information, the importance infor 
mation includes direct or indirect information. Direct infor 
mation includes absolute or relative priority information. 
Indirect information includes QoS information. QoS infor 
mation informs the resource node to preferentially process 
commands over others to enhance performance. 
0089. At step 515 the resource node gathers relevant 
information regarding itself to make a final determination on 
when the command within the resource command message 
should be processed. Contemplated resource node informa 
tion includes loading information, capabilities, previous 
commands, commands in the command queue, or other 
resource node centric information. 

0090. One ordinarily skilled in the art will recognize the 
ordering of previous steps are alterable and do not neces 
sarily have to be followed in the order presented. 
0091 At step 520 the resource node combines its 
resource node information along with the information inter 
preted from the urgency or importance information to estab 
lish when the command in the resource command message 
should be processed. At step 533 the resource node deter 
mines if the command should be processed at all. If not, 
resource node silently discards the command message at 
step 535. In a preferred embodiment, the resource node 
autonomously determines if the resource command message 
is discarded and the resource consumer assumes responsi 
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bility for ensuring its resource needs are met. It is contem 
plated the resource node discards the command when it is 
fully loaded, when its command queue is full, when its 
resources are reserved, or other reasons where the resource 
node does not wish to process the command. Once dis 
carded, the resource node again waits to receive additional 
resource command messages at Step 500. 

0092. If the resource node determines that the command 
should be processed, it determines if the if the command 
should be delayed at step 543. The command could be 
delayed for several reasons including that the resource node 
is not a preferred provider or a resource consumer specifi 
cally requests a time for the command to be processed. If the 
command is to be delayed, at step 545 the resource node 
determines the amount of time for the command to be 
delayed. It is also contemplated the resource node could 
accelerate processing of a command by canceling a execut 
ing command in favor of a current command. 

0093. After handling the conditions for the command 
processing, at step 553, the resource node determines if a 
pending command should be suspended. Pending commands 
are Suspended if the command is no longer valid as deter 
mined by information with the command parameters of the 
command. If the current command identifies itself as part of 
a group through a command identifier to which a pending 
command belongs, the resource node can interpret the 
current command as an instruction to Suspend the pending 
command at step 555. Suspending includes further delaying 
the pending command from being processed, halting the 
pending command from being processed, removing the 
pending command from the command queue, deleting the 
pending command, or other actions that result in altering the 
pending command's processing time. 

0094. At step 565, the resource node has completed its 
determination on when the command should be processed 
and the resource node places the command in the queue of 
commands. In a preferred embodiment, the command queue 
ordering is modified by the resource node based upon 
priority, urgency, or command identifier. On ordinarily 
skilled in the art will recognize there are many ways to 
embody a command queue other than those presented. It is 
contemplated the resource node places the command in an 
absolute position or a relative position within the command 
queue. If the command queue has a set number of positions, 
an absolute position represents a specific index into a 
standard queue, for example. Examples of absolute positions 
include the currently executing command position, the first 
positions, or last position. A relative position represents a 
position, possibly ordered by time or priority, relative to 
other commands in the queue. 

0.095 At step 570 the resource node executes the com 
mand when appropriate. Furthermore, if applicable, the 
resource node will send a resource command response 
message to the resource consumer at step 575. In a preferred 
embodiment, the response includes acknowledgement the 
command is processed, requested data, or an indication of 
ability to process the command. In yet a more preferred 
embodiment, the resource node reserves at least a portion of 
the requested allocation of resources for the resource con 
Sumer and informs the resource consumer of the indication 
of its ability. For example, if a resource consumer requests 
to store 100 gigabytes of data, the resource node could 
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response with an indication that it is able to store 50 
gigabytes. The resource node could also reserve the 50 
gigabytes to allow the resource consumer to aggregate other 
resources node's abilities to achieve the 100 gigabytes. 
0096. It is also contemplated that a resource command 
response message could be received by other resource nodes 
and could be interpreted as an instruction to suspend pro 
cessing of the command in the resource command message. 
One ordinarily skilled in the art of software or firmware 
develop will appreciate that step 570 could execute as a 
parallel thread or task to the message handling steps. 
0097. In a preferred embodiment, the resource node steps 
illustrated in FIG. 5 are stored in a computer-readable 
medium as a series of instructions to be executed on a 
processing unit. One ordinarily skilled the art offirmware or 
Software development will recognize there are many pos 
sible ways to implement the steps, all of which fall within 
the scope of the inventive material. In yet another preferred 
embodiment, it is contemplated that a plurality of resource 
nodes processes a resource command message substantially 
in parallel. In a more preferred embodiment, the plurality of 
resource nodes processes the resource command message 
within three seconds of each other. 

0098. Accessing Resource Devices 
0099 FIG. 6 represents a set of possible steps employed 
by a resource consumer and a resource node to enable access 
to a resource. Resource consumers send resource command 
messages to a resource device comprising one or more 
resource nodes. In a preferred embodiment, it is contem 
plated that one or more resource consumers perform the 
steps independently of each other, possibly interacting with 
the same resource nodes. 

0100. At step 600 a resource consumer begins the process 
of constructing a resource command message in a computer 
readable memory. The resource consumer establishes its 
desired sense of urgency associated with the command in the 
resource command message. At step 605 the resource con 
Sumer establishes the importance of the command. Both step 
600 and 605 occur, if applicable, for the current resource 
command message. At step 610, the resource consumer 
optionally assigns a command identifier that signifies how 
the current command relates to previous commands or 
subsequent commands. Steps 600, 605, or 610 can occur in 
any desirable order. 
0101. At step 615 the resource consumer constructs the 
resource command message based upon the command, 
command parameters including the command identifier, 
urgency, or importance. 

0102 At step 620 the resource consumer sends the 
resource command message to a resource device. In a 
preferred embodiment, the resource command message is 
formed into one or more packets and sent over a packet 
switched network. In an especially preferred embodiment, 
the packets are sent using UDP. Furthermore, when the 
resource consumer sends the resource command message, it 
is preferable that the resource consumer sends the message 
to a group of resource nodes or all of them collectively. In 
a preferred embodiment, the resource command message is 
sent via multicast where each resource node is a member of 
a multicast group whose address represents the resource 
device. It is contemplated that resource command messages 
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are sent slowly at first to avoid congestion on the commu 
nication path coupling the resource consumers and the 
resource nodes. One ordinarily skilled in the art of network 
protocols, including TCP, will appreciate a slow start for 
congestion avoidance. 

0.103 At step 625, the resource node receives the 
resource command message and begins processing the mes 
sage. In a preferred embodiment, multiple resource nodes 
are able to receive the same resource message. Furthermore, 
in a yet more preferable embodiment, multiple resource 
nodes are equally able to process the command and 
responded back to the resource consumer who sent the 
resource command message. 

0.104 At step 630, the resource node utilizes the urgency, 
importance, or command identifier information as well as 
information regarding itself to determine when the com 
mand should be processed. The resource node determines if 
a previous command should be suspended from processing 
at step 633. If so, at step 635, the previous command is 
Suspended, otherwise the current command is placed in a 
queue of commands at step 640. Once the command's turn 
for processing arrives, the resource node executes the com 
mand at step 645 and sends an appropriate response at Step 
650. 

0105. In a preferred embodiment, at step 655, the 
resource consumer could receive multiple responses from 
multiple resource nodes where the resource nodes offer 
redundant capabilities. If so, the resource consumer selects 
a preferred resource node among the plurality of nodes. In 
an especially preferred embodiment, the preferred resource 
node is selected based upon which of the redundant nodes 
responds first. Each resource consumer interacting with a 
resource device comprising a plurality of resource nodes is 
able to have a completely different preferred provider. 
Furthermore, the preferred provide is able to change as 
conditions in the environment change. Consequently, at any 
given time, resource consumers experience solid perfor 
mance, load balancing, or responsiveness naturally without 
imposing extraneous management. 

0106. In a preferred embodiment, the steps presented in 
FIG. 6 are stored in a computer readable media in the form 
of instructions to be executed on a processing unit. 
0.107 Advantages 

0.108 Resource consumers and resource devices com 
prising one or more resource nodes realize a number of 
advantages as a natural result through employing resource 
command messages. 

0.109 Resources scale naturally as additional resource 
devices or resource nodes are added to the system. Each 
individual resource node focuses on its main responsibilities 
and processing resource command messages; therefore, they 
are autonomous allowing for Scaling the system at an atomic 
level up to the ability of the communication path to handle 
resource command messages. The bandwidth of the com 
munication path is more efficiently utilized because all traffic 
is relevant to accessing the resource rather than system 
management or maintenance. Furthermore, incremental 
costs are reduced because if the resource system requires 
further capabilities individual resource nodes can be added 
as opposed to replicating an entire resource system. 
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0110 Both performance and responsiveness of the 
resources increase as additional redundant nodes are added 
to the system. Resource consumers send resource command 
messages to the resource nodes collectively, thereby allow 
ing more than one resource node to respond. Given different 
loading across each resource node, the resource node most 
able to respond responds the quickest resulting in a fast 
response time. In addition, multiple resource nodes, not 
necessarily redundant nodes, process resource command 
message substantially in parallel providing higher perfor 
mance to the resource consumer. Resource consumers use 
importance information to indicate to a resource node the 
priority that should be considered for processing the com 
mand. Importance information aids in the handling of QoS 
data. Multiple responses are reduced through a slow start for 
congestion avoidance to limit consumption of bandwidth. In 
addition, resource consumers each have their own view of 
the resource nodes and independently select a preferred 
provider when working with redundant resource nodes to aid 
in securing fastest response times and reduced multiple 
messages. 

0111 Load balancing is achieved as a natural result 
across redundant resource nodes because each node func 
tions independently allowing each node to handle as much 
traffic as they are designed to handle. Resource consumers 
have no a priori preference which resource node services its 
requests; however, the resource consumer can bias which 
node is preferred to reduce multiple responses. Even though 
a resource consumer could have a preferred provider, it can 
change the preferred provider based upon how other 
resource nodes respond through continued interactions. 
Therefore, loading is balanced across nodes. As additional 
nodes are added to the system to reduce loading, resource 
consumers are able to cycle through preferred nodes if 
required so that multiple resource consumers effectively 
share resource nodes. 

0112 Thus, specific compositions and methods of 
resource command messages have been disclosed. It should 
be apparent, however, to those skilled in the art that many 
more modifications besides those already described are 
possible without departing from the inventive concepts 
herein. The inventive subject matter, therefore, is not to be 
restricted except in the spirit of the disclosure. Moreover, in 
interpreting the disclosure all terms should be interpreted in 
the broadest possible manner consistent with the context. In 
particular the terms “comprises” and “comprising should 
be interpreted as referring to the elements, components, or 
steps in a non-exclusive manner, indicating that the refer 
enced elements, components, or steps can be present, or 
utilized, or combined with other elements, components, or 
steps that are not expressly referenced. 
What is claimed is: 

1. A resource command message, at least a portion of 
which resides in a memory, and is addressed to a resource 
device having a resource node, the resource command 
message comprising: 

(a) a command; and 
(b) a command parameter including at least one of a 
command urgency and a command importance, 
wherein determination of when to process the com 
mand is a function of the command parameter and 
information relating to the resource node. 
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2. The resource command message of claim 1, wherein 
the resource device has a second resource node, and each of 
the resource nodes are able to process the command mes 
Sage. 

3. The resource command message of claim 1, wherein 
the command urgency includes a preferred provider. 

4. The resource command message of claim 1, wherein 
the command urgency indicates a relative time to process the 
command. 

5. The resource command message of claim 1, wherein 
the command urgency indicates an absolute time to process 
the command. 

6. The resource command message of claim 1, wherein 
the command importance indicates quality of service infor 
mation. 

7. The resource command message of claim 1, wherein 
the command importance indicates a relative priority to 
process the command. 

8. The resource command message of claim 1, wherein 
the command importance indicates an absolute priority to 
process the command. 

9. The resource command message of claim 1 wherein the 
command parameter further comprises a command identifier 
relating the command to at least one of a previous command 
and a Subsequent command. 

10. A method of processing a resource command message, 
at least a portion of which resides in a memory, and is 
addressed to a resource device having a resource node, 

wherein the resource command message comprises a 
command and a command parameter including at least 
one of a command urgency and a command impor 
tance, the method comprising: 

(a) determining when to process the command is a func 
tion of the command parameter and on information 
relating to the resource node; and 

(b) reordering a command queue based upon when the 
command is to be processed. 

11. The method of claim 10, wherein the command queue 
position is an absolute command queue position. 

12. The method of claim 10, wherein the command queue 
position is relative to another command in another command 
queue position. 

13. The method of claim 10, wherein the step of deter 
mining when the command is processed includes delaying 
the processing of the command. 

14. The method of claim 13, wherein the step of delaying 
includes never processing the command. 

15. The method of claim 10, further comprising respond 
ing to the resource command message with a resource 
command response message. 

16. The method of claim 15, wherein the resource com 
mand response message includes an indication of an ability 
of the resource node to process the command. 

17. The method of claim 16, further comprising reserving 
at least a portion of a requested allocation. 

18. The method of claim 15, wherein the resource com 
mand message response includes an acknowledgement that 
the command has been processed. 

19. The method of claim 10, further comprising interpret 
ing the resource command message as an instruction to 
Suspend processing a previous command. 

20. The method of claim 10, wherein the resource device 
comprises a plurality of resource nodes. 
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21. The method of claim 20, further comprises processing 
the resource command message more than once Substan 
tially in parallel. 

22. The method of claim 21, wherein the resource com 
mand message further comprises selecting a preferred pro 
vider from among the plurality of resource nodes. 

23. A computer readable memory storing instructions to 
execute the steps of claim 10 on a processing unit. 

24. A method of accessing a resource device having a 
resource node responsible for a resource, the method com 
prising: 

(a) creating a resource command message including a 
command and a command parameter, 
wherein the command parameter comprises at least one 

of a command urgency and a command importance, 
and 

wherein a determination of when to process the com 
mand is a function of the command parameter and 
information relating to the resource node; and 

(b) sending the command message to the resource device. 
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25. The method of claim 24, wherein the resource device 
comprises a plurality of resource nodes. 

26. The method of claim 25, wherein the act of sending 
includes multicasting the resource command message to the 
plurality of resource nodes. 

27. The method of claim 25, further comprises selecting 
a preferred provider from among the plurality of resource 
nodes. 

28. The method of claim 27, wherein the step of selecting 
a preferred provider includes selecting a first responder from 
among the plurality of resource nodes. 

29. The method of claim 24, further comprising at least 
one of a consumer of the resource and the resource node 
employing a slow start. 

30. The method of claim 24, wherein the command 
parameter includes a command group identifier. 

31. A computer readable memory storing instructions to 
execute the steps of claim 24 on a processing unit. 


