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device and a time at which the received data is scheduled to be played out,
where the allowable excess delay parameter indicates an amount of delay that
is supportable by a channel between a sender device and the receiver device.
The method also includes determining, by the receiver device, a sender bit
rate increase for increasing a bit rate at which data is to be sent from the
sender device to the receiver device based on the determined allowable ex-
cess delay parameter, and transmitting an indication of the sender bit rate in-
crease to the sender device.
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RECEIVER DRIVEN UP-SWITCHING INVIDEO TELEPHONY

[8081] This application claims the benefit of U.S. Provisional Application No.
62/030,513, filed July 29, 2014, the entire content of which is incorporated by reference

herein.

TECHNICAL FIELD

6002} This disclosure relates to the processing of video data.

BACKGROUND

[0003} Video telephony (VT) invoives the real-time communication of packets carrying
audio and video data. A VT device includes a video encoder that obtains video from a
video capture device, such as a video camera or video archive, and generates video
packets. Similarly, an audio encoder in a VT device obtains audio from an audio
capture device, such as a microphone or specch synthesizer, and generates audio
packets. The video packets and avdio packets are placed in a radio link protocol (RLP)
queue. A medium access control (MAC) layer unit generates medium access control
(MAC) layer packets from the contents of the RLP queue. The MAC layer packets are
converted to physical (PHY) layer packets for transmission across a communication
channel {0 another VT device.

[6864] In mobile VT applications, a VT device receives the physical layer packets via a
wircless forward link (FL) {or “downlink”) from a base station 1o the VT device as a
wircless terminal. A VT device transmits the PHY layer packets via a wircless reverse
link (RL) (or “uplink™) to a base station. Each VT device includes PHY and MAC
fayers to convert the received PHY and MAC layer packets and reassemble the packet
payloads into audio packets and video packets. A video decoder within the VT device
decodes the video data for presentation to a user via a display device. An audio decoder

within the VT device decodes the audio data for output via an audio speaker.

SUMMARY

[0805] Techniques of this disclosure relate to determining a bit rate for encoding data
bascd on network conditions. For example, aspects of this disclosure relate to reducing

a sending bit rate (also simply referred 1o as rate) from a first rate 1o a second rate in
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response to a reduction in a network link rate. According to aspects of this disclosure,
upon identifying the reduction in the network link rate, a sender device may reduce the
scnding ratc to a reduced rate that is below the seccond network link rate, e.g.,
undershoot the second network link rate. The sender device may maintain the sending
rate at the reduced rate for a time period that is based on the reduced rate and based on a
duration betwceen identifying the reduction in the network hink rate and reacting to the
reduction in the network link rate during which data is buffercd at the sender device or
at another device associated with the network. 1n this way, the sender device may
reduce the amount of data that has been buffered during a decline in network link rate
relatively quickly without overly impacting the user experience.

{8086} Aspects of this disclosure also relate to increasing a sending rate in instances in
which a network link rate is not being fully utilized. For example, according to aspects
of this disclosure, a receiver device may determine that a network link rate is
underutilized based on data being received at the receiver device prior to the time at
which the data is scheduled to be played out. The receiver device may determine an
allowable excess delay parameter based on a difference in time between a time at which
data is received and a time at which the data 1s scheduled to be played out. The receiver
device may determine a sending rate increasc according to the allowable cxcess delay
parameter. The receiver device may, in some instances, transnut an indication of the
sending rate increase to a sender device, so that the sender device may better utilize the
network link rate without exceeding the network link rate.

{6067} In an example, a method of processing data includes transmitting data over a
network at a first bit rate, identifying a reduction in a network link rate of the network
from a first network link rate to a second network link rate, in response to identifving
the reduction in the network link rate, defermining a recovery bit rate at which to
transmit the data over the network, wherein the recovery bit rate is less than the second
network link rate, determining a buffering duration based on a difference between a
time of the identification of the reduction in the network link rate and an estimated
actual time of the reduction in the network link rate, and determining a recovery rate
duration during which to transmit the data at the recovery bit rate based on the recovery
bit rate and the buffering duration.

{8668} In another example, a device for processing data includes a memory configured
to store data, and onc or more processors, the one or morce processors configured to

transmit the data over a network at a first bit rate, identify a reduction in a network link
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rate of the network from a first network link rate to a second network link rate, in
response to identifying the reduction in the network link rate, determine a recovery bit
rate at which to transmit the data over the network, wherein the recovery bit rate is less
than the second network link rate, determine a buffering duration based on a difference
between a time of the identification of the reduction in the network link rate and an
estimated actual time of the reduction in the network link rate, and determine a recovery
rate duration during which to transmit the data at the recovery bit rate based on the
recovery bit rate and the buffering duration.

[0009] In another example, an apparatus for processing data includes means for
transmitting data over a network at a first bit rate, means for identifying a reduction in a
network link rate of the network from a first network link rate to a second network link
rate, means for determining, in response to identifying the reduction in the network link
rate, a recovery bit rate at which to transmit the data over the network, wherein the
recovery bit rate is less than the second network link rate, means for determining a
buffering duration based on a difference between a time of the identification of the
reduction in the network link rate and an estimated actual time of the reduction in the
network link rate, and means for determining a recovery rate duration during which to
transmit the data at the recovery bit rate based on the recovery bit rate and the buffering
duration.

[0010] In another example, a non-transitory computer-readable medium has instructions
stored thereon that, when executed, cause one or more processors to transmit data over a
network at a first bit rate, identify a reduction in a network link rate of the network from
a first network link rate to a second network link rate, determine, in response to
identifying the reduction in the network link rate, a recovery bit rate at which to transmit
the data over the network, wherein the recovery bit rate is less than the second network
link rate, determine a buffering duration base d on a difference between a time of the
identification of the reduction in the network link rate and an estimated actual time of
the reduction in the network link rate, and determine a recovery rate duration during
which to transmit the data at the recovery bit rate based on the recovery bit rate and the
buffering duration.

[0011] In another example, there is provided a method of processing video data, the
method comprising: determining, by a receiver device, an allowable excess delay

indicating an amount of time that can be currently used to determine an increased sender
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bit rate, the value of the allowable excess delay being determined as the difference
between a time at which received data is received by the receiver device and a time at
which the received data is scheduled to be played out; determining a receiving rate at
which data has been received by the receiver device; and determining a round trip time
for transmission of data between the receiver device and the sender device; determining,
by the receiver device, an amount by which to increase a current sender bit rate using
the determined allowable excess delay, the receiving rate, and the round trip time; and
transmitting an indication of the amount by which to increase a current sender bit rate to
the sender device.

[0012] In another example, a receiver device for processing data includes a memory
configured to store data, and one or more processors configured to determine an
allowable excess delay indicating an amount of time that can be currently used to
determine an increased sender bit rate, the value of the allowable excess delay being
determined as the difference between a time at which received data is received by the
receiver device and a time at which the received data is scheduled to be played out;
determine a receiving rate at which data has been received by the receiver device; and
determine a round trip time for transmission of data between the receiver device and the
sender device; determine an amount by which to increase a current sender bit rate using
the determined allowable excess delay, the receiving rate, and the round trip time; and
transmit an indication of the amount by which to increase a current sender bit rate to the
sender device.

[0013] In another example, there is provided a receiver device for processing video
data, the receiver device comprising: means for determining an allowable excess delay
indicating an amount of time that can be currently used to determine an increased sender
device bit rate, the means configured to determine the allowable excess delay as the
difference between a time at which received data is received by the receiver device and
a time at which the received data is scheduled to be played out; means for determining a
receiving rate at which data has been received by the receiver device; means for
determining a round trip time for transmission of data between the receiver device and
the sender device; and means for determining an amount by which to increase a current
sender bit rate, the means configured to use the determined allowable excess delay, the
receiving rate, and the round trip time; and means for transmitting an indication of the

amount by which to increase a current sender bit rate to the sender device.
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[0014] In another example, a non-transitory computer-readable medium has instructions
stored thereon that, when executed, cause one or more processors to determine an
allowable excess delay indicating an amount of time that can be currently used to
determine an increased sender bit rate, the value of the allowable excess delay being
determined as the difference between a time at which received data is received by the
receiver device and a time at which the received data is scheduled to be played out;
determine a receiving rate at which data has been received by the receiver device; and
determine a round trip time for transmission of data between the receiver device and the
sender device; determine an amount by which to increase a current sender bit rate using
the determined allowable excess delay, the receiving rate, and the round trip time; and
transmit an indication of the amount by which to increase a current sender bit rate to the

sender device.
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[8015} The details of one or more examples of the disclosure are set forth in the
accompanying drawings and the description below. Other features, objects, and

advantages will be apparent from the description, drawings, and claims.

BRIEF DESCRIPTION OF DRAWINGS
[0016] FIG. 1 is a block diagram illustrating an audio/video encoding and decoding
system for video telephony (VT) applications.
[0017] FIG. 2 is a block diagram illustrating a video encoding system that may
implement video source rate adaptation consistent with the techniques of this disclosure.
8018} FIG. 3 is a block diagram iflustrating a video decoding system that may
implement video source rate adaptation consistent with the techniques of this disclosure.
[8019] FIGS. 4A and 4B are graphs tllustrating video source rate adaptation techniques
consistent with the techniques of this disclosure.
[0028} FIG. 5 is a conceptual diagram illustrating determination of a butfering duration
consistent with the techniques of this disclosure.
10021} FIGS. 6A and 6B arc graphs illustrating a network link rate decline and a
corresponding delay time, respectively.
[8022} FIGS. 7A and 7B are graphs illustrating a network link rate decline and a
corresponding delay time, respectively.
[0023} FIG. 8 is a flow diagram illustrating an example process for down-switching a
rate at which data is transmitted consistent with the technigues of this disclosure.
[0024] FIG. 9 is a flow diagram illustrating an example process for up-switching a rate

at which data is transmitted consistent with the techniques of this disclosure.

DETAILED DESCRIPTION
[0025} Video telephony (VT) devices may be connected via a wired or wireless network
for conducting a VT session {e.g., transmission of audio and/or video data between the
VT devices). A VT device that is processing audio and/or video data for transmission 1o
another VT device may be referred to as a sender device. Likewise, a VT device that is
processing received audio and/or video data (e.g., for prescutation to a user of the VT
device) may be referred to as a receiver device.
[8626} The sender device may encode audio and/or video data at a particular rate

{which may be interchangeably referred to herein as a bit rate). The sender device may
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select the rate based on network conditions. For example, the sender device may select
the rate based on a maximurm (or near maximum) network link rate supported by the
network being used for the VT session. In this way, the sender device may prepare the
data to be sent using the relatively highest quality supported by the network without
exceeding the limitations of the network.

[0027] In some instances, the network link rate connecting VT devices may vary,
particularly when using VT over a wireless network such as Wi-Fi or cellular networks.
In some instances, network cquipnient may usc bufters to handle link rate thuctuations
and/or to perform qucue management. For example, a sender device may include a
buffer for buffering encoded audio and/or video data prior to {ransmitting the data to the
receiver device. A sudden reduction in the network link rate may causc a bottlencck
that may adversely impact the VT session. For example, when the network link rate is
reduced, the sender device to accumulate encoded video data in the buffer, which may
causc interruptions and/or jerkiness in the VT session at the recciver device.

[8028] A sender device may alfer a rate at which video data is sent (which may be
referred to hercin as a sending rate, rate being used throughout the disclosure to refer to
a bit rate) in response to a reduction n the network hink rate. In some examples, the
sender device may alter the sending rate by changing the rate at which audio and/or
video data 1s encoded. However, there may be 4 reaction delay in reducing the rate due
to receiver device congestion control feedback delays, delays in a return path from a
receiver device to the sender device, rate adaptation reaction delays, or the like.
Accordingly, the sending rate may remain significantly above the network link rate for a
period of time after a reduction in the network link rate. A mismatch n the sending rate
and the network link rate may result in increased buffer levels at the bottleneck link and,
hence, increased end-to-end delay {or cven lost packets), which may adversely impact
the quality experience of a VT session.

[0028 In addition, even after the sender device decreases the sending rate in response
to a reduction in network link rate, a buili-up delay may persist for some time. For
example, in general, delay may refer to the time between data being available for
transmission across a network link and the time the data 15 actually transmitted to the
network. Accordingly, delay may be associated with the buffering of data. For
example, an increase in delay results in increased buffer levels, because data must be

stored after encoding and prior to transmission 1o the network.
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[8838} Depending on the difference between the sending rate and the bottleneck
network link rate, the sender device may reduce the quantity of buffered data relatively
slowly. That is, if the differcnce between the reduced sending rate and the network link
rate is relatively small, the sender device may reduce the built-up delay relatively slowly
and the impact to the VT session may persist.

{0831} One approach to reducing the quantity of buffered data is to reduce the sending
rate below an estimated network link rate. A relatively conscrvative approach, ¢.g.,
using a sending rate that is significantly below the estimated network link rate, may
result in an underuse of the link and an overall reduction in video quality experience at
the receiver device. However, such a conservative approach may alse reduce the
bottleneck link buffers relatively guickly. Conversely, a relatively aggressive approach,
e.g., only reducing the sending rate to the network link rate, may result in full use of the
Hink and higher quality encoded data. However, as noted above, such an approach may
cause data to remain in a buffer for a relatively long period of time.

8632} Aspects of this disclosure relate to determining a sending rate {e.g., a bit rate for
encoding audio and/or video data at a sender device) based on network conditions. In
particular, the techniques include reducing a sending rate in response 1o a reduction in a
network link rate. According to aspects of this disclosure, upon identitying a reduced
network link rate, a sender device may reduce the sending rate to a rate that 13 below the
network link rate. In some examples, a recetver device may request a reduced sending
rate that is then implemented by the sender device. Reducing the sending rate to a rate
that is below the network link ratc may be referred to as undershooting the network link
rate.

18833} The technigues also include determining an amount of time to maintain the
scnding ratc at the reduced raie. In some examples, aspects of this disclosure include
determining a recovery rate duration (also referred to as an undershoot period) based on
a buffering duration, a magnitude of the reduction in the network link rate, a rate
reduction factor, and/or other factors, as described in greater detail befow. In this way,
the techniques may be uscd to determince an optimal undershoot period. For example, a
sender device may maintain the reduced sending rate for only as long as needed to
reduce a quantity of buffered data before returning to an increased sending rate that is
supported by the network. The techniques may achieve a balance between the

conservative approach and the aggressive approach described above, such that the
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amount of data that is buffered may be reduced relatively quickly without overly
impacting the user experience.

{8634} Aspects of this disclosure also include signaling delay data associated with
processing encoded audio and/or video data. The techniques of this disclosure include
generating data for use in determining a buffering duration at a sender device. The
buffering duration may be associated with a delay between the dechine in the actual
network link rate and the time at which the decline in the network link rate is detected
(e.g., assuming that the sender and/or receiver device does not recognize and react to a
decline in the network link rate immediately). During this lag time, a sender device
typically buffers data that is prepared/encoded at the original sending rate, but that
cannot be sent in real-time (or near real-time) at the reduced network link rate. The
buffering of data creates a delay at the receiver device during which data is not received.
As noted above, the buffering time may be used to determine an amount of data that is
buffered at the sender device and/or the recovery rate duration.

{8035} Other aspects of this disclosure may relate to increasing a sending rate in
instances in which a network link rate is not being fully utilized. For example, a sender
device may increase a sending rate of data to increase the quality of the user experience
instances in which the sending rate is less than the link rate that is supportable by a
network linking the sender device to a receiver device. Increasing the bit rate at which
data 1s encoded may be referred to herein as up-switching. However, up-swiiching the
sending rate at an increment that is too large may result in an overshoot of the network
link rate, which may degrade the user experience in the manner described. Converscly,
up-switching the sending rate at an increment that is too small may result in a continued
undershoot of the network link rate, which may result in a lower quality user experience
than is supportable by the network link rate.

[8836f According to aspects of this disclosure, a receiver device may determine that a
network link rate is underutilized based on data being reccived prior to the time at which
the data is scheduled to be played out. The receiver device may determine an aliowable
cxcess delay parameter based on the difference between a time at which data is received
and the time at which the data is scheduled to be played out, and the receiver device
may determine a sending rate increase according to the allowable excess delay
paramcter. The receiver device may, in some instances, transmit an indication of the
sending rate incrcase to a sender device, so that the sender device may better utilize the

network link rate without overshooting the network link rate.
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18037} Accordingly, aspects of this disclosure include rate adaptation or congestion
conirol techniques for controlling a video flow originating from a sender device and
transmitted over a neiwork channel {(also referred to as a network link) with fime-
varying bandwidth to a receiver device. In particular, the techniques include up-
switching the average bit rate of a video flow m a controfled manner to improve the user
cxperience without mtroducing congestion in the network. Such rate adaptation
techniques may avoid significantly increasing the end-to-end delay which could result in
packet losses.

[8838} For example, according to aspects of this disclosure, a receiver device may
examine received video packets and determine whether the data is arriving early. n
time, or too late for the scheduled playout of the data. If the data is arriving later than
the intended playout, the receiver device may determine that the network link rate s
lower than the sending rate (e.g.. the encoding rate implemented at the sender device).
Accordingly, the receiver device may send a request to the sender device to decrease the
sending rate. ln some examplics, the reeciver device may request an initial rate that is
fower than a sustainable rate (e.g., an available bandwidth) of a network link rate to
allow the system to decongest the network channel.

16039} [n some instances, the techniques described herein may be performed by a
Multimedia Telephony Service for 1P Multimedia Subsystem (IMS) (MTSI) device.

For example, the MTSI device may perform bit rate adaptation and/or congestion
control using the technigues described herein.

[6046} F1G. 1 is a block diagram illustrating an encoding and decoding system 10. As
shown in FIG. 1, system 10 mcludes an encoder system 12 and a decoder system {4
connccled by a transmission channel [6. In the example of FIG. 1. encoder system 12 is
associated with a first video communication device and includes an audio source 17,
video source 18, video encoder 20, audio encoder 22, real-time transport protocol
(RTP)/real-time transport protocol (RTCP)/user datagram protocol (UDP)Y Internet
protocol (IPY poini-to-point protoco! (PPP) conversion unit 26, radio link protocol
(RLP) queue 28, MAC layer unit 30 and physical (PHY) layer unit 32. Decoder system
14 is associated with another video communication device and includes a PHY layer
unit 34, MAC layer anit 36, RLP gueuc 38. RTP/RTCP/UDP/IP/PPP conversion unit
40, video decoder 42, audio decoder 44, audio output device 46 and video output device

Q

48.
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[8041} As described in more detail below, encoder system [2 and/or decoder system 14
may use the technigues of this disclosure to modity an encoding rate based on network
conditions. For example. video encoder 20 may control the video source encoding rate,
at lcast in part, as a function of network bandwidth. In particular, video encoder 20 may
reduce an encoding rate of video and/or audio data in response to a reduction in a
network link rate. Likewise. video encoder 20 may increase an encoding rate of video
and/or aedio data in response to an indication of underutilization of a network link rate.
{8042} System 10 may provide bi-directional video and audio transmission, ¢.g., for
video telephony via transmission channel 16. Accordingly, generally reciproeal
encoding, decoding. and conversion units may be provided on opposite ends of channcl
16. In some embodiments, encoder system 12 and decoder system 14 may be embodicd
within video communication devices such as wireless mobile terminals equipped for
video streaming, video telephony, or both. The mobile terminals may sepport VT
according to packet-swiiched standards such as RTP, RTCP, UDP, IP, or PPP.

[6043} For cxample, at encoder system 12, RTP/RTCP/UDP/IP/PPP conversion unit 26
adds appropriate RTP/ RTCP/UDP/IP/PPP header data to audio and video data received
from video encoder 20 and audio encoder 22 and places the data in RLP queue 28. An
cxample bitstrcam may include a MAC header, an 1P header, a UDP header, an RTCP
header, and the pavload data. In some examples, RTP/RTCP runs on top of UDP, while
UDP runs on top of IP, and IP nuns on top of PPP. In some examples, as described
herein, RTP/RTCP/UDP/IP/PPP conversion unit 26 in conform to a particular standard,
such as “RFC 3550: RTP: A Transport Protocol for Real-Time Applications,” H.
Schulzringe et al., July 2003, “R¥FC S104: Codec Control Messages in the RTP Audio-
Visual Provide with Feedback {AVPF),” S. Wenger et al., February 2008 (hereinafier
RFC 5104), and/or other applicable standards for real-time or near real-time transport of
data. MAC layer unit 30 gencrates MAC RLP packets from the contents of RLP queuc
28. PHY layer unit 32 converts the MAC RLP packets into PHY layer packets for
transmission over channel 16.

16044} PHY layer unit 34 and MAC layer unit 36 of decoder system 14 operate in a
reciprocal manner. PHY layer unit 34 converts PHY layer packets received from
channel 16 to MAC RLP packets. MAC fayer unit 36 places the MAC RLP packets
into RL.P queue 3% RTP/RTCP/UDP/IP/PPP conversion unit 40 strips the header
information from the data in RLP gucue 38, and reassembles the video and audio data

for debivery to video decoder 42 and audio decoder 44, respectively.
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[0845] System 10 may be designed to support one or more wireless communication
technologices such as code division multiple access {CDMA), frequency division
multiple access (FDMA), time division multiple access (TDMA), or orthogonal
frequency divisional multiplexing (OFDM), or another suitable wireless technique. The
above wireless communication technologies may be delivered according to any of a
variety of radio access technologies. For example, CDMA may be delivered according
to cdma20{¢) or wideband CDMA {WCDMA) standards. TDMA may be delivered
according to the Global System for Mobile Communications (GSM) standard. The
Universal Mobtle Telecommunication System (UMTS) standard permits GSM or
WCDMA operation. Typically, for VT applications, sysiem 10 may be designed 1o
support high data ratc (HDR) technologies.

[8846] Video encoder 20 generates encoded video data according to a video
compression method. sach as MPEG-4, High Efficiency Video Coding (HEVC), or
another video coding standard. Qther video compression methods include the
International Telecommunication Union (1TU) H.263, I'TU H.264, or MPEG-2 methods.
Audio encoder 22 encodes audio data to accompany the video data. Video source 18
may be a video capture device, such as onc or more video cameras, one or more video
archives, or a combination of video cameras and video archives.

{8047} The audio data may be encoded according to an audio compression method, such
as adaptive multi-rate narrow band (AMR-NB), or other techniques. The audio source
17 may be an audio capturc device. such as a microphoune, or a speech synthesizer
device. For VT applications, the video will permit viewing of a party toa VT
conference and the audio will permit the speaking voice of that party to be heard.
[8048] Tn operation, RTP/RTCP/UDP/IP/PPP conversion unit 26 obtains video and
audio data packets from video encoder 20 and audio encoder 22. As mentioned
previously, RTP/RTCP/UDP/AP/PPP conversion unit 26 adds appropriate header
information to the audio packets and inserts the resulting data within RLP queue 28.
Likewise, RTP/RTCP/UDP/IP/PPP conversion unit 26 adds appropriate header
information to the video packets and inscrts the resulting data within RLP queue 28.
MAC layer unit 30 retrieves data from RLP queue 28 and forms MAC layer packets.
Each MAC layer packet carries RTP/RTCP /UDP/IP/PPP header information and audio
or video packet data that is contained within RLP queue 28. Audio packets may be

inserted into RLP queue 28 independently of video packets.
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88481} In some cases, a MAC layer packet gencrated from the contents of REP queuce
28 will carry only header information and video packet data. In other cases, the MAC
layer packet will carry only header information and audio packet data. In many cases,
the MAC layer packet will carry header information, audio packet data and video packet
data, depending on the contents of RLP queue 28, The MAC layer packets may be
configured according to a radio link protocol (RLP), and may be referred to as MAC
RLP packets. PHY layer unit 32 converts the MAC RLP audio-video packets into PHY
fayer packets for transmission across channel 16.

8658} Channel 16 carries the PHY layer packets to decoder system 4. Channel 16
may be any physical connection between encoder system 12 and decoder system 4.
For example, channel 16 may be a wired connection, such as a focal or wide-area wired
network. Alternatively, as deseribed herein, channel 16 may be a wireless connection
such as a cellular, satellite or optical connection. Channel conditions may be a concern
for wired and wircless channels, but may be particularly pertinent for mobile VT
applications performed over a wireless channel 16, in which channel conditions may
suffer due to fading or congestion. Channel 16 may support a particular network link
rate {e.2., a particular bandwidth}, which may fluctuate according to channel conditions.
For example, channel 16 may be characterized by a reverse link (RL) having a
throughput that varies according to channel conditions.

{8051} In general, PHY layer unit 34 of decoder system 14 identifies the MAC fayer
packets from the PHY layer packets and reassembles the content into MAC RLP
packets. MAC layer unit 36 then reassembles the contents of the MAC RLP packets to
provide video and audio packets for insertion within RLP queue 38.
RTP/RCTP/UDP/IP/PPP unit 40 removes the accompanying header information and
provides video packets to video decoder 42 and audio packets to audio decoder 44.
Video decoder 42 decodes the video data frames to produce a stream of video data for
usc m driving a display device. Audio decoder 44 decodes the audio data to produce
audio information for presentation to a user. ¢.g.. via an audio speaker.

8852} As noted above, system 10 may provide bi-directional video and audio
transmission, ¢.g., for video telephony via transmission channel 16. In some examples,
an issue may occur when a network link rate of channel 16 varies, which may occur
with Wi-Fi, cellular, or other network links. As described in greater detail with respect
to FIG. 2 below, one or more buffers may be included in network equipment to handic

rate fluctuations and potentially to perform queue management.
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[8833} For example, a VT flow with a certain sending rate (e.g., an encoding rate used
by video encoder 20) may experience a sudden drop in the link rate, which may create a
bottleneck for the flow. Dhe to a reaction dclay at encoder system 12 to this link rate
drop {¢.g.. which may be caused by receiver congestion control feedback delays., delays
on the return path from receiver to sender, rate adaptation reaction delays, or the like)
the sending rate may stay significantly above the link rate for a period of time. This
may result in increased butter levels at the bottleneck link and, hence, increased end-to-
end delay {(or cven lost packets) between encoder system 12 and decoder system 14,
which may adversely affect the quality experience of the VT session.

[8634] After encoder systermn 12 decreases the bit rate at which data is transmitted over
chanuel 16 {c.g., decrcases the sending rate), the built-up delay may persist for some
time. For example, in some instances, the length of time that the built-up delay persists
may depend on the difference between the sending rate and the reduced link rate {(e.g.,
the link rate causing the bottieneck). If the decrease in the sending rate is too small, the
the built-up delay will decrease relatively stowly, which may impact the uscr cxpericnce
at decoder system [4. A conservative sending rate approach is to consistently send at a
significantly lower rate than the estimated link rate. However, this approach may resubt
in underusce of the link at channel 16 and an overall reduced video quality experience.
[8835 In accordance with the techniques described in this disclosure, video encoder 20
may encode video from video source 18 based on conditions of channel 16. In
particular, video encoder 20 may reducc an encoding rate (also referred to herein as a
sending rate) bascd a reduction in bandwidth at channel 16. Reducing the encoding rate
may be referred to herein as down-switching. Encoder system {2 may temporarily
reduce the sending rate of data encoded at video encoder 20 after a significant drop in
the link rate at channcl 16 is detected, for example, after a recciver side congestion
control fecdback message generated at decoder system 14 has been received at encoder
system 12.

{8856] In one example, according to aspects of this disclosure, encoder system 12 may
initially transmit data over channcl 16 at a first bit rate. Encoder system 12 may identity
a redaction in a network link rate at channel 16 from a first network link rate to a second
network link rate. In some examples, encoder system 12 may identify the reduction in
the network link rate based on onc or more reports received from decoder system 4.
[8057} According to aspects of this disclosurc, in response to identitying the reduction

in the network fink rate, encoder system 12 may determine a recovery bit rate at which
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to transmit the data over channel 16, where the recovery bit rate 15 less than the second
network link rate. Encoder system 12 may also determine a buffering daeration that
includes a difference between a time of the identification of the reduction in the network
link rate and an cstimated actual time of the reduction in the network link rate. For
example, as noted above, there may be some reaction time associated with identifying
the delay and adjusting the rate at which video encoder 20 encodes data. Encoder
system 12 may buffer data encoded by video encoder 20 at or near the initial (higher)
network link rate vntil video encoder 20 has time to identify and adjust the encoeding
rate to a lower rate.
{8658} Encoder system 12 may determine a recovery rate duration during which to
transmit the data at the recovery bit rate bascd on the recovery bit rate and the buffering
duration. Euncoder system may then transmit the data at the recovery bit rate for the
determined recovery rate duration. In this way, the technigues may reduce the built-up
end-to-cnd delay relatively quickly and may preserve the quality of the user experience
by using the available link rate after the end-to-end delay has been reduced (¢.g., versus
than maintaining the sending rate at the reduced rate for an extended peried of time).
While described with respect to encoder system 12 for purposes of example, it shouid be
understood that certain of the above-noted techniques may additionally or altcrnatively
be performed by decoder system 14,
{8059} Still other techniques of this disclosure include technigques for up-switching
(e.g., increasing) the rate at which data is encoded basced on network conditions. For
example, during the presentation of “Discussion on Upswitch Principals,” SA4 MTSI
SWG Conference Call No. 4 on End-to-End Video Rate Adaptation of E2EMTSI-S4,
S4-AHMZ21S, June 24, 2014, (“AHM215”} a number of issues with up-switching were
identified. As documented in “Report from SA4 MTSIE SWG Conference Call No. 4 on
End-to-End Video Rate Adaptation of E2EMTSI-S4 (Junc 24, 2014),” Tdoc S4
{14)0768, further discussion was felt needed to mvestigate the new ideas from the
conference call before agreeing on the principles for the up-switch.
{6066} In gencral, the model presented in AHM215 relics on a ramp-up probing model,
which may have a disadvantage in that the probing may introduce delay into the system
when the probe does not match the channel conditions. A meore robust model is to allow
a receiver, such as decoder system 14, to passively measure the state of channel 16 to
ctermine whether there could be ecxceess capacity in the system. Basced on this, decoder

system 14 may make a more accurate estimate of the sustainable rate of the system.
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{0061} The model presented m AHM2135 also suggests a two-phase approach whereby
encoder system 12 first probes the channel to see if there might be more capacity. 1f the
probing phase is successfol, video encoder 20 may more aggressively increase its rate
during a “ramp-up phase.” Such a model can introduce a relatively large amount of
congestion into the system, because a successful probe with a small increase in data rate
may not imply that the system can handle a much larger increasc afterwards. In fact,
when increasing the rate of video encoder 20 to match the system capacity, the more
robust approach is to first to increase the rate by a relatively large amount, followed by
taking smaller steps as the rate converges to the sustainable rate supported by channel
16.

{8062} To follow the potentially more robust approach of converging on the sustainable
rate in the manner described above, the entity driving the adaptation {e.g., the sender
{encoder system 12} or receiver (decoder system 14) must have an estimate of the
sustainable rate of the system. A sender may rely on RTCP receiver reports to detect
end-to-cnd channel conditions and can calculate the net throughput, albeit with some
measurement delay due to the RTCP reporting. A receiver may calculate both a net
throughput and an amount of additional delay that may be accepted before packets
arrive too late at decoder system 14 for their scheduled playout. Therctore, if the
refevant metrics calculated at the receiver are sent directly to the sender, a receiver-
driven adaptation model 1s achieved and may be more robust and should be used in
determining the minimum adaptation performance.

{8863} According 1o aspects of this disclosure, decoder system [4 may implement a
recetver-driven rate up-switching technigue upon determining that the bandwidth at
channel 16 is being underutilized. For example, according to aspects of this disclosure,
decoder system 14 may provide data to encoder system |2 that prompts video encoder
20 to increase an cncoding rate,

{8064} In some examples, according to aspects of this disclosure, decoder system [4
may determinc an allowable excess delay parameter based on a difference between a
time at which data is reccived by decoder svstem 14 and a time at which the received
data is scheduled to be played out. The allowable excess delay parameter may indicate
an amount of delay that is supportable by channel 16 before a user experience is
impacted, ¢.g., data arrives too late to be decoded and played out at the appropriate time.
Decoder system 14 may also determine a sender bit rate increase for increasing a bit rate

at which data 1s to be sent from encoder system {2 to decoder system [4 based on the
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determined allowable excess delay parameter. Decoder system 14 may also transmit an
indication of the sender bit rate increase to encoder systemn 12.

{8665} In this way, decoder system 14 may control the average bit rate of the video flow
in a controlled manner to improve the user experience without infroducing congestion in
the network. The techniques may avoid significantly increasing the end-to-end delay,
which could result in packet losses.

{8666} FIG. 2 is a block diagram illustrating encoder system 12 that may implement
video source rate adaptation in accordance with the techniques of this disclosure. As
shown in FIG. 2, video encoder 20 includes a video encoding engine S0, video butfer 52
and video rate controller 54. Video encoder 20 also receives network link rate
information 56, which may be preparcd by decoder system 14 (as described in greater
detail below).

[8867] Video encoding engine SO obtains video data from video source 18 and encodes
the video data at a rate controlled by video rate controller 54. Videe encoding engine 50
then places the encoded video in video buffer 52. Vidceo rate controller 54 may monitor
the fullness of video buffer 52 and control the video encoding rate apphed by video
encoding engine 50, at least in part, based on the fullness. In addition, as described in
greater detail below, video rate controller 54 may control the rate based on the network
link rate information 56 and/or other data associated with conditions of channel 16 (FIG.
i).

{8668} In some examples, video encoder 2{ may provide a videe source rate control
scheme that is generally CODEC-independent. For example, video encoder 20 may be
adapted for video encoding according to HEVC, MPEG4, [TU H.263 or ITU H.264. In
addition, video encoder 20 may be susceptible to implementation within a DSP or
embedded logic core. In some embeodiments, video encoder 20 {c.g., video rate
controller 54 of video encoder 20} may apply model-based rate control, e.g., applying
video block rate control in the rho domain. For example, once a frame bit budget is
established for a particular video frame, the frame bit budget may be allocated among
the video blocks, ¢.g.. coding units (CUs) and/or macroblocks (MBs), within the frame
using rho domain rate control. The rho domain values for individaal MBs can then be
mapped to gquantization parameter {QP) values.

{8669} According to aspects of this disclosure, video rate controller 54 may perform
ratc down-switching based on network conditions. For example, video encoding engine

50 may initially encode data at a first bit rate for transmission over a transport medium,



WO 2016/019019 PCT/US2015/042664

such as channel 16 (FIG. 1). Video rate controller 54 may identify a reduction in a
network link rate from a first network link rate to a second network link rate. In some
examples, video rate controller 54 may identity the reduction in the network link rate
from feedback at video cncoder 20. Tn other examples, video rate controller 54 may
identify the reduction in the network link rate based on network link rate information
56.

{8478} In responsc {o identifying the reduction in the network link rate, video rate
controller 54 may determine a recovery bit rate for video encoder 20 that is less than the
second {reduced) network link rate. The recovery rate may be used to reduce the
amount of data has been buffered between the actual time of the decrease in the network
link rate and the identification of the decrease in the network link rate. Reducing such
buffered data may help to ensure that the user expericnce is not impacted at the receiver
device. Hence, video rate controller 54 may determine a recovery bit rate for use at
video encoder 20 that undershoots the reduced network link rate in order to diminish the
amount of buffercd data at video encoder 20.

{8671} According to aspects of this disclosure, video rate controller 54 may determine
the recovery rate based on an undershoot factor. Video rate controller S4 may
determine the undershoot factor based on the difference between the first network link
rate and the reduced network link rate. That is, video rate controller S4 may determine
an undershoot factor that has a magnitude that varies based on the magnitude of the
reduction in the network link rate. Accordingly, if the reduction in the network link rate
is relatively high, video rate controller 54 may determine an undershoot factor that is
refatively high. Likewise, if the reduction in the network link rate is relatively low,
video rate controller S4 may determine an undershoot factor that is relatively low.
{8672} In some examples, video rate controller 54 may determine an undershoot factor
that may be applied to the reduced network link rate to determine the recovery rate. For
example, video rate controller 54 may determine a fractional undershoot factor and may
apply the fractional undershoot factor to the reduced network link rate to determine the
recovery rate. In one example, video rate controller 54 may determine the undershoot
factor based on a ratio of the magnitude in the reduction in the network link rate to the
first network link rate.

{8873} According to aspects of this disclosure, video rate controller 54 may determine
how long to maintain the recovery rate based on how much data is buffered at video

encoder 20 (or, more generally, how much data is butfered at a sender device that
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includes video encoder 20) between the time of the identitication of the reduction in the
network link rate and an estimated actual time of the reduction in the network link rate.
The time associated with buffering the data at the sender device may be referred to
herein as the buffering duration (or buffering tfime period), while the duration with
which to maintain the recovery rate may be referred to herein as a recovery rate duration
{or reduced rate time period). In some instances, the recovery rate duration may also be
referred to as an undershoot duration or period, because the rate at which data is
encoded during the recovery rate duration is less than the network link rate.

{8874] As described in greater detail with respect to FIG. § below, video rate controller
54 may determine the buffering duration in a variety of ways. For example, video rate
controller 54 may determine the buffering duration by cstimating the buffering duration
from network link rate information 56, such as round-trip-time (RTT) between the
sender device that incorporates video encoder 2{} and a receiver device, downlink delays
e.

reaction delay of the congestion control (e.g., estimation of link rate), message

., receiver to sender delays), data regarding a rate adaptation reaction delay, a

(€]
(=]

generation delays (RTCP packets), or the like. The network link rate information 56
may be available at video encoder 20 or may be signaled to video encoder 20 by the
receiver device,

{8075} According to aspects of this disclosure, video rate controller 54 may determine
the recovery rate duration based on a magnitude of the recovery rate and based on the
buffering duration. In some cxamples, video rate controller 54 may determince a
buffering duration that is proportional to the maguitude of the reduction of the network
link rate {¢.g., as indicated by the recovery rate) and the amount of time associated with
reacting to the reduction of the network link rate (c.g., as indicated by the buffering
duration). That is, if the reduction in the network link rate is relatively large and/or the
time needed {o react to the reduction in the network link rate is relatively long, video
rate controller 54 may determine a recovery rate duration that is proportionately long,
Likewise, if the reduction in the network link rate is relatively small and/or the time
necded 1o react to the reduction in the network link rate is relatively short, video rate
controller S4 may determine a recovery rate duration that is proportionately short.
{8676} According to other aspects of this disclosure, video rate controller 54 may
additionally or alternatively perform rate up-switching based on network conditions.
For example, video rate controller 54 may receive network link rate information 56

from a recerver device such as a device that includes decoder system 14 (FIG. 1). Video
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rate controller 54 may use the received network link rate information 56 to up-switch
the sending rate (e.g., encoding rate) being ased by video encoding engine 50 to encode
data.

[0077f In some examples, the received network link rate information 56 may include a
particular requested sending rate (e.g.. encoding rate} being implemented by video
encoding engine 58. In other examples, the recetved network hink rate information 56
may include a rate step increase to be added to a current sending rate {(c.g., a sending
rate step). 1o either case, as described in greater detail with respect to FIG. 3 below, the
received network link rate information 56 may be based on an excess delay parameter
that indicates that packets have been received at the receiver deviee before the packets
are scheduled to be played out. In such instances, video rate controller 54 may increase
the sending rate used by video encoding engine 50 until the arrival time of packets more
closely coincides with the scheduled playout time of the packets at the receiver device.
{8678} 1t should be understood that, while the techniques of FIG 2 are described as
being carried out by a particular component of FIG. 2 (¢.g., such as video rate controller
54), such techniques may additionally or alternatively be performed by one or more
other components of a video telephony device. As an example, an MTSI device may
carry out certain techniques described above to perform rate adaptation and/or
congestion control. In this example, the MTSI device may then provide data to video
rate controller 54 for implementing the appropriate rate control at video encoder.

16479} FIG. 3 is a block diagram illustrating video decoder sysiem 14 that may
implement video source rate adaptation in accordance with the techniques of this
disclosure. As shown in FIG. 3, video decoder 42 receives encoded data and network
hink rate information 60 and includes a video decoding engine 62, playout determination
unit 64, and rate control unit 66 that generates a rate control data 68.

{8088} Video decoding engine 62 receives encoded data and network link rate
nformation 60 and decodes the video data. In some examples, video decoding engine
62 may conform to onc or more video coding standards. As noted above, example
video coding standards include HEVC, MPEG4, 1TU H.263 or 1TU H.264.

{8081} The rate at which the video data is received may be controlled by video rate
controller 54 of video encoder 20 (FIG. 2). According to aspects of this disclosure, rate
control unit 66 may prepare and send rate control data 68 to video encoder 20 for use in
adjusting the encoding rate. In some examples, rate control data 68 may jnclude data

for performing down-switching at the sender device. Tn other examples, additionally or
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alternatively, rate control data 68 may inctude data for performing up-switching at the
scender device. Rate control unit 66 may prepare data that aliows the sender device to
determine the appropriate bit rate, or may request a particular bit rate from the sender
device.

[6082] With respect to preparing data for down-switching, according to aspects of this
disclosure, rate control anit 66 may determine a recovery rate, a buffering duration,
and/or a recovery rate duration in a manncr similar to that described above with respect
to F1G. 2. In other examplcs, rate control unit 66 may generate data and/or transmit
messages that may be used by a sender device (such as encoder system 12} to determine
a recovery rate, a buffering duration, and/or a recovery rate duration.

[8083]} In onc cxample, rate control unit 66 may generate an RTCP Temporary
Maximum Media Stream Bit Rate Request (TMMBR) message to the sender device
with an estimated maximum bit rate for a forward channel 10 indicate a reduction 1o the
network link rate. In general, as described in RFC 5104 noted above, a receiver,
translator, or mixer may use a TMMBR (referred to as a "timber™) to request a sender to
finmit the maximum bit rate for a media stream to, or below, the provided value. The
Temporary Maximum Mecdia Siream Bit Rate Notification {TMMBN) contains the
media sender’s current view of the most limiting subset of the TMMBR-dcetined limits it
has received to help the participants to suppress TMMBRs that would not further
resirict the media sender.

{8684} According to aspects of this disclosure, a change in the estimated maximum bit
rate for the forward channel from a first rate to a second, lower rate indicates a reduction
in the network link rate. In some examples, rate control unit 66 may send the TMMBR
immediately or nearly immediately after congestion is detected (e.g., there may be
message gencration delays associated with gencrating the TMMBR message). While a
TMMBR message is described for purposes of illustration, it should be understood that
a variety of other messages that indicate delays/congestion may be used.

{8885} To facilitate the sender device with estimating the buffering duration described
herein, rate control unit 66 may also gencerate and {ransmit an RTCP receiver report
(RR) message. For example, as described in RFC 3550 noted above, several RTCP
packet types may be used to carry a variety of control information. A sender report
(SR) may be used for transmission and reception statistics from participants that arc

active senders. An RR may be used for reception statistics from participants that arc not
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active senders and in combination with SR for active senders reporting on more than 31
sourees.

[0086} According to aspects of this disclosure, rate control unit 66 may gencrate and
transmit an RR message after the TMMBR message, c.g., immediately or nearly
immediately after the TMMBR message. In this exaniple, the sender device may
receive the TMMBR message and the RR message and may determine an upper bound
for the buffering duration as a differcnec in time between the timce of sending an SR that
is referred to in the RR by the last SR timestamp (1.SR data) included in the RR and the
time that the RR is received by the sender device. In other words, rate control unit 66
may send first data that indicates a request for a bit rate imitation (e.g., the TMMBR
message) and second data that indicates a time at which a message was generated (e.g.,
the LSR data). The LSR data may include the middle 32 bits out of a 64 bit network
time protocol (NTP) timestamp received as part of the most recent RTCP SR packet
from a source. If no SR has been received yet, the LSR timestamp ficld may be set to
zero. The sender device may receive the above-noted data and may usc the data to
determine a buffering duration, which may be used during down-switching.

[0887} In another cxample, rather than sending two separate successive messages (c.g.,
a TMMBR and an RTCP RR), ratc control unit 66 may group the TMMEBR data and
RTCP RR data into a single RTCP message and may send the single message to the
sender device. At a minimom, rate controf unit 66 may send the LSR data, which
allows the sender device to estimate the buffering duration. In this example, the
message size may be reduced relative to sending two scparate messages.

{0088} In some examples, rate control unit 66 may use the LSR of the last received
RTCP SR 1o send to the sender device, even if rate control enit 66 had previously sent a
RTCP RR that has the same LSR. If rate control unit 66 had not vet sent an RR, rate
contrel unit 66 may combine a full RR with the TMMBR. In other examples, to reduce
the message size, rate control unit 66 may only send the LSR data together with the
TMMBR, which the sender device may receive and usc to determine the RTT. In still
another cxample, if rate control unit 66 had aircady sent an RR, the sender device may
compute the butfering duration more accurately as the time difference between the time
of receiving the last received RR and the time of receiving the new RR (e.g., the RR that
was sent by ratc control unit 66 after congestion was detected).

[8089} Ratc control unit 66 may also determine a recovery rate duration and/or generate

and send data to a sender device to determine the recovery rate duration. For example,
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alternatively to or in combination with the techniques described above, rate control unit
66 (or the sender device) may monitor the RTCP RR inter-arrival jitter to determine
when to end the recovery rate duration. In gencral, inter-arrival jitter data may provide
an cstimate of the statistical variance of the RTP data packet inter-arrival time,
measured in timestamp units and expressed as an unsigned integer. The inter-arrival
jitter J may be defined to be the mean deviation (smoothed absolute value) of the
difference D in packet spacing at the receiver compared to the seader for a pair of
packets. As shown in the equation (1) below, this is equivalent to the difference in the
"relative transit time"” for the two packets; the relative transit time 1s the difference
between a packet's RTP timestamp and the receiver's clock at the time of arrival,
measured in the same units. If Siis the RTP timestamp from packet 1, and Ri is the time
of arrival in RTP timestamp units for packet i, then for two packets t and j, 3 may be
expressed as:

B(i,j) = (Rj - Ri) - (8] - Si) = (R} -~ Sj) - (Ri - Si) h
18496} According to aspects of this disclosure, the sender device may terminate the rate
reduction {e.g., the sender device may increase the sending rate from the reduced rate to
approximately the network link rate) if the inter-arrival jitter becomes zero or smaller
than a threshold value. The threshold may be constant or adaptive to changing network
conditions. {n some examples, the sender device may terminate the rate reduction upon
the inter-arrival jitter being maintained at zere or smaller than a threshold valoe for a
minimum period of time. In some instances, the more frequently that rate control unit
66 signals the RTCP SR and RR, the more accurately the sender device may monitor the
inter-arrival jitter.
{8091} In still another example, a sender device (such as encoder system 12} may
monitor the delay (¢.g.. RTT} and the sender may maintain the sending rate at the
reduced rate until the delay is sufficiently reduced. For cxample, the sender device may
maintain sending rate at the reduced rate until the quantity of data stored to the buffer
falls below a threshold level.
18492} In other techniques of this disclosure, playout determination unit 64 may
examine the received video packets and determine whether the received data is arriving
early, in-time, or too late for their scheduled playout. The scheduled playout timing
may be indicated with the encoded data. If the packets are arriving late (e.g., the

ayout time oceurs before the packets arc reccived/cxamined), rate control uni may
layout t rs before tl kets arer 1 d), rat trol unit 66 may
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request the sender device to decrease the sending bit rate. In some examples, rate
control unit 66 may send a TMMBR message with the selected rate.
[6093} According to some aspects, rate control unit 66 may estimate an amount of back-
logged data (c.g., data buffered at the sender device) by determining the amount of
excess delay that needs to be removed and multiplying this excess delay parameter by
the data rate of the arriving video as measured by rate control unit 66. In other words,
rate control unit 66 may determinc a delay based on a difference between at time at
which the data is received/examined and the playout time indicated with the data. Rate
control unit 66 may then multiply this delay time by the bit rate at which data 1s being
received to determine an amount of data being buffered by the sender.
[6694} In some examples, rate control unit 66 may request an initial rate (c.g., in the
TMMBR message) that is lower than a sustainable rate of the transport path between
video decader 42 and the sender device (e.g., a useable bandwidth of the network link)
to allow the system to decongest the channel. In an example, rate control unit 66 may
select an initial rate that is low enough to cnable the svstem to decongest the channel in
a fixed amount of time (indicated by the variable T decongest). If the variable
R_sustain is equal to the sustainable rate of the channel, and the variable ADelay is
cqual to the amount of delay that needs to be removed, then rate control unit 66 may
initially request the sender device to encode data at bit rate R according te equation (2)
below:

R =R sustain (1- ADelay/T_decongest) (2)
After sending the message that includes the requested bit rate {(c.g., the TMMBR
message), rate control unit 66 may wait for the decongestion time (T_decongest) to
clapse. Rate control unit 66 may then send another requested bit rate {(e.g., an additional
TMMBR message) at the rate that is sustainable by the network link (R_sustain), thus
ending the decongestion period.
[68895] In another example, rate control unit 66 may not send another message (e.g., the
additional TMMBR message) to increase the rate. In this example, rate control unit 66
may simply begin measuring an allowable amount of delay {c.g., a dclay that is lower
than a predetermined threshold). 1 rate control unit 66 determines that the amount of
delay is smaller than required {e.g., the packets are arriving carlier than required for
properly scheduled playout), then rate control unit 66 may send another message (e.g.,

another TMMBR message) to increasc/ramp up the sender device encoding rate.



WO 2016/019019 PCT/US2015/042664

18096} With respect to up-switching, when a channel between a sender device and a
receiver device (such as channel 16 between encoder system 12 and decoder system 14
{FI1G. 1}) is being under utilized by the sender device it is fikely that the delivery of
video packets to video decoder 42 will occur before such video packets actually need to
be plaved out (e.g., received before a playout time indicated with the data). In such
instances, the sender rate may be increased and some additional delay may be
ntroduced into the system without negatively affecting the user experience.
16097} The excess bits that may be introduced into the transmission path may be
computed according to equation {3) below in instances in which the channel bandwidth
is equal to the average receiving rate measured at rate control unit 66 (e.g., the worst
casc with no spare channel bandwidth available):

excess_bits = rate_increase_step ¥ (RTT + receiver detection_delay) (3)
where excess bits indicates additional bits being introduced into the system,
rate_increase_step indicates an increase in the encoding rate, R77 indicates a round trip
time, and receiver_detection_delay indicates a delay associated with detecting delay in
the system by the receiver {(which may be determined according to any of the techniques
described herein).
{8098} In some examples, rate control unit 66 may determine the corresponding worst
case excess delay (excess_delay) due to the excess bits being introduced (excess_hits)
according to equation {4) below:

excess_delay = rate_increase step * (RTT + receiver detection_delay) /

aveg receiving rate  (4)
where excess_delay indicates an amount of delay introduced at the sender device,
rate increase step indicates an increase in the encoding rate, R77 indicates a round trip
time between the sender device and video decoder 42, receiver detection _delay
indicates a delay associated with detecting delay in the system by rate control unit 66,
and avg receiving rate indicates the rate at which data is being received at video
decoder 42.
[8099} Hence, in some examples, according to aspects of this disclosure, rate control
unit 66 of video decoder 42 may determine a number of excess bits associated with a
particular rate increase {e.g. excess bifs) and a delay associated with the ntroduction of
the excess bits {e.g., excess _delav).
[8164 Rate control unit 66 may calculate a rate increase amount based on the allowable

excess delay parameter. For example, rate control unit 66 may deternune how much the
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sending rate may be increased by the sender device without introducing congestion
and/or delay into the system according to equation () below:

rate_increase step = allowable excess delay * ave receiving rate / (RTT

+ receiver_detection_delayvy (5}
where rate_increase_step indicates an amount by which the sending rate may be
increased (which may be referred to as a sender bit rate increase),
allowable excess delay indicates an allowable excess delay parameter (as described in
greater detail below), ave receiving rate indicates an average rate at which data has
been received prior to determining the rate increase, K77 indicates a round trip time
between video decoder 42 and a sender device (such as video encoder 20) and
receiver_detection_delay indicates an amount of time required to identify delay at video
decoder 42. In some jnstances, the recetver detection delay parameter may be
tmplementation dependent and may be estimated or measured in offline testing. 1f such
a receiver detection delay is not available, rate control unit 66 may be configured 10 use
an cstimated reaction delay, which may be a relatively conservative estimate of the time
needed for rate control unit 66 to identify delay.
{8161} Because the one-way delay from the sender device to the receiver device that
includes video decoder 42 is generally unknown to the receiver device, the reeciver
device typically may not use this to calculate the allowable excess delay parameter
{allowable excess delay). Instead, according to aspects of tlus disclosure, rate control
unit 66 may determine an amount of allowable excess delay from the received video
packets. For example, rate control unit 66 may determine a time at which video packets
are received and/or processed at video decoder 42. Rate controf unit 66 may also
determine a time at which the video data associated with the video packets are
designated to be played out {e.g., displayed 1o a user). Rate control unit 66 may
determine an allowable excess delay paramecter based on a difference between the time
at which the packets are received and/or evaluated and the playout time).
{4182} The allowable excess delay parameter may generally indicate an amount of time
that may be utilized by the sender device as a basis for increasing the bit rate without
impacting the user experience. For example, the allowable excess delay parameter may
indicate an amount of time that may be used to increase the sending rate without
impacting uscr experience, e.2., without increasing the sending rate to a rate that is not
supportable by channel 16 such that data arrives too late at video decoder 42 to be

decoded and played out at the appropriate time. The allowable excess delay metric may
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be more accurate from a user-experience perspective, since the allowable excess delay
parameter directly indicates whether the video information in received packets may
actually be displayed to the user without degradation {c.g., such as jitter, stuttering, or
tost frames).

[8183] According to aspects of this disclosure, based on the above analysis, rate control
unit 66 may impose the following requirements at a receiver device and a sender device
to perform up-switching:

e The receiver shall examine the arrival of packets and compare this to their
regularly scheduled playout times to determine whether there is an acceptable
amount of delay that can be introduced into the transmission path:
allowable excess delay

e The recetver shall examine the arrival of packets to calculate the average

= The receiver shall calculate the roundtrip time: RTT

s The receiver shall calculate the rate increase step as follows:

rate_increase step = allowable excess delay * avg receiving rate /
{(RTT + receiver _detection_delayj
s When allowed by the Audio Visual Provide with Feedback (AVPF) RTCP
transmission rules, the receiver:
should send a Temporary Maximum Media Stream Bit rate Request
{TMMBR) when it detects that the rate_increase step > 5% x
avg receiving rate, and
shall send a TMMBR when it detects that the rate_increase_step > 15%
e When sending a TMMBR message the reguested rate in the TMMBR:
should be equal to:
avy receiving rale -+ rale increase siep
shali be:
avg receiving raie + (0 .80(rate_increase _step) <=
reqguested raie <= avy receiving rvate + rate_increase siep
[8184] In addition, according to aspects of this disclosure, the following requirements
may be imposed at the sender device to perform up-switching:

= {pon recetving a Temporary Maximum Media Stream Bit Rate Request
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(TMMBR), the video sender should ramp up its sending rate to the

reguested rafe within SO0ms and shall ramp 1t ap within | second.
[8185} It should be understood that the “requircments™ noted above are provided tor
purposes of cxample, and that the techniques of this disclosure may also be applied
using different values than the specific valaes described above. In addition, while
particular techniques are ascribed to particular units of FIG. 3 for purposes of
explanation (e.g. such as rate control unit 66). it should be understood that one or more
other units of video decoder 42 may be responsible of carrying out such technigues.
Moreover, because VT is often a two-way comnumication flow, similar techniques may
be applied on both the forward and reverse network paths, e.g., by both a device
designated hercin as a sender device (such as a device that incorporates video encoder
20 of FIG. 2) and a device designated herein as a receiver device (such as a device that
incorporates video decoder 42 of FIG. 3).
18186} FIG. 4A and FIG. 4B arc graphs illustrating video source ratc adaptation
techniques consistent with this disclosure. For example, FIG 4A generally illustrates a
bit rate of encoded data at a sender device {e.g., such as encoder system {2) during a
tme that includes a decrease in a network link rate. FIG 4B generally illustrates the
resulting delay that is associated with the decrease in the network link rate. The
techniques of FIG 4A and 483 are described with respect to encoder system 12, it should
be understood that the techniques may be carried out by a variety of other sender
devices having a variety of other componcents.
18167} In the cxamplce of FIG. 4A, at time instant ty, a link rate (also referred to as a
network link rate or bandwidth) decreases from R to R as illustrated by line 80, where
sending rate = link rate). In response to the decline in the network link rate, encoder
system [2 may reduce the sending ratc. However, as shown in the example of FIG. 4A,
there is a response delay (AT) from 1o to t; associated with reducing the sending rate, as
illustrated by dashed line 82. The response delay may also be described herein as a
buffering duration, during which time the sending ratc overshoots the network link rate
and cncoder system 12 is responsible for buttering the data that camnot be
accommodated by the network link.
[8188} As illustrated by line 84 mn the example of FIG. 4B, delay (e.g., the time between
encoded data being available for transmission and the time the cncoded data is actually
transmitted) increases relatively quickly from Dy to Dy during the responsc delay (AT).

That is, delay increases relatively quickly from Dy to 1 between the time of the decline
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in the network Hink rate to and the time of the identification of the decline in the network
link rate t;. The delay may be proportional to an amount of data that 1s buffered at
encoder system 12.

[8189f At time t;, the examples of FIG. 4A and 4B illustrate diverging sending rate
techniques. For example, solid line §0 illustrates a first example in which encoder
system 12 maintains the sending rate at the network link rate. For example, upon
identifying the decline in the network link rate, encoder system 12 reduces the sending
rate from the original rate Ro to the new, reduced network link rate R;. in this example,
the corresponding delay remains relatively high, as illustrated by solid line &8R. That is,
because the sending rate is set at the network link rate R, there is no excess bandwidth
with which to reduce the amount of data that has been buffered.

[6118] Dashed lines 82 and §6 illustrate a second example in which encoder system 12
reduces the sending from the original rate Ry a reduced rate Ry: that is less than the

i

network link rate Ry, This may be referred 1o as “undershooting” the network link rate.
In this exanple, encoder system 12 may maintain the reduced rate R, for a determined
recovery rate duration (AT:). During this time, as illustrated by dashed line 90, encoder
system 12 reduces the delay from D to P at time ;.
[6111} As described herein, encoder system 12 may determine the reduced rate (RU),
the buffering duration (AT), and the recovery rate duration (A7) using a variety of
technigques. In one example, encoder sysiem 12 may determine the reduced rate Ry
based on the expression ( 1-fi;) x Ry, where fi- is an undershoot factor and R; is the
reduced link rate, and with f; determining the rate undershoot factor (1-fi7) and 0<f<1,
which relates the sending rate to the link rate R;. In some ecxamples, fi may be
dependent on the magnitude of the network link rate drop, which may be represented by
the equation AR = (R¢-Ry). In this example, as shown in FIG. 4A, Rg is the first
network link rate prior to being reduced. If the magnitude of the network link rate
decline AR is large, fi may be proportionally large. in other examples, if AR 1s small,
then fy; may be proportionally small, as shown in equation (6} below:

i (S AR /f R«}, ( ())
{8112} f encoder system {2 buffers all of the bits during the buffering duration (AT)
and contribute to a delay, encoder system {2 may determine the recovery rate duration
(AT,) based on equation (7) below:

AT, =AT (R¢-Ry) / (foRy)

~4

~-
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where AT, is the recovery rate duration, AT comprises the buffering duration, R
comprises the first network hink rate, R; comprises the second, reduced network link

rate, and fi; comprises the rate reduction factor.

requirement. The mimimum bit rate requirement may be based on the capability of
video encoder 20, minimum system requirements for user experience, or the like. In
examples in which encoder system 12 applics a minimum bit rate requircment, video
encoder 20 may apply the minimum bit rate requirement to Ry and, thercfore, also fo the
undershoot factor fi;. For example, encoder system 12 may apply equations (%) and ()
below to determine the reduced rate Ry and the undershoot factor fi:

Ru>=Ruw  (R)

fo <= -Ra/Ry) withR; >R (9)

where Ry 1s the reduced bit rate, R, is @ minimum encoding rate, R; is the second,
reduced network link rate, and - 1s the undershoot factor.

{8114} If during the recovery rate duration (ATy) a TMMBR message is received by
encoder system 12 that carries a new rate value R, and Rs is significantly larger than R,
{c.g., Ry is greater than or equal to 1.2 multiplied by R;), then encoder system 12 may
shorten the recovery rate duration. Conversely, if R, 1s less than Ry, then encoder
system 12 may determine an additional or extended recovery rate duration.

{8115} In general, as noted above with respect to FIGS. 2 and 3, encoder system 12 may
estimate the buffering duration (AT} from network information, such as RTT, downlink
delays (e.g., receiver to sender), knowledge about rate control reaction delay, reaction
delay of the congestion control {e.g., estimation of link rate), message generation delays
{c.g., delay associated with generating RTCP packets), or the like. This network
information may be available at the sender side or may be signaled to cncoder system 12
by a receiver device, such as a device that incorporates video decoder 42 (FI1G. 3).
[8116] While the example of FIGS. 4A and 4B illustrate step-wise changes {e.g., a
single rate change between Ro and Ry for purposcs of illustration, it should be
undcerstood that the techniques may be iteratively applied such that the undershoot
profile is more gradual.

{8117} FIG. S 1s a conceptual diagram illustrating determining a buffering doration
consistent with the techniques of this disclosure. In the example of FIG 5, a sender
device (c.g., such as encoder system 12) may send an RTCP sender report (SR) fo a

recetver device (e.g., such as decoder system 14) at time 120. For example, as
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described in RFC 3550 as noted above, several RTCP packet types may be used to carry
a variety of control information. A sender report (SR} may be used for transmission and
reception statistics from participanis that are active senders. Likewise, a recciver report
(RR} may be uscd for reception statistics from participants that are not active senders
and in combination with SR for active senders reporting on more than 31 sources. The
receiver device may receive the RTCP SR at time 122.

{8118} The receiver device may send an RTCP TMMBR message to a sender device
with the estimated maximum bit rate for the forward chaunel at time 124, Insome
examples, while there may be delays associated with generating the messages, the
recetver device may send a TMMBR message immediately after detecting congestion.
While 2 TMMBR message is described for purposes of illustration, a variety of other
messages that may indicate delays/congestion may be used.

{8119} To facilitate the sender device with estimating the buffering duration {AT), the
receiver device may also send the RTCP RR message at time 124, According to aspects
of this disclosure, a recciver device may send a RR message immediately after the
TMMBR message. In this way, the sender device may receive the TMMBR message
and RR message at time 126 and may compute the upper bound for the buffering
duration (AT) 128 as the time difference between sending the SR that is referred to in
the RR by the last SR timestamp (L.SR data) included in the RR and the time that the
RR 1s received. In other words, the receiver device may send first data that indicates a
request for a bit rate limitation (e.g., the TMMBR mcssage) and sccond data that
indicates a time at which a message was gencrated (e.2., the L.SR data). The LSR data
may include the middle 32 bits out of a 64 bit network time protocol (NTP) timestamp
recetved as part of the most recent RTCP SR packet from a source. If no SR has been
received vet, the 1SR timestamp field may be set to zero.

{8128} In another example, rather than sending two separate successive messages (¢.g.,
TMMBR and RTCP RR) with the above-noted data, the TMMBR data and RTCP RR
data may be grouped inio a single RTCP message. At a minimum, the receiver device
may send the L.SR data, which allows the sender device to cstimate the buftering
duration (AT) 128, In this example, the message size may be reduced.

{8121} The receiver device may use the ESR of the last received RTCP SR message,
even if the receiver device had previously sent a RTCP RR message that has the same
LSR. If the receiver device had not yet sent an RR, the receiver deviee may combine a

full RR message with the TMMBR message. In other examples, to reduce the message
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size, the receiver device may only send the L.SR data together with the TMMBR
message, which may be used to compute the RTT.

{6122} In ancther example, if the receiver device has already sent an RR, the sender
device may compute the buffering duration (AT) 128 more accurately as the time
difference between receiving the last received RR message and the new RR message
{e.g., that was sent by the receiver after congestion was detected).

[#123] In still another example, the sender device may monitor the delay (e.g., the RTT)
and the sender device may keep sending data at the reduced rate R; until the delay is
sufficiently reduced. For example, the sender device may maintain the sending rate at
the reduced rate R, ontil the quantity of data stored to a buffer of the sender device falls
below a threshold level.

(8124} FIGS. 6A and 6B are graphs illustrating a network link rate decline and a
corresponding delay time, respectively. The graph of FIG. 6A may be associated with
fine 80 of FIG. 4A, while the graph of FIG. 6B may be associated with line &% of FIG.
4B. For example, FIG. 6A shows a network bandwidth 140 iHlustrated by the dashed
hine {also referred to as network link rate) and a sending rate 142 illustrated by a sohd
hine (also referred to as an encoding bit rate) (e.g., mecasured in kilobytes per second
(KBPS)). As illustrated in FIG, 6A, a sender device (e.g., such as encoder system 12)
may encode data at sending rate 142 at a rate the same as or similar to bandwidth 140.
Accordingly, when bandwidth 140 is reduced at time 144, the sender device may reduce
sending rate 142 to approximately the same value as bandwidth 140.

183125} As shown in the corresponding delay graph of FIG. 6B, following the decline in
bandwidth 140, the delay at encoder system 12 may be increased from a first level 146
ta a second level 148 (e.g.. measured in milliseconds (MS}). As described herein, delay
rises upon the decline in bandwidth, because there is a reaction time associated with
reducing sending rate 142 to the tevel of bandwidth 140. Encoder system 12 may buffer
buffers data that is encoded at the original (higher) rate prior to reducing sending rate
142 to maich bandwidth 140. As shown in FIG. 6B, the delay may persist for a
relatively long duration if techniques to reduce the delay are not applied.

{8126} FIGS. 7A and 7B are graphs illustrating a network link rate decline and a
corresponding delay time, respectively. The graph of FIG. 7A may be associated with
lines &2 and 86 of FIG. 4A, while the graph of FIG. 7B may be associated with dashed
line 90 of F1G. 48. For example, FIG 7A shows a network bandwidth 160 illustrated by

a dashed line (also referred to as network link rate) and a sending rate 162 illustrated by
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a solid line {(also referred to as an encoding bit rate) {e.g., measured in kilobytes per
second (KBPS)). As illustrated mn FIG. 7A, a sender device (c.g., such as encoder
system [2) may initially encode data at sending ratc 162 at a raie the samc as or similar
to bandwidth 160.

{8127} According to aspects of this disclosure, when bandwidth 160 is reduced at time
164, the sender device may reducce sending rate 1o an reduced rate that is less than
bandwidth 160. That is, the sender device may determine a sending rate 162 that
undershoots bandwidth 140 in order to reducce the delay associated with the decline in
bandwidth 160. As described herein, the sender device may determine a buffering
duration, a reduced rate, and/or a recovery rate duration according to the techniques of
this disclosure.

{8128} As shown in the corresponding delay graph of FIG. 78, following the decline in
bandwidih 160, the delay at encoder system {2 may be increased from a first level 166
to a second level 168 (c.g., measured in mitliscconds (MS)). As noted above, delay
rises upon the decline in bandwidth, becausc there is a rcaction time associated with
reducing sending rate 162 in response to the decline in bandwidth 160. However, by
reducing sending rate 162 to a reduced rate {undershooting bandwidth 160), encoder
system 12 may reduce the delay more rapidly than the example shown in FIG 68.
{8128} FIG. R 1s a flow diagram illustrating an example process for down-switching a
rate at which data is transmitted. The example of FIG R is described with respect 1o
cncoder system 12 for purposcs of illustration. However, it should be understood that
the process of FIG. 8 may be carried out by a variety of other devices and/or processors.
{81368} Encoder system 12 may encode and transmit data over a network at a first rate
{130). While transmitting the data at the first rate, encoder system 12 may identify a
reduction in the network link rate from a first ratc to a sccond rate (182). For cxample,
encoder system 12 may monitor network conditions and/or receive one or more
messages that indicate a reduction in the network link rate.

{8131} Encoder system 12 may determinc a recovery bit rate that is less than the sccond
{reduced) network link rate {(184). For example, encoder system 12 may determine a bit
rate for encoding data that undershoots the new network link rate. According to aspects
of this disclosure, encoder system 12 may determine the recovery bit rate based on the
diffcrence between the first network link rate and the reduced network link rate. For
example, if the reduction in the network link rate is relatively large, encoder system 12

may determine a recovery bit rate that is relatively aggressive (e.g., undershoots the
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reduced rate by a substantial margin). Likewise, if the reduction in the network link rate
is relatively low, encoder system 12 may determine a recovery bit rate that is relatively
conscrvative {c.g., undershoots the reduced rate by a relatively small margins.

{6132} Encoder system 12 may also determine a buffering duration based oun a reaction
delay {e.g., a time associated with reducing the sending rate in response to the reduction
in the network hink rate) (186). Encoder system 12 may determine the buffering
duration in a variety of ways. For example, encoder system 12 may determinge the
buffering duration by cstimating the buffering duration from network information, such
as round-trip-time (RTT) between encoder system {2 and a receiver device, downlink

delays, a rate adaptation reaction delay, a reaction delay of the congestion control,

information independently or may receive the network information from the receiver
device.

[€133} Encoder system 12 may then determing the recovery rate duration to maintain
the recovery bit rate {188). In some cxamples, encoder system 12 may determine the
recovery rate duration based on a magnitude of the recovery rate and based on the
buffering duration. In some examples, encoder system 12 may determine a buffering
duration that is proportional to the magnitude of the reduction of the network link rate
{e.g., as indicated by the recovery rate) and the amount of time associated with reacting
to the reduction of the network link rate (e.g., as indicated by the buffering duration).
{6134} Encoder system 12 may transmit data at the recovery bit rate for the recovery
rate duration (190). In some cxamples, if the network link rate increases during the
recovery rate duration, encoder system {2 may terminate the recovery rate duration
carly and may up-switch to a higher sending rate. It should be understood that
depending on the example, certain acts or events of any of the techniques described with
respect to F1G. 8 may be performed in a different sequence, may be added, merged, or
left out altogether (e.g., not all described acts or events are necessary for the practice of
the techniques).

{6135} FIG. 9 is a tlow diagram illustrating an example process for up-switching a rate
at which data is transoutted. The example of FIG. 9 is described with respect to decoder
system {4 for purposes of tllustration. However, it should be understood that the
process of FIG. 9 may be carried out by a variety of other devices and/or processors.
[6136} Decoder system 14 may determine a time at which data is received (200). For

example, in some instances, decoder systemn 14 may identify the time at which data is
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recetved and stored at decoder system 4. 1n other instances, decoder system (4 may
identify the time at which the data 1s processed (e.g., decoded) by decoder system 14.
[8137} Decoder system 14 may also determine a playout time of the received data
(202). For cxample, the received data may include an indication of the time at which
the data is intended to be output for display to a user. Accordingly, the indication of the
playout time may assist the decoder system 14 in organizing data for output.

{8138} Decoder system 14 may determine an allowable excess delay parameter (204),
For cxample, decoder system 14 may deternine the allowable excess delay paramcter
based on a difference between the time at which data 1s received and the time at which
the received data is scheduled to be plaved out. As described herein, delay may refer to
the time between data being available for transmission across a network link and the
time the data is actually transmitted to the network at the sender device. Accordingly,
the allowable excess delay parameter may indicate an amount of delay that is
supportable by the system before user experience is impacted. That is, the allowable
cxcess delay paramcter may generally indicate an amount of time that may be utilized
by the sender device as a basis for increasing the bit rate without impacting the user
experience.

{8139 Decoder system 14 may then determine a sender bit rate increase (206). For
example, according to aspects of this disclosure, decoder system [4 may deternine the
sender bit rate increase based on the allowable excess delay parameter. That is, decoder
system 14 may determine how much the sending rate may be increased by the sender
device without introducing congestion into the system.

[8148] In some examples, decoder system 14 may determine a step-wise rate increase to
be added to the sending rate. For example, decoder system 14 may determine the sender
bit rate increasc based on the allowable excess delay paramicter and a cuorrent average
scnding ratc at which data was received prior to determining the scuding rate increase
(e.g., a current receiving rate). In this example, decoder system 14 may determine how
much the cwrent sending rate may be increased without increasing the rate beyond a
sustainable link rate (c.g., a rate at which packets arrive at decoder system 14 after a
scheduled playout time of the packets).

[8141} In some instances, decoder system 14 may aiso account for an amount of time
required to transmit messages between decoder system 14 and a sender device (c.g., a
round trip time) and/or a delay associated with identifving delay at decoder system 14,

For example, decoder system 14 may determine the sender bit rate increase based on a
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ratio of the allowable excess delay parameter multiplied by the receiving rate to a sum
of the round trip time and & time for detecting a delay at decoder system 14.

[8142} Decoder system 14 may then transmit an indication of the sending rate increasc
{208). For cxample, decoder system 14 may send data that represents a step-wisc
sending rate increase to the sender deviee for the sender device to add to the sending
rate. In another example, decoder system 14 may send data that represents a requested
sending rate that incorporates the sending ratce increasc o the sender device.

[63143] In some cxamples, decoder system 14 may only transmit the indication of the
sender bit rate increase when the sender bit rate increase excecds a threshold amount.
For example, decoder system 14 may compare a sender bit rate increasc to a
predeternrined threshold. 1o one example, decoder system 14 may only transmit the
indication of the sender bit rate increase when the sender bit rate increase exceeds
approximately five percent of the receiving rate. In another example. decoder system 14
may only transmit the indication of the sender bit rate increase when the sender bit rate
increase excecds approximately tifteen percent of the receiving rate. Other threshold
values or percentages are also possible.

[8144] It should be understood that depending on the example, certain acts or events of
any of the techuniques described with respect to FIG. 9 may be performed in a different
sequence, may be added, merged, or left out altogether {e.g., not all described acts or
events are necessary for the practice of the techniques).

8145} Whilc certain cxamples described herein have been described with respect to a
particular perspective (e.g., being performed by a “sender devicee” or a “receiver
device™) it should be understood that the technigues of this disclosure are not limited in
this way. For example, as noted above, VT is often a two-way commumication flow.
Accordingly, similar techniques may be applicd on both the forward and reverse
network paths, ¢.g., by both a “sender device” and a “receiver device.” Morcover, while
certain devices are shown and described with respect to a certain perspective for
purposes of illustration, it should be understood that the devices described herein may
have more or fewer components than those shown. As an examplc, a sender device may
incorporate both video encoder 20 (FIG. 2) and video decoder 42 (FIG. 3} and may
perform each of the technigues described thereto.

[8146] In onc or more examples, the functions described may be implemented in
hardware, software, firmwarc, or any combination thercof. If implemented in software,

the functions may be stored on or transmitted over, as one or more instructions or code,
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a computer-readable medium and exccuted by a hardware-based processing unit.
Computer-readable media may include computer-readable storage media, which
corresponds to a tangible medium such as data storage media, or communication media
including any medium that facilitates transfer of a computer program from one place to
another, ¢.g., according to a commumication protocol. n this manner, computer-
readable media generally may correspond to ( 1) tangible computer-readable storage
media which is non-transitory or (2) a communication mediem such as a signal or
carrier wave. Data storage media may be any available media that can be accessed by
0ne Or MOre COMpuUters Or One Or MOTC Processors to retrieve instructions, code and/or
data structures for impiementation of the technigues described in this disclosure. A
computer program product may include a computer-readable medium.

(8147} By way of example, and not limitation, such computer-readable storage media
can comprise RAM, ROM, EEPROM, CD-ROM or other optical disk storage, maguetic
disk storage, or other magnetic storage devices, flash memory, or any other medium that
can be used to store desired program code in the form ot instructions or data structures
and that can be accessed by a computer. Also, any connection is properly termed a
compuiter-readable medivum. For example, if instractions are transmitted from a
website, server, or other remote source using a coaxial cable, fiber optic cable, twisted
pair, digital subscriber line {DSL.), or wircless technologies such as infrared, radio, and
microwave, then the coaxial cable, fiber optic cable, twisted pair, DSL, or wireless
technologies such as infrared, radio, and microwave are included in the definition of
mediuvm. 1t should be understood, however, that computer-readable storage media and
data storage media do not include connections, carrier waves, signals, or other transient
media, but are instead directed to non-transient, tangible storage media. Pisk and disc,
as used herein, includes compact disc (CD), laser disc, optical disc, digital versatile disc
(DVD), floppy disk and Blu-ray disc, where disks usually reproduce data magnetically,
while discs reproduce data optically with lasers. Combinations of the above should also
be included within the scope of computer-readable media.

{6148} Instructions may be executed by one or more processors, such as one or more
digital signal processors (DSPs), general purpose microprocessors, application specific
integrated circuits (ASICs), field programmable logic arrays (FPGAs), or other
cquivalent integraied or discrete logic circuitry. Accordingly, the term “processor,” as
uscd herein may refer to any of the foregoing structure or any other structure suitable for

implementation of the techniques described heren. In addition, in some aspects, the
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functionality described herein may be provided within dedicated hardware and/or
software units or modules configured for encoding and decoding, or incorporated in a
combined codec. Also, the techniques could be fully implemented in one or more
circuits or logic elements.

[0149] The techniques of this disclosure may be implemented in a wide variety of
devices or apparatuses, including a wireless handset, an integrated circuit (IC) or a set of
ICs (e.g., a chip set). Various components, modules, or units are described in this
disclosure to emphasize functional aspects of devices configured to perform the
disclosed techniques, but do not necessarily require realization by different hardware
units. Rather, as described above, various units may be combined in a codec hardware
unit or provided by a collection of interoperative hardware units, including one or more
processors as described above, in conjunction with suitable software and/or firmware.
[0150] Various examples have been described. These and other examples are within
the scope of the following claims.

[0151] It will be understood that the term “comprise” and any of its derivatives (eg
comprises, comprising) as used in this specification is to be taken to be inclusive of
features to which it refers, and is not meant to exclude the presence of any additional
features unless otherwise stated or implied.

[0152] The reference to any prior art in this specification is not, and should not be taken
as, an acknowledgement or any form of suggestion that such prior art forms part of the

common general knowledge.
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CLAIMS

1. A method of processing video data, the method comprising:

determining, by a receiver device, an allowable excess delay indicating an
amount of time that can be currently used to determine an increased sender bit rate, the
value of the allowable excess delay being determined as the difference between a time
at which received data is received by the receiver device and a time at which the
received data is scheduled to be played out;

determining a receiving rate at which data has been received by the receiver
device; and

determining a round trip time for transmission of data between the receiver
device and the sender device;

determining, by the receiver device, an amount by which to increase a current
sender bit rate using the determined allowable excess delay, the receiving rate, and the
round trip time; and

transmitting an indication of the amount by which to increase a current sender

bit rate to the sender device.

2. The method of claim 1, wherein determining the amount by which to increase a
current sender bit rate comprises determining the sender bit rate increase only when the
time at which data is received is earlier than the time at which the received data is

scheduled to be played out, such that the allowable excess delay is greater than zero.

3. The method of any of claims 1 to 2, wherein determining the amount by which
to increase a current sender bit rate comprises determining a ratio of the allowable

excess delay multiplied by the receiving rate to the round trip time.

4. The method of any of claims 1 to 3, further comprising determining the amount
by which to increase a current sender bit rate further uses a time for detecting a delay at
the receiver device, and comprises using a ratio of the allowable excess delay multiplied
by the receiving rate to a sum of the round trip time and the time for detecting a delay at

the receiver device.
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5. The method of any of claims 1 to 4, wherein transmitting the indication of the
amount by which to increase a current sender bit rate comprises transmitting a step

increase to be added, by the sender device, to its current sender bit rate.

6. The method of any of claims 1 to 5, wherein transmitting the indication of the
amount by which to increase a current sender bit rate comprises transmitting a requested
sending rate to the sender device, the requested sending rate comprising a combination
of the amount by which to increase the current sender bit rate and a receiving rate at

which data has been received by the receiver device prior to determining the sender bit

rate increase.

7. The method of claim 6, wherein transmitting the requested sending rate
comprises transmitting the requested sending rate only when the amount by which to

increase a current sender bit rate exceeds a predetermined threshold.

8. The method of claim 7, wherein the predetermined threshold is greater than
approximately five percent of the receiving rate at which data has been received by the
receiver device prior to determining the amount by which to increase a current sender

bit rate.

9. The method of any of claims 7 to 8, wherein the predetermined threshold is
greater than approximately 15 percent of the receiving rate at which data has been
received by the receiver device prior to determining the amount by which to increase a

current sender bit rate.

10. The method of any of claims 6 to 9, wherein transmitting the requested sending
rate comprises generating a Temporary Maximum Media Stream Bit rate Request,

TMMBR, message that includes an indication of the requested sending rate.
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11.  Areceiver device for processing video data, the receiver device comprising:

means for determining an allowable excess delay indicating an amount of time
that can be currently used to determine an increased sender device bit rate, the means
configured to determine the allowable excess delay as the difference between a time at
which received data is received by the receiver device and a time at which the received
data is scheduled to be played out;

means for determining a receiving rate at which data has been received by the
receiver device;

means for determining a round trip time for transmission of data between the
receiver device and the sender device; and

means for determining an amount by which to increase a current sender bit rate,
the means configured to use the determined allowable excess delay, the receiving rate,
and the round trip time; and

means for transmitting an indication of the amount by which to increase a

current sender bit rate to the sender device.

12. A non-transitory computer-readable medium having instructions stored thereon
that, when executed, cause one or more processors to carry out the method of any one of

claims 1 to 10.
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