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(57) Abstract

A scalable, self-organizing packet radio network providing de-
centralized collision-free packet transfer is disclosed having spread-
spectrum transmitters and receivers for eliminating contention from
background noise, spread-spectrum receivers with multiple tracking and
despreading channels for eliminating contention from multiple transmit-
ters contending for the same receiver at the same time, and a proces-
sor implemented scheduling technique for eliminating contention arising
both from self-contention and from comparatively-high power transmis-
sions of neighboring stations. In the preferred embodiments, the pro-
cessor implemented scheduling technique randomly provides a unique
schedule of transmit and receive opportunities for each station. In ac-
cord therewith, each station obliges itself to listen and publishes the
unique schedule of each station to every neighboring station. To avoid
self-contention, a packet is transmitted to an intended station at a time
that corresponds to the first available listening opportunity thereof that
is long enough to receive the packet. To avoid contention arising
from comparatively-high power transmissions of neighboring stations,
a packet is transmitted to an intended station at a time that corresponds
to the first available transmit opportunity thereof that does not overlap
with the receive windows of any neighboring station. In the preferred
embodiments, a processor implemented power control technique is dis-
closed which so varies transmitter power as to provide a fixed level of
power at any intended recipient station. In the preferred embodiments,
minimum energy routing is employed for specifying intended stations
for multi-hop packet transfer. In the presently preferred embodiments,
the random generation at each station of its unique schedule is imple-
mented by a pseudo-random schedule generator common to all stations
and by a pseudo-random clock unique to each station. In the presently

preferred embodiment, neighboring stations periodically exchange rendezvous packets that include information representative of each sta-

tion’s pseudo-random clock, transmitted power and station identity.
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Scalable, Self-Organizing Packet Radio Network Having Decentralized Channel
Management Providing Collision-Free Packet Transfer
FIELD OF THE INVENTION

This invention is drawn to the field of communications, and more particularly, to a
novel scalable, self-organizing packet radio network having decentralized channel

management providing collision-free packet transfer.

BACKGROUND OF THE INVENTION

A packet radio network consists of a number of packet radio stations that
communicate with each other. The packet radio network carries messages in packets like a
wired packet network, with stations forwarding each packet separately, but uses radio signals
instead of wires to carry the packets between stations. In a multi-hop packet radio network,
each station participates cooperatively in forwarding traffic between other stations, thereby
extending the communication range of each station to include all transitively reachable
stations.

Without some form of contention control for packet radio networks, packets could be
lost either from interference or from multiple transmitters contending for the same receiver
at the same time. Theré are two different techniques for contention control known in the art,
one (global) is control of contention on a network-wide basis and the other (distributed) is
local control of contention. The network-wide contention control techniques typically
require such coordination between all stations as to provide an exclusive one-at-a-time use

of the channel. Global coordination techniques are disadvantageous to the extent that global
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coordination is made the mofe difficult the greater is the number of stations and insofar as
exclusive one-at-a-time channel usage could result in global system failure should any single
station fail to observe the network-wide coordination. Reference may be had to a book
entitled Data Networks, by Demitri Bertsekas and Robert Gallager, (pp 274-282, Prentice-
Hall, 1987), for a general survey of the network-wide contention control techniques,
incorporated herein by reference.

The heretofore known local control of contention techniques in general allow
collisions to occur and use hop-by-hop acknowledgements and re-transmissions when needed
to recover the lost packets. Reference may be had to an article by Karn entitled Spectral
Efficiency Considerations for Packet Radio, appearing at 10th Computer Networking
Conference, (pp 62-66, 1991), to an article by Abramsom entitled The Throughput of Packet
Broadcasting Channels, appearing at IEEE Trans. Commun., Vol. Com-25 No.1 (pp.117-
128, Jan. 1977) and to an article by Binder et al. entitled Crosslink Architectures for a
Multiple Satellite System, appearing at Proceedings of the IEEE, Vol. 75, No. 1, (pp. 74-82,
Jan. 1987) for descriptions of such distributed control techniques for radio packet networks,
each incorporated by reference. Karn, supra at p 65, advocates local contention control
"schemes that rely on receiver feedback (as opposed to channel sensing at the transmitter)
to avoid collisions," whereas Abramson lists receiver feedback contention control toéether
with "transponder packet broadcasting," "carrier sense packet broadcasting” and "packet
recovery codes." Binder et al describe a local contention control scheduling technique for
a multiple satellite packet radio system, which (i) combines each satellite pairwise with each
of its neighbors to generate for each pair a random schedule of alternating transmit and
receive windows which specifies when that satellite agrees to transmit and receive with each

of its neighbors, (ii) merges the schedules of all pairs to determine if that satellite is
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scheduled to receive packets from two or more of its neighbors in errlapping time, and (iii)
in the event of overlapping, reschedules the transmission of the satellite whose receive
window is later (in the absehce of priority) to another time (and notes that the re-transmission
thereby required is wasteful of transmission power).

Therefore, there is a need for a packet transfer control technique that takes into
account potential contention is such manner that-ensures that transmitted packets are not
interfered with at the intended receiver without requiring global coordination or
synchronization and without requiring that packets lost due to collisions be retransmitted,

which wastes resources.

SUMMARY OF THE INVENTION

Accordingly, it is the principal object of the present invention to provide a scalable,
self-organizing packet radio network having decentralized channel management providing
collision-free packet transfer in a manner that requires neither global network coordination
control nor such distributed network control that retransmits packets lost due to collisions.
The scalable, self-organizing packet radio network having decentralized channel management
providing collision-free packet transfer of the present invention may be implemented for land-
, sea-, air- and space-based applications without departing from the inventive concepfs.

In accord with the scalable, self-organizing packet radio network providing
decentralized, collision-free packet transfer of the present invention, first means are disclosed
for eliminating at each station packet loss from contention appearing as background noise that
arises from all of the stations that may be on the network at any given time and second
means are disclosed for eliminating at each station packet loss from ‘multiple other

neighboring stations that may be in contention with a given station at a given time. In the
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presently preferred embodiments, the first means includes spread;specthnn transmitters and
receivers providing spread-spectrum processing gains selected to overcome the background
noise levels and the second means includes spread-spectrum receivers having multiple
tracking and despreading channels.

In further accord with the scalable, self-organizing packet radio network providing
decentralized, collision-free packet tramsfer of the present invention, third means are
disclosed for eliminating at each station packet loss from its own transmitter contending with
its own receiver for packets from one or more neighbors when it is transmitting to an
intended neighbor and fourth means are disclosed for eliminating at each station packet loss
from comparatively-high power transmission of one or more other neighboring stations. In
the presently preferred embodiments, the third means includes n processof implemented first
scheduling technique which randomly generates at each station a unique schedule of transmit
and receive opportunities during which it obliges itself to either transmit or to listen,
publishes its unique schedule to the other neighboring stations, compares its unique schedule
with that of a neighboring station intended to receive the transmission to determine when
packets may be transferred thereto during a receive opportunity thereof without collision, and
which transmits its packets thereto at such times. In the presently preferred embodiments,
the fourth means includes a processor implemented second scheduling technique which
compares the unique schedules of the transmitting station and of one or more neighboring
stations that are not intended to receive the transmission and which transmits its packet at
times which do not overlap with any receive window of the other neighboring stations. In
the presently preferred embodiment, the random generation at each station of its unique
schedule is implemented by a pseudo-random schedule generator common to-all stations and

by a randomly-initialized clock unique to each station. In the presently preferred

-
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embodiment, neighboring stations periodically exchange rendezvous- packets that include each
station’s pseudo-random clock, and the comparison at each station of its unique schedule of
transmit and receive opportunities with the unique schedules of either its intended recipient
or of each of its one or more neighboring stations is implemented by generating the schedules
of the intended recipient or of the one or more neighboring stations from the pseudo-random

clock of each of such neighbors.
BRIEF DESCRIPTION OF THE DRAWINGS

These and other objects, inventive aspects and advantageous features of the present
invention will become apparent as the invention becomes better understood to those of skill
in the art by reference to the following detailed description of the preferred embodiments,
and to the drawings, wherein:

FIGURE 1 is a not-to-scale pictorial view illustrating three different types of
collisions useful in explaining how freedom from collision is obtained and illustrating first
and second variable-radius neighborhoods about the central station useful in explaining how
scalability and self-organizability are obtained in accord with the scalable, self-organizing
packet radio network having decentralized channel management providing collision-free
packet transfer of the present invention. The same variable-radius neighborhoods exist 'aboui
the stations other than the central station.

FIGURE 2 is a block diagram of an exemplary embodiment of a scalable, self-
organizing packet radio network station having decentralized channel management providing
collision-free packet transfer in accord with the present invention.

FIGURE 3 is a graph of signal-to-noise ratio (SNR) with number of étations (base-10

log) parametrisied with duty cycle useful in explaining how scalability is obtained in accord
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with the scalable, self-organizing packet radio network having- decentralized channel
management providing collision-free packet transfer of the present invention.

FIGURE 4 is a block diagram of an exemplary embodiment of a spread-spectrum
transmitter in accord with the scalable, self-organizing packet radio network having
decentralized channel management providing collision-free packet transfer of the present
invention.

FIGURE 5 is a block diagram of an exemplary embodiment of a spread-spectrum
receiver having multiple tracking and despreading channels in accord with the scalable, self-
organizing packet radio network having decentralized channel management providing
collision-free packet transfer of the present invention.

FIGURE 6, 7 are graphs illustrating the presently preferred embodiment of the unique
schedules of the processor implemented scheduling techniques of the scalable, self-organizing
packet radio network having decentralized channel management providing collision-free
packet transfer in accord with the present invention; and

FIGURES 8, 9, 10, and 11 illustrate flow charts and data structures (FIGURES 8B,
9B) useful in explaining the operation of the presently preferred embodiment of the scalable,
self-organizing packet radio network having decentralized channel management providing

collision-free packet transfer in accord with the present invention.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

Referring now to FIGURE 1, generally designated at 10 is a pictorial view of a
scalable, self-organizing packet radio nmetwork having decentralized channel management
providing collision-free packet transfer in accord with the present invention, wherein packets

6



10

15

20

WO 97/09805 PCT/US96/13650

of information are transmitted between stations 12, which may be ﬁxed or mobile, from
source to destination. Upon receipt of a packet, each station 12 demodulates and decodes
the packets in order to perform store-and-forward processing. The packet address is
inspected and routing rules applied to determine its next immediate destination. Typically,
a packet will undergo several store-and-forward hops before being transmitted to its final
destination.

Referring now briefly to FIGURE 2, generally designated at 30 is a block diagram
of a packet radio station in accord with the present invention. Each station 30 includes a
spread-spectrum transmitter 32 and a spread-spectrum receiver having multiple tracking and
despreading channels 34 operatively coupled to a packet radio controller 36 via respective
data and control lines. As appears more fully hereinbelow, the spread-spectrum transmitter
and receiver eliminate at each packet radio station packet loss from contention appearing as
background noise, while the spread-spectrum receiver having multiple tracking and
despreading channels 34 eliminates at each station packet loss from multiple other

neighboring packet controllers contending for the receiver at the same time. An antenna 38
is connected via a duplexer (circulator) 40 to the spread-spectrum transmitter and spread-

spectrum receiver having multiple tracking and despreading channels 32, 34, although in
alternative embodiments dual antennas may be employed without departing from the inventive
concepts. A clock 42 is coupled to the packet radio controller 36 whose reading is
initialized to a random value unique to each station in a manner described below. As appears
more fully hereinbelow, the packet radio controller 36 is implemented with first and second
scheduling techniques that eliminate packet loss from its own transmitter contending with its
own receiver and packet loss from comparatively-high power transmissions of other

neighboring packet controllers.
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Returning now to FIGURE 1, only stations 12 that are not ﬁidden over the horizon
can contribute to the interference at a receiver. Hence, the population of stations that are
able to interfere with a given receiver is limited to those in the same geographic region. If
the earth’s surface were perfectly spherical and all antennas were at the same height, the
region would be the interior of a circle 14 marked "R". A metropolitan area on flat terrain,
or a region nested in a bowl-shaped valley, are exemplary geographical locations where all
stations are within direct line-of-sight propagation. In such instances, the circle 14 would
represent an entire metropolitan area. Within the circle 14 encompassing an exemplary
metropolitan area, propagation follows the 1/r* propagation law, with no interference from
any stations outside the circle 14. To estimate the growth in the overall level of interference
as the system scales in number, and density, assume M interfering stations are distributed
randomly within the circle 14 of radius R, and that stations outside the circle can be ignored.
The average density p is then M/#t%. As the number of stations M increases, so does the
average density p. The distance to nearest neighbors also decreases, remaining proportional
to the distance R, , equal to p "'?, and defines a neighborhood illustrated by circle 16. The
signal level S from such a neighbor at a distance of p ' transmitting with unit power is:
ey

= ap,

where o depends on the antennas and wavelength used. Ignoring interference within the
neighborhood 16, which is managed separately in accord with the present invention as
appears more fully hereinbelow, the background noise level within the neighborhood 16 from

all of the other stations with duty cycle » that may be on the network inside of the circle 14
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is:
()
R 1
N=|p a—np2rdr
fRo e

Combining equations 1 and 2, the signal-to-noise ratio (SNR) is:

3)

SNR = 1

'qulnM
T

The expected signal-to-noise ratio of a signal from one of the nearest neighbors depends on
In M (the log of the total number of stations) and 75 (the duty cycle). FIGURE 3 shows a
plot generally designated 50 of the log of the signal-to-noise ratio as a function of the base
10 log of the number of stations. Note that "noise” means the interference from other
stations. As can be seen, the signal-to-noise ratio falls very slowly, approaching minus
twenty (-20) dB for » = one (1) as the number of stations approaches 10‘2. The signal-to-
noise ratio of a neighbors transmission falls slowly even as the number of stations grows
exponentially (even with n = one (1), it does not reach minus twenty one (-21) dB until 10"
stations). |

Accordingly, for almost any imaginably large population of stations in a packet radio
network, direct communication at a definite rate with nearby neighbors (neighbors nearer
than p ') remains possible provided that the stations can cope with signal-to-noise ratios of
around minus twenty (-20) dB. As appears more fully hereinbelow, spread-spectrum
transmitters in accord with the present invention are disclosed for eliminating at each station
packet loss from contention appearing as background noise that arises from all of the stations

9
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that may be on the net at a .given time within the region marked- by the circle 14. The
spread-spectrum transmitters introduce a processing gain greater than the expected signal-to-
noise ratio of the background noise, thereby eliminating contention arising therefrom in the
local area of the net where stations are communicating as illustrated by the circle 16.

If there are many (possibly millions of) stations in an area bounded by the circle 14,
the stations in the neighborhood 16 will be immersed in a din of interference. By using
spread-spectrum transmitters and receivers in accord with the present invention having a
moderately high processing gain in the range of twenty (20) dB to twenty five (25) dB,
stations are able to communicate directly with nearby neighbors even as the system scales
to an arbitrarily large number of stations. The spread-spectrum transmitters and receivers
in accord with the present invention allow the background noise interference from distant
stations to be treated as random noise, and no system wide coordination is needed to manage
the use of the channel.

By cooperatively forwarding packets, the stations 12 are self-organizing into a fully
connected network, which allows communication beyond the immediate neighbors. In any
actual network, full connectivity (self-organizability) depends on whether there are enough
stations to blanket the area, whether the stations are distributed uniformly enough and what
distance can be covered in one hop. For the graph of FIGURE 3, it was assumed that any
neighbor would be within the neiéhborhood 16 of the circle of radius p " distance away,
and that interfering transmissions are at the same power level and are evenly distributed
throughout the region 14.

If the stations are randomly and independently located in the plane at density p?, and
if p'? is the maximum distance that can be covered in a signal hop, then the expected

number of neighbors that a station will have is the expected number of stations inside the

10
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circle 16 of radius p*? , which is equal to 7. It is reasonable to éxpect that variations in
density will at some stations require reaching farther than to just three (3) expected stations.
Doubling the distance to 2p"* to within the circle 18 marked "2R," should suffice in most
situations, which may be obtained by increasing the processing gain of the spread-spectrum
transmitters in accord with the present invention by six (6) dB or a factor of four (4).
Assuming again uniform distribution, the expected number of reachable stations would then
be 47. This doubling of range comes at the expense of a factor of four (4) in raw throughput
since the processing gain has been increased, and any further increase in range (by increased
tolerance to interference) would impact throughput (a doubling in range would quadruple the
noise-to-signal ratios, reducing raw throughput by a factor of four (4), since achievable
throughput depends linearly on signal-to-noise ratios in a noisy system). With the signal-to-
noise ratios for stations at p ' distance in the minus ten (-10) dB to minus fifteen (-15) dB
range for reasonable duty cycles, the need to budget around (5) dB of headroom for
successful detection in the receiver, and the need for about an additional (6) dB margin for
more distant stations, the proper amount of processing gain is determined to lie in the range
of about twenty (20) to twenty-five (25) dB to insure network scalability and self-
organizability.

Referring now briefly to FIGURE 4, generally designated at 60 is an exerriplary
embodiment of a spread-spectrum transmitter employing direct sequence coding cooperative
with a spread-spectrum receiver to be described to provide the requisite processing gain,
although it will be appreciated that other spread-spectrum coding techniques well-known to
those skilled in the art could be employed as well without departing from the inventive
concepts. The baseband data input from the packet controller 36 (FIGUREI) is fed to

baseband modulator 16, the output of which is mixed in a mixer 64 with a direct sequence

11
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code produced by pseudo-random sequence generator 66. The direct sequence fast-running
pseudo-random bit sequence produced by the pseudo-random generator 66 is known as the
“spreading code” and the rate at which it runs in known as the "chip rate." The chip rate
is typically an exact multiple of the data bit rate, yielding an integer chips-to-bit ratio. The
baseband signal mixed with the chip rate spreading code is fed to mixer 68, which is fed by
broadband oscillator 70, and then amplified in a radio frequency amplifier 72 before it is fed
to the antenna 38. Baseband modulator 62 is fed by oscillator 74, and control lines from the
packet controller 36 (FIGURE 1) are connected to the oscillator 74, pseudo-random sequence
generator 66, broadband oscillator 70 and radio frequency amplifier 72. The control lines
enable to controllably disrupt one or more of the circuit elements 74, 66 and 70 to prevent
undesirable in-band interference to the receiver at the same station, and enable power control
in a manner described below, by controllably varying the amplification of the amplifier 72.
Other techniques known to those of skill in the art to prevent in-band interference may be
employed.

Returning now to FIGURE 1, as described heretofore, all transmissions of the stations

- 12 were assumed to be at the same power level. In cases where stations are closer than

maximum range, transmitting at full power is excessive. If the stations are controlling power
but are still transmitting with the same average power density as before, then the foregoing
analysis of average signal-to-noise ratio remains the same. By reducing power in situations
were lower power levels can still deliver a sufficient signal-to-noise ratio at the intended
receiver, interference to other stations can be reduced, increasing the signal-to-noise ratios
in receivers at other stations. A presently preferred power control algorithm is to transmit
with sufficient power to deliver a constant pre-determined amount of power to the intended

receiver. Other power control techniques, such as transmitting with sufficient power to just

12
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achieve the necessary signal-to-noise ratio could also be implemented without departing from
the inventive concepts. With the presently preferred power control technique, the network
10 rexﬁains scalable and self-organizing.

Packets travelling a distance more than 2o are routed through intermediate stations.
In the presently preferred embodiment, the criteria used to determine routes prefers short
hops, which produces less interference, and avoids skipping over intermediate stations. Since
stations may not know where they are geometrically, but are able to observe path gains
between themselves as described hereinbelow and construct therefrom entries in the
propagation matrix H for the hops that are usable, minimum-energy routing is presently
preferred. Minimum-energy routes are straightforward to compute and the heretofore known
algorithms for computing min-cost paths in networks can be used to find the least-cost paths
in the propagation matrix H, where the costs are the reciprocal of the path gains, such as the
so-called "Distributed Asynchronous Bellman-Ford" algorithm, described in Bertsekas et al,
supra at pages 325-333, incorporated herein by reference. Other minimum-energy algorithms
may be selected, and routing techniques other than minimum-energy routes, may be
employed without departing from the inventive concepts.

The spread-spectrum transmitters and receivers in accord with the present invention
enable elimination at each station of packet loss from contention appearing as backgiound
noise that arises from all of the stations within the radius R that may be on the net at any
given time, which elimination is effective for packets transmitted from within the regions
(neighborhoods) of the net bounded by the circles 16, 18 with the o' , 2o radii local to
the receiving station.

Distributed contention control with neighbors is accomplished in accord with the

instant invention as follows. If a collision occurs due to interference from within either of

13
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the neighborhoods 16, 18 around the receiver at each station whefe communication over
background noise is otherwise possible, it must fall into one of three cases. A type "1"
collision herein, gerierally designated at 20, is due to the transmission from a station not
involved in the exchange of a dropped packet, which is not addressed to the station receiving
the dropped packet, where the solid arrow designates the transmission from one station to
another, the dashed arrow represents the effect thereof that that transmission has on a
neighbor, and an arrow with an "X" through it designates a failed-reception that thereby
arises. A type "2" collision herein, generally designated 22, is due to multiple stations
attempting to send packets simultaneously to a single station. Again, the arrows with the
"X’s" therethrough schematically represent the failed-reception resulting from multiple
stations within its neighborhood attempting to transmit a packet to the same station. A type
"3" collision herein, generally designated 24, is due to a packet arriving at a station while
another packet is being transmitted by the receiving station. Type "3" collisions arise from
a transmitter contending with its own receiver. The enumeration into the three foregoing
types covers all possible cases of an interfering transmission. If the interfering transmission
from within a neighborhood does not involve the receiving station either as a receiver or
transmitter then it is a type "1" collision. If it does involve the receiving station as the
intended target of the interfering transmission, then it is a type "2" collision. If it involves
the receiving station as the sender of the interfering transmission, then it is a type "3"
collision. Of course, multiple collision types may occur simultaneously.

In accord with the present invention, the spread-spectrum transmitters disclosed
hereinabove eliminate most packet loss due to type "1" collisions. This may be seen as
follows. If a nearby interfering station is transmitting, and the receiver is élready prepared

to cope with a signal-to-noise ratio of 1/100 due to the potential overall level of background
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noise, then in order to significantly increase the level of interferencé, a nearby station would
have to be very near, since a low-power signal added to a high-power signal yields a signal
whose power level is not much different then that of the original high-power signal. Even
a station at 1/4th of the p™ distance would have only a small effect on the total amount of
interference. In most cases, type “1" collision is not a problem, but when it is, it is a local
problem, and a processor implemented scheduling technique to be described eliminates at
each station packet loss from comparatively-high power transmissions of other neighboring
packet controllers.

Type "2" collisions are very similar to type "1" collisions. The only difference is that
the intended receiver of the contenting transmissions is located at the same station. In accord
with the present invention, type "2" collisions are eliminated by enabling each station to
receive multiple transmissions in parallel by means of spread-spectrum radio receivers having
mulﬁple tracking and despreading channels.

Referring now briefly to FIGURE S, generally designated at 80 is an exemplary
embodiment of a spread-spectrum receiver having multiple despreading channels in accord
with the present invention. The broadband packet radio signal received by the antenna 38
(FIGURE 1) is fed through low-noise amplifier 82 to mixer 84. Mixer 84 downconverts
the amplified signal to the IF frequency band, and feeds it to an IF amplifier 86. The mixer
84 is fed by an oscillator 86, which may be the same as the oscillator 70 of FIGURE 4. The
output of the IF amplifier 86 is fed to the mixers 90 in each of the multiple tracking and
despreading channels 92, where it is despread by combining it with the same spreading code
as that used by the spread-spectrum encoder of the transmitter 60 (FIGURE 4). Downstream
narrow-band filters and detectors, not shown, in each despreading channel may be used to

isolate the signal and demodulate it to determine the data bits. The bandwidth occupied by
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the direct sequence spread-spectrum signal of the presently preferred embodiment is roughly
equal to the chip rate. The data signals at the output of each of the despreading channels 92
have apparently been amplified over the interfering signal by a factor equal to the original
bandwidth divided by the bandwidth of the narrow-band filters. The processing gain is this
factor, and is approximately equal to the ratio of the chip rate to the data bit rate. The
packet controller 36 (FIGURE 2) provides spreading code synchronization and other control
information to the pseudo-random sequence generators 94 of the each of the multiple tracking
and despreading channels 92 as well as controls the power of the oscillator 86 to turn it on
and off. The number of despreading channels needed to eliminate type "2" collisions needs
not be larger than the number of neighbors that might communicate directly with the station.
This number should be small, since, as we have already seen, Aonly nearby stations will be
capable of direct communication over the din of background noise.

Retﬁming now to FIGURE 1, as to type "3" collisions 24, the interference from a
transmitter located with a receiver is a problem local to the neighborhoods 16, 18 and a
processor implemented scheduling technique will now be disclosed to eliminate at each
station packet joss from its own transmitter contending with its own receiver for packets from
a neighbor. With regard then to interference from the receiving stations own transmitter, the
sending station is provided with knowledge of at what times the receiving station may be
transmitting. Because the receiver’s schedule is known by the sending station, the sending
station can choose to send the packet at some other time. In order to make its schedule
known to its neighbors, a station (the intended receiver) needs to schedule the times that it
may be transmitting and inform its neighbors what those times will be by periodically
publishing its unique schedule in a manner described below.

Global clock synchronization is not required. Only the ability to relate one station’s
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clock with another is required. The term "clock” as used herein does not imply knowledge
of what time it is. Rather, "clock" just means something like a clock that advances at some
known rate. This ability is accomplished in the presently preferred embodiment by having
the stations occasionally rendezvous and exchange clock readings. Differences between
clocks, and small differences in clock rates, can be mutually modeled, and the resulting
models, along with the published transmit schedules, each reckoned by the publishing
station’s clock, can be used by neighbors to predict when a station will be transmitting.
Reference may be had to an“axticle entitled Time Surveying: Clock Synchronization Over
Packet Networks, Technical Report, MIT/LCS/TR-623, Massachusetts Institute of
Technology Laboratory for Computer Science, (May 1994), for a description of how the
drift of a clock driven by a quartz oscillator can be modeled from historical data and for a
demonstration of how the model can then be used to accurately predict future drift,
incorporated herein by reference.

The processor implemented first scheduling technique in accord with the presently
preferred embodiment of the present invention to eliminate at each station packet loss from
its own transmitter contending with its own receiver for paékets from a neighbor when it is
transmitting to an intended recipient is as follows. Each station independently produces and
publishes a unique schedule of transmit and receive opportunities for itself. The unique
schedule published by a station is a commitment by that station to listen (refrain from
transmitting) at particular times in the future (during the receive windows). A station with
a packet to be sent directly to another station then compares its own schedule with the
feceiving station’s schedule and sends the packet during a time when one of its own transmit
windows overlaps with a receive window of the receiving station enough to handle the packet

length. Each station only needs to be aware of the schedules of the immediate neighbors to
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which it might be directly s.'ending packets in the neighborhoods 16, 18, and no global
synchronization is required.

In the presently preferred embodiment, choosing unique schedules in a distributed
manner and without any global coordination is accomplished by using schedules that are
random or pseudo-random in nature. By having each station independently choose a random
schedule, the schedules allow many opportunities to communicate between any pair of
stations.

One presently prefe;red method of implementing pseudo-random schedﬁles is now
presented. Implementing the pseudo-random schedules requires a technique of generating
the random schedules and a technique of communicating the schedules and the clock readings
to neighbors. If each station’s clock is set differently, then the stations may all use the same
schedule, each reckoned by its own clock. With all stations using the same schedule, then
only the clock readings need to be communicated between stations. Time may then be
divided into equal size slots, again reckoned independently by each station’s clock, and each
slot designated to be either a transmit or receive window.

The schedule, a binary-valued function of a clock reading, singular since all may be
the same, may advantageously be implemented by dividing time into equal-length transmit
and receive windows of length T,,, with all times in a slot sharing the same ‘value
(transmitting or receiving). Whether a particular slot is for transmitting or receiving may
be determined by using a hash function to hash the value of time at the beginning of the slot.
If the hash value is less than a threshold, then the slot is a receive slot; otherwise it is a
transmit slot. The hash function selected must have a suitably-low self-correlation. A
presently preferred hash function is hash(x) = x'” mod 2* - 1. The threshold is selected to

achieve a desired duty cycle. The receive duty cycle, p, is the probability that a slot is a
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receive slot. The presently préferred way to set the clocks so that théy are different is to set
them independently to a random value. The probability that a station’s clock may by chance
be set to a value that is close enough to the value of a neighbor’s clock to cause trouble may
be made arbitrarily small by increasing the number of significant high-order bits in the clock.
Each additional high-order bit added and initialized randomly will reduce the probability by
a factor of two (2).

Referring now briefly to FIGURE 6, generally designated at 100 is a plot of a pseudo-
random schedule for twenty (20) stations of the presently preferred embodiment of the
processor implemented first scheduling technique in accord with the present invention. The
line is drawn in slots where a station is scheduled to transmit, and a line is omitted in slots
where the station is scheduled to listen. Note that during a transmit slot a station is under
no obligation to transmit but may do so if it has traffic to send. The receive slots however
are obligations to refrain from transmitting so that receptions are possible. The receive duty
cycle, the average fraction of slots that is scheduled for listening, is here 0.3. To send a
packet from one station to another, it is scheduled in accord with the processor implemented
first scheduling technique to fit in a period of time when the sending station is allowed to
transmit and when the receiving station is listening. For example, at the circled time 102 in
FIGURE 6, station "0" could not send to station "1" or station "2," but could transmit to
station "3."

Referring now briefly to FIGURE 7, generally designated at 110 is a graph of
schedules useful in explaining one presently preferred embodiment of scheduling packets for
transmission in accord with the processor implemented first scheduling technique of the
present invention. Each transmit slot is divided into a whole number of fixed-sized subslots,

each just large enough to carry a maximum sized packet. Packets are then scheduled into
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the first available slot at the fransmitter which overlaps a receive vﬁndow at the intended
receiver.

Returning now to FIGURE 1, the above-described processor implemented first
scheduling technique avoids collisions of the type "3" designated at 24 arising from
interference from a station’s own transmitter, the above-described spread-spectrum receivers
having multiple tracking and despreading channels eliminate the collisions of the type "2" and
designated 22, and the above-described spread-spectrum transmitters, receivers and power
control technique eliminate most collisions of the type "1" and designated 20. Now, a
processor implemented second scheduling technique is described to eliminate collisions
arising from interference by comparatively-high power (or very near) transmitters (whether
the effect of a comparatively-high power transmission of a neighbor is significant or not will
depend on how much processing gain the stations are using).

The power levels of signals are typically discussed in terms of decibels (dB), a
logarithm of the power level. The power levels of neighboring high-powered transmitters
add, but not the logarithms of the powers. For example, if two signals, one at a power level
of tWenty (20) dB and the other at a power level ten (10) dB are added, the power level of
the resulting signal is at twenty and four-tenths (20.4) dB, which is a barely significant
change. In order for the addition of a weak signal to increase the overall level of
interference by more than one (1) dB, its power level must be at least 1/4th the power level
of the overall interference. One (1) dB, which is about a twenty-five percent (25 %) change,
may be taken as an exemplary threshold of significance. It would then take more than four
(4) simultaneous comparatively-high power transmissions, each contributing just under the
exemplary one (1) dB threshold from nearby neighbors, to have more than a three (3) dB

effect on the overall level of interference.
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Only in infrequent circumstances will a neighbor’s transmissién increase the level of
interference by more than the one (1) dB exemplary threshold. As described hereinabove,
the background level of noise may be roughly a factor of one-hundred (100) greater (up by
twenty (20)) dB than the level of individual signals received from nearby stations. Stations
already must cope with this level of interference. In order for an interfering station to
significantly increase (by more than the exemplary one (1) dB threshold) the total amount of
interference, it would have to deliver more than twenty (20) times (or thirteen (13) dB more)
the amount of power thatA it is delivering to the intended recipient. Assuming 1/r
propagation, this threshold will be exceeded only when the receiving station is more than five
(5) times as far away as the interferee. If the most distant stations in a neighborhood are at
the distance 2o, the expected number of stations within a radius of one-fifth this distance
is only about one-half (.5). This number is well under the interference threshold for four (4)
nearby transmitters of the presently preferred embodiment. Therefore, this form of
interference will not often be a problem.

When high-power must be used, an additional constraint is placed on the scheduling
to avoid interfering with a neighbor’s reception in accord with the processor implemented
second scheduling technique of the present invention. Those packet transmissions that
require high-power are not scheduled at a time that overlaps with a receive window at a
neighbor who is too close. In a presently preferred embodiment of the processor
implemented second scheduling technique, station, is too close to station; for station; to send
to station; during a receive window of station, if h;;? < 20 h;, 2, where "h" is the path
gain. The factor of twenty (20) means that if the signal at a nearby neighbor will be more
than thirteen (13) dB above the usual reception pbwer level, it cannot be sent during that

neighbor’s receive windows. Of course, other maximum power thresholds can be employed
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without departing from the in\./entive concepts.

Referring now to FIGURE 8A, generally designated at 130 is a flow chart illustrating
a background routine of the packet controller 36 (FIGURE 2). As shown by a block 132,
the packet controller waits until it periodically sends a rendezvous packet as illustrated by a
block 134. As shown by a block 136 in FIGURE 8B, each rendezvous packet includes
information representative of the identity of that station, information as illustrated by a block
138 representative of the power used to transmit the rendezvous packet and, as illustrated by
a block 140, information representative of the clock value of the sending station.

Referring now to FIGURE 9A, generally designated at 150 is a flow chart illustrating
another background routine of the packet controller 36 (FIGURE 2). As shown by a block
152, the packet controller at each station listens for rendezvous packets. As shown by a
block 154, upon receipt of a rendezvous packet, the packet controller updates its database of
nearby stations, then processing returns to the block 152. As shown by the block 156 in
FIGURE 9B, the database it maintains for each station includes information representative
of the clock offset and information representative of the path gain to that station as shown
by a block 158.

Referring now to FIGURE 10, generally designated at 170 is a flow chart illustrating
an interrupt routine of the packet controlier 36 (FIGURE 2). As shown by a block' 172,
processing in the background processing routines is interrupted when a packet arrives. As
shown by a block 174, the packet controller then determines the next hop for the received
packet from the routing tables. As shown by a block 176, the packet controller then
schedules the packet for departure at a time compatible with the schedule at the next hop
station by comparing its unique schedule with that of the intended recipient to determine the

first available listening window thereof that has not been previously scheduled. As shown
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by a block 178, the packet controller waits until that time, and as shown by a block 180,
sends the packet to the intended recipient at that time.

Referring now to FIGURE 11, generally designated at 190 is a subroutine called by
the packet controller 36 (FIGURE 2) during processing in the step 176 (FIGURE 10). As
shown by a block 192, at the time when a packet is received by the transmitting station, it
looks at its unique schedule to determine whether the next subslot it is a transmit subslot.
As shown by block 194, if it is a transmit subslot, processing branches to the block 196, but
if not, processing returns to~the block 192.

If it is a transmit slot, the packet controller determines whether this subslot is
contained within a receive window at the intended receiver as shown by block 196. If not,
processing returns to the block 192. |

If it is, the packet controller determines whether that transmit subslot is already
booked as shown by a block 198. If it is already booked, processing returns to block 192.
If not, as shown by block 200, the packet controller determines whether the power of the
required transmission would interfere with the receive windows of any neighbors. If it
would, processing returns to block 192. Otﬁerwise, an acceptable subslot in which to send
the packet has been found and the packet is scheduled to be sent in that subslot as shown by
a block 202.

Many modifications of the presently disclosed invention will become apparent to those

skilled in the art having benefitted by the instant disclosure.

WHAT IS CLAIMED IS:
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1. A scalable, self-organizing packet radio network station providing decentralized collision-

free packet transfer between stations, comprising:

first means for eliminating at each station packet loss from contention appearing as
background noise that arises from all of the stations that may be on the network at any given
time;

second means for eliminating at each station packet loss caused by multiple other
neighboring stations that may be sending generally simultaneously with a given station at a

given time; and

third means for eliminating at each station packet loss caused by its own transmitter
contending with, at its own receiver, receptions of packets from one or more neighboring

stations.

2. The invention of claim 1, further including fourth means for eliminating at each station
packet loss due to interference from comparatively-high power transmission of one or more

neighboring stations.

3. The invention of claim 1, wherein said first means includes a spread-spectrum transmitter
providing a spread-spectrum processing gain selected to be greater than the average

background signal-to-noise ratio of all stations that may be on the network.

4. The invention of claim 3, wherein the spread-spectrum transmitter implements direct

sequence coding.

5. The invention of claim 1, wherein said second means includes a spread-spectrum receiver

having multiple tacking and despreading channels.
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6. The invention of claim 1, wherein said third means includes a processor implemented first

scheduling technique.

7. The invention of claim 6, wherein the processor implemented first scheduling technique
(i) randomly generates at each station a unique schedule of transmit and receive opportunities
during which it obliges itself to listen, (ii) publishes its unique schedule to the other
neighboring stations, (iii) compares its unique schedule of transmit and receive opportunities
with that of a neighboring station intended to receive the transmission to determine when
packets may be transferred thereto during a receive opportunity thereof without collision and

(iv) transmits its packets thereto at such times.

8. The invention of claim 7, wherein the random generation at each station is implemented
by a pseudo-random schedule generator common to all stations and by a pseudo-randomly
initialized clock unique to each station, wherein each station periodically exchanges
rendezvous packets with neighboring stations that include information representative of each
station’s unique clock, and wherein the comparison at each station of its unique schedule of
transmit and receive opportunities with that of the intended recipient station is implemented
by generating at each station the unique schedule of transmit and receive opportunities of the

intended recipient station from that station’s unique clock.

9. The invention of claim 8, wherein the random generation is implemented by a binary-

valued function of a clock reading.
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10. The invention of claim 9, wherein the information representative of each station’s unique

clock is its clock reading.

11. The invention of claim 9, wherein each station’s unique schedule of transmit and receive

opportunities has equal length transmit and receive opportunities.

12. The invention of claim 11, wherein each transmit opportunity is divided into a plurality

of transmit subslots.

13. The invention of claim 12, wherein each subslot is made equal in length to the

maximum packet length.

14. The invention of claim 2, wherein said fourth means includes a processor implemented

second scheduling technique.

15. The invention of claim 14, wherein the processor implemented second scheduling
technique (i) randomly generates at each station a unique schedule of transmit and receive
opportunities during which it obliges itself to either transmit or to listen, (ii) publishes its
unique schedule to other neighboring stations, (iii) compares its schedule of transmit and
receive opportunities with that of an intended neighboring station and with those of one or
more other neighboring stations to determine when a transmit opportunity first arises that
does not overlap with any receive opportunity of the one or more neighboring stations so that

packets may be transferred to the intended neighboring station without causing collision at
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one or the other neighboring stations and (iv) transmits its packets to the intended station at

such times.

16. The invention of claim 15, wherein the random generation at each station is
implemented by a pseudo-random schedule generator common to all stations and by a pseudo-
random clock unique to each station, wherein each station periodically exchanges rendezvous
packets with neighboring stations that include information representative of each station’s
unique clock, and wherein the comparison at each station of its unique schedule of transmit
and receive opportunities wifh that of the intended recipient station and with those of the one
or more neighbor stations is implemented by generating at each station the unique schedule
of transmit and receive opportunities of the intended recipient station and of the one or more

neighbor stations from those station’s unique clock.

17. The invention of claim 16, wherein the random generation is implemented by a binary-

valued function of a clock reading.

18. The invention of claim 17, wherein the information representative of each station’s

unique clock is its clock reading.

19. The invention of claim 16, wherein each station’s unique schedule of transmit and

receive opportunities has equal length transmit and receive opportunities.

20. The invention of claim 19, wherein each transmit opportunity is divided into a plurality

of transmit subslots.
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21. The invention of claim 20, wherein each subslot is made equal in length to the

maximum packet length.

22. The invention of claim 9, wherein the binary-valued function of a clock reading utilizes

a hash function.

23. The invention of claim 17, wherein the binary-valued function of a clock reading utilizes

a hash function.
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_ AMENDED CLAIMS
[recglyed by the International Bureau on 10 February 1997 (10.02.97)
original claims 6 and 7 cancelled; original claims 1, 2, 5, 8 and
14-16 amended; new claims 25 and 26 added:;
remaining claims unchanged (6 pages)]

1. A scalable, self-organizing packet radio network station

.
’

providing decen;ralized collision-free packet transfer between
stations, comprising:

first means for eliminating at each station packet loss from
contention appearing as background noige that arises from all of
the stations that may be on the network at any given time; and

second means for eliminating at each station packet loss
eaﬁsed by its own cransmitter contending with, at its own
receiver, receptions of packats from one or more neighboring
stations;

wherein said second means includes a processor implemented
first scheduling technique; and wherein the processor implemented
first scheduling technique (i) generates at each station a
schedule of transmit opportunities and receive opportunities
during which it obliges itself to listen, which schedule isg
unique to each station and asynchroncus with that of other
stations, (ii) publishes its unique schedule to the other
neighboring stations, (iii) compares 'its unique schedule of
transmit and receive opportunities with that of a neighboring
station intended to receive the transmission to determine when
packets may be transferred thereto during a receive opportunity
thereof without collision and (iv) transmits its packets thereto

at such times.

2. The invention of claim 1, further including third means for

eliminating at each station packet loss due to interference from
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comparatively-high power transmission of one or more neighboring

stations.

3. The invention of claim 1, wherein said first means includes a
spread-spectrum transmitter providing é spread-spactrum
processing gain selected to be greater than the average
background signal-to-noise ratio of all stations that may be on

the network.

4. The invention of clazim 3, wherein the spread-spectrum

transmitter implements direct sequence coding.

S. The invention of claim 24, wherein said fourth means includes
a2 spread-spectrum receiver having multiple tacking and

despreading channels,

8. The invention of claim 7, wherein the generation at eéch
station is implemented by a pseudo-random schedule generator
common to all stations and by a pseudo-randomly initialized clock
unique to each station, wherein each station periodically
exchanges rendezvous packets with nefghboring stations that
include information representative of each station's unigque
clock, and wherein the comparison at each station of its unigue
schedule of transmit and receive opportunities with that of the
intended recipient station is implemented by generating at each

station the unique schedule of transmit and receive opportunities
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of the intended recipient station from that station's unique

clock.

9. The invention of c¢laim 8, wherein the randem generation is

implemented by a binary-valued function of a clock reading.

10. The invention of claim 9, wherein the information

representative of each station's unique clock is its c¢lock _

reading.

11. The invention of claim 9, wherein each station's unique
schedule of transmit and receive opportunities has equal length

transmit and receive opportunities.

12. The invention of claim 11, wherein sach transmit opportunity

ig divided into a plurality of transmit subslots,

13. The invention of claim 12, wherein each subglot is made

equal in length to the maximum packet length.

14. The invention of claim 2, wherein said third means includes

@ processor implemented second scheaduling technique.

15. The invention of claim 14, wherein the processor implemented

second scheduling technique (i) generates at each station a
schedule of transmit opportunities and receive opportunities

during which it obliges itself to listen, which schedule is
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unique to each station and asynchronous with that of other
stations (ii) publishes its unique schedule to other neighboring
stations, (iii) compares its scheduls of transmit and receive
opportunities with that of an intended neighboring station and
with those of one or more other neigﬁboring stations to determine
when a transmit opportunity first arises that does not overlap
with any receive opportunity of the one or more neighboring
stétions so that packets may be transferred to the intended
neighboring station without causing collision at one or the other
neighboring stations and (iv) transmits its packets to the

intended station at such times.

16. The invention of claim 15, wherein the generation at each
station is implemented by a pseudo-random schedule generator
common to all stations and by a pseudo-random clock unique to
each station, wherein each station periodically exchanges
rendezvous packets with neighboring stations that include
information representative of each station's unique clock, and
wherein the comparison at each station of its unique schedule of
transmit and receive opportunities with that of the intended
recipient station and with those of the one or more neighbor
stations is implemented by generating at each station the unique
schedule of transmit and receive opportunities of the intended
rgcipient station and of the one or more neighbor stations from

those station's unique clock.
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17. The invention of claim 16, wherein the random generation is

implemented by a binary-valued function of a clock reading.
18. The invention of claim 17, whaerain the information
repregentative of each station's unique clock is its clock
reading,

19. The invention of claim 16, wherein each station's unique

schedule of transmit and receive opportunities has equal length

transmit and receive opportunities.

20. The invention of claim 19, wherein each transmit opportunity

ig divided into a plurality of transmit subslots.

21. The invention of c¢laim 20, wherein each subslot is made

equal in length to the maximum packet length,

22. The invention of claim 9, wherein the binary-valued function

of a clock reading utilizes a hash functionm.

23. The invention of claim 17, wherein the binary-valued

function of a clock reading utilizes a hash function.

24. The invention of claim 1, further including fourth means for

eliminating at each station packet loss caused by multiple other
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neighboring stations that may be sending generally simultaneocusly

with a given station at a given time.

25. The invention of claim 1, wherein said generation is random

generation.

26. 1. A self-organizing packet radio network station providing

decentralized packet transfer between stations, comprising:

4 processor; and

& processor implemented first scheduling technique which (i)
generates at each station a schedule of transmit opportunities
and receive oppdrtunities during which it cbliges itself to
listen, which schedule is unique to each station and.asynchronous
with that Qf other sﬁations, (ii) publishes its unique schedule
to the other neighboring statiens, (iii) compares ite unique
schedule of transmit and receive opportunities with that of a
neighboring station intended to receive the transmission to
determine when packets may be transferred theréto during a
receive opportunity thereof without collision and (iv) transmits

its packets thereto at such times.
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