A method and a system of controlling a remote controlled device in a remote controlled surgical procedure using a computer network. A client computer generates a client difference program indicative of a change of a state of the device last received from a
server computer and transmits the same to the server computer. Upon receipt, the server computer executes the client difference program and determines an updated state of the device, generates control data indicative of the updated state of the device, provides the control data to the device, and generates and transmits a server difference program having encoded a difference between the state of the device and a state of the device last transmitted to the client computer. The client computer executes the server difference program for updating the state of the device last received from the server computer and for displaying the same in a human comprehensible fashion.
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A Method and System of Controlling a Remote Controlled Device in a Remote Controlled Surgical Procedure.

CROSS-REFERENCE TO RELATED APPLICATION


BACKGROUND OF THE DISCLOSURE

[0002] In numerous present day scenarios it may be desired to enable remote control of devices, such as a camera. For example, in the healthcare sector, a surgeon carrying out a surgical procedure on a patient in an operating room may require assistance from an expert that is unable to attend the surgery in the operating room. Cameras mounted in the operating room may capture the surgical procedure and transmit video data thereof to a computer for display to the expert.

[0003] State of the art surveillance systems such as, for example, PUREACTIV provide remote control of camera functions such as, for example, pan, tilt, and zoom, via a server computer connected thereto. Authorized users are enabled to access the surveillance system using a client computer connected to the server computer via a computer network such as the Internet for controlling the camera functions, receiving captured video data as well as accessing previously captured video data stored in a database.

[0004] Use of wireless handheld devices such as, for example, IPHONE and ANDROID devices has rapidly increased over the last couple of years to the extent that now nearly every professional owns at least one wireless handheld device. State of the art wireless mobile
technology enables use of small wireless handheld devices to access the internet and download video streams.

SUMMARY OF THE DISCLOSURE

[0005] A method and system for providing remote control of a device over a computer network by a remotely connected client device is provided. According to some implementations, the method and system provide remote control of a camera from a wireless handheld device via a wireless computer network.

[0006] Other systems, methods, features and/or advantages will be or may become apparent to one with skill in the art upon examination of the following drawings and detailed description. It is intended that all such additional systems, methods, features and/or advantages be included within this description and be protected by the accompanying claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] The accompanying drawings are not intended to be drawn to scale. In the drawings, each identical or nearly identical component that is illustrated in various figures is represented by a like numeral. For purposes of clarity, not every component may be labeled in every drawing. In the drawings:

[0008] Figure 1 is a simplified block diagram of a system for remotely controlling a device via a computer network;

[0009] Figures 2a to 2d are simplified block diagrams illustrating communication between a client computer and a server computer of the system shown in Figure 1; and

[0010] Figures 3a to 3c are simplified flow diagrams of a method for remotely controlling a device via a computer network.
DETAILED DESCRIPTION OF THE DISCLOSURE

[0011] Unless defined otherwise, all technical and scientific terms used herein have the same meaning as commonly understood by one of ordinary skill in the art to which the disclosure belongs. Any methods and materials similar or equivalent to those described herein can be used in the practice or testing of the present disclosure.

[0012] While implementations of the disclosure will be described for remotely controlling functions of a camera in a clinical environment only for the sake of simplicity, it will become evident to those skilled in the art that the embodiments of the disclosure are not limited thereto, but are applicable in numerous other fields such as, for example, controlling of cameras of surveillance systems and cameras of telerobotic equipment, of remotely operated vehicles as well as the operation of the vehicle. Furthermore, while implementations of the disclosure will be described for video data transmission, it will become evident that the embodiments of the disclosure are also applicable for transmission of other data such as, for example, audio data or data captured by various types of sensors such as temperature sensors.

[0013] Referring to Figure 1, a system 100 for remotely controlling a device via a computer network is shown. The system comprises a plurality of client computers 112A, 112B connected via a communication network 110 to a server computer 102, for example, a central server computer of a surveillance system. Although the client computers 112A, 112B are shown as mobile devices, (e.g., wireless handheld devices), the client computers 112A, 112B may be any type of computing device, such as laptop/notebook computers, tablet devices, desktop computers, etc. As will be described below, the server computer 102 may perform one or more of many functions, such as functions associated with a video server, a gateway server, a recording service, etc. Cameras 108A, 108B may be connected to the server computer 102
using, for example, a Local Area Network (LAN) or the Internet. For example, in a clinical environment the cameras 108A, 108B are mounted in an operating room for capturing video data of a surgery performed therein. The system 100 may be made up of any combination of one or more of each of the server, the client device and the cameras.

[0014] The cameras 108A, 108B may be digital cameras such as, for example, digital Internet Protocol (IP) cameras, connected to a processor 104 of the server computer 102. Alternatively, analog cameras may be connected to the processor 104 of the server computer 102, for example, via a capture card for digitizing the analog video signal. Further alternatively, one or more cameras, for example, a web cam, or a camera of another mobile device such as an IPHONE are connected to a server computer via the Internet.

[0015] In some implementations, the system 100 may provide for video distribution, recording, and camera control capabilities. For instance, the cameras 108A, 108B may be statically defined at configuration time, such that their capabilities and control functionalities are known to the server computer 102. In such a system 100, the server computer 102 may be a video server or a gateway to access other video servers, or the server computer 102 may perform both functions.

[0016] The cameras 108A, 108B may be defined as a "video source." Video sources represent static sources of video data, whether through an Internet Protocol (IP) camera, or through an analog camera that is digitized via a capture card installed in, e.g., the server computer 102. The server computer 102 may enumerate available video sources and request the most recent frame captured from a particular video source, at a variety of resolutions and/or compression levels. The system 100 enables a camera control channel to be associated with a video source. The camera control channel is typically an RS232/422/485 serial data connection between, e.g., cameras 108A, 108B and the server computer 102. Multiple cameras
may be addressed by the server computer 102 over the camera control channels. In some implementations, an IP connection may be provided over a LAN to a networked camera.

[0017] In some implementations, an abstract camera control protocol may be defined, which may be implemented on top of native protocols used by the various different models of cameras. As such, the abstract camera protocol may be used by the system 100 to define functions, such as a linear zoom model that allows point and click positioning and drag box zooming to be implemented on a remote user interface. Such absolute positioning commands mitigate lag effects due to latency from which relative positioning commands suffer. Optionally or alternatively, an add-on device may be interposed between the cameras 108A, 108B and the server computer 102 to control the cameras 108A, 108B. The add-on device may convert commands to the native camera protocols to implement functions of the cameras 108A, 108B.

[0018] The camera control facilities of the system 100 may be exposed through a TCP based network port for use by multiple users, as discussed in further detail with regard to Figures 3a-3c. The camera functions such as, for example, pan, tilt, and zoom are controlled by executing commands, on the processor 104, a camera control program that stored in memory 106 of the server computer 102. The camera control program further controls capture and provision of video data in a substantially real-time fashion. According to aspects of the disclosure, remote control of the camera functions using, for example, client computers 112A, 112B is enabled by executing a server remote access program on the processor 104 of the server computer 102 and a respective client remote access program executed on a processor 118A, 118B of the client computer 112A, 112B. The server remote access program may be performed by executing executable commands stored in the memory 106 of the server computer 102, while the client remote access program is performed by executing executable commands stored in memory 120A, 120B of the client computer 112A, 112B. An example of
the server remote access program is PUREWEB, available from Calgary Scientific, Inc. of Calgary, Alberta.

[0019] In addition to the above camera control functions, the following capabilities may be provided by the system 100: enumeration of the abstract camera control capabilities associated with each video source; requesting permission to acquire control of a camera, as only one user may control a camera at a time; sending various camera control commands according to the abstract protocol if control has been acquired; and releasing control of a camera after a timeout period or if a user with higher priority requests control.

[0020] In some implementations, the video source (e.g., cameras 108A, 108B) may be recorded by a recording service running on, e.g., the server computer 102 or another computer in communication with the server computer 102. For example, the recording service may specify a maximum time to store video or a minimum disk space to maintain as free space. If the video stream is being recorded, a frame captured at certain time in the past may be requested and delivered to the recording service for storage. The recording service may delete video in time-based chunks from oldest to newest across all video sources, define a policy to mark portions of video to prevent deletion, and/or export segments of recorded video as an AVI (or other video format) file. The recording service may store video either in its native form as received from the cameras 108A, 108B or the computer network 110, or may transcode the video to use, e.g., JPEG encoding. The frame frequency may be decimated to reduce storage requirements.

[0021] In some implementations, the system 100 of Figure 1 may be used to provide a dynamic point-to-multipoint video distribution system. The system 100 may provide security and audit capabilities for, e.g., medical or other applications requiring audit trails. The system 100 may provide dynamic publishing of video from a variety of sources to the server computer 102. The sources may include dynamic video sources, such as client computers 112A, 112B.
(e.g., mobile phones, laptops), remote IP cameras, and third-party video systems. Such dynamic video sources may not require a static configuration that is predefined at the server computer 102; rather the dynamic video sources may pass configuration information in a client difference program to the server computer 102, as described below. The server computer 102 may route the received video to the recording service for recording or to the video server for future distribution.

[0022] The system 100 may provide a mechanism for client computers to subscribe to video from the server computer 102. Such video may be recorded video available through the recording service, or live video being provided by the video server. The client computers 112A, 112B may communicate with the server computer 102, as an interface, which will delegate communications to and from the video server and/or recording service.

[0023] Additionally or alternatively, the processor 104 may execute an application program that is stored in memory 106 of the server computer 102. For purposes of the present disclosure, the application program may be any program. The server computer 102 may enable remote access to the application program, such that the client computers 112A, 112B may interact separately or collaboratively with the application program over the communication network 110. The application program, however, may not directly support video. In accordance with some implementations, the sever computer 102 may inject video frames into the communications involving the application program and the client computers 112A, 112B.

[0024] In some implementations, the server computer 102 may provide a security and authentication service. The sever computer 102 may include security policies and audit provisions such that in, e.g., medical applications, video can be safely collected with confidence that no one will be able to see or replay the video without consent. Furthermore, a subject may specify a policy regarding how long the recorded video may be kept, whether copies of
recordings may be made, and who can view recordings in the future, as well as have an audit trail maintained of any copies made or viewings of recordings for forensic security purposes.

[0025] With reference now to Figures 2a to 2d, communication between the client computer 112A, 112B and the server computer 102 is provided as communication between the server remote access program and the client remote access program via, for example, a wireless or wired computer network. The server remote access program communicates with the camera control program while the client remote access program communicates with a user interaction program such as, for example, a web browser for: displaying data such as, for example, video data and camera control data; and for receiving user input data for controlling the camera or video replay functions from, for example, a touch screen of a handheld wireless device, from a mouse or keyboard, or by voice command. The server remote access program and the client remote access program may be implemented using standard programming languages and communication is enabled using standard communication technologies such as, for example, Hyper Text Transfer Protocol (HTTP), Virtual Private Networks (VPN), and Secure Socket Layers (SSL) which are well known to those skilled in the art. Provision of the server remote access program and the client remote access program enable implementation of aspects of the disclosure as a retrofit to existing technologies on the server side as well as on the client side. Thus, the server remote access program may control storage and replay of the captured video data. Further, the server remote access program may control access for controlling the cameras 108A, 108B as well as access to the real-time video data and the stored video data.

[0026] Communication between the server remote access program and the client remote access program may be based on transmission of difference programs having encoded data indicative of a change of state of the camera 108A, 108B, as will be described herein below. The difference programs comprise executable commands for execution by a processor.
The encoded data are, for example, indicative of: a path to the change in the state of the camera; a type of the change; and a value of the change. The path to the change is, for example, one of the camera functions such as pan, tilt, and zoom. The type of change is, for example, a "modification", with a new value is for one of the camera function. An example of a difference program is:

Path="Camera Function/Zoom"
Type="Modification"
Value="50"

The server remote access program may generate "view data" of the video data captured by the camera and transmit the same in a fashion according to hardware capabilities of the client computer 112A, 112B. For example, the "view data" may be determined in accordance with a processing capacity, memory size, type of graphical display, and type of user interface of the client computer 112A, 112B. A such, "view data" generated and transmitted for a laptop computer are different from "view data" generated and transmitted for a handheld device such as, for example, an IPHONE. Generation of "view data" enables a substantial reduction in the amount of data transmitted (i.e., results in a savings in bandwidth utilization) for display on the small display of a handheld wireless device. A further reduction of the amount of transmitted data is realized by transmitting only image data related to pixel values that have changed between successive image frames of the video data using difference programs as illustrated in Figure 2a. Typically, the values of only a portion of the image pixels change between successive image frames, thus enabling a substantial reduction in transmitted data. In addition, the client computers may cache image data received from the server computer 102. By providing a cache, the client, when requesting a most recent frame captured from a particular video source, may utilize locally cached image data to reduce the amount of video data transmitted by the server computer 102. Logic may be provided on the
client computer 112A, 112B to determine what cached image data may be reused to provide a complete image to the user of the client computer.

[0028] Alternatively, the video data are directly transmitted as a video stream of successive image frames between the server remote access program and the client remote access program or the camera control program and the user interaction program. Direct transmission of the video data as a video stream reduces the latency between image capture and display at the cost of increased bandwidth needed for the data transmission to the client computer 112A, 112B. The client computer 112A, 112B may access a TCP-based network port to retrieve video. In some implementations, the video may be simultaneously accessed by multiple client computers at the enumerated TCP-based network port.

[0029] In some implementations, live video may be distributed as individual JPEG frames with configurable resolution and compression quality. Thus, the frames are not streamed, rather each frame is requested by the client computer 112A, 112B. While this may limit the maximum frame rate achievable, it offers a substantially reduced latency between capture at the image source and distribution with no buffering required.

[0030] Referring to Figure 2d, the video data may be stored in a video database 103 connected to the server computer 102 enabling replay of the video data. The camera control program provides the video data to the recording service or video database for storage therein, retrieves the same in dependence upon a request received from the server remote access program and provides the retrieved video data to the server remote access program for transmission to the client computer 112A, 112B. Alternatively, the server remote access program may directly retrieve the video data from the video database. Further alternatively, the server remote access program may store the data in the video database 103 upon receipt from the camera control program. In some implementations, the video server may include a
buffer that plays back the video at its original rate where the client requests sample the buffer as the requests are received.

[0031] Referring to Figures 3a to 3c, a method for remotely controlling a device via a computer network is shown. Using a processor 118A, 118B of the client computer 112A, 112B, a client difference program having encoded data indicative of a change of a state of the device last received from the server computer 102 is generated (10) and transmitted (12) to the server computer 102. For example, the data are indicative of a change of pan, tilt, or zoom of the camera 108A, 108B. Using the processor 104 of the server computer 102, the client difference program is executed and an updated state of the device is determined (14). The processor 104 then generates control data indicative of the updated state of the device and provides the control data to the device (16). For example, the updated state of the device is determined by the server remote access program while the control data are determined by the camera control program. The device executes the control data - for example, zooms in towards an object - and sends data indicative of the state of the device - for example, the new focal length - to the processor 104 of the server computer 102. Upon receipt (18), the processor 104 of the server computer 102 generates (20) a server difference program having encoded a difference between the state of the device and a state of the device last transmitted to the client computer 112A, 1128 and transmits (22) the same to the client computer 112A, 112B. Upon receipt, the processor 118A, 118B of the client computer 112A, 1128 executes (24) the server difference program, updates the state of the device last received from the server computer accordingly and displays the same on display 114A, 114B in a human comprehensible fashion.

[0032] Optionally, when transmitting video data to the client computer 112A, 112B generation and transmission of client difference programs are omitted, i.e. the video data are transmitted as a succession of server difference programs having encoded data indicative of a change in pixel values between consecutive image frames of the video data. For example, the
data indicative of a change of zoom of the camera 108A, 108B are based on a linear zoom
model allowing point and click positioning and drag box zooming using the graphical user
interface 114A of the client computer 112A.

[0033] Referring to Figure 3b, a method for managing access for remotely controlling
a device via a computer network according to a preferred embodiment of the disclosure is
shown. For example, user A of client computer 112A is controlling the device and user B of
client computer 112B provides input data indicative of a request to control the device. Upon
receipt of the input data the processor 118B of the client computer 112B generates (30) data
indicative of a request to control the device and transmits (32) the request to the server
computer 102. Upon receipt of the request the processor 104 of the server computer
determines (34) a priority of the client computer 112A and 112B. For example, data indicative
of a priority of each of a plurality of users may be stored in a database in the form of a look-up
table which is managed by an administrator of the remote control system. At 34, the processor
accesses the look-up table and retrieves the data indicative of the priority of the user.

[0034] If user A has priority (36) the processor 104 of the server computer 102
continues (38A) the communication with the client computer 112A allowing user A to control
the device. The processor 104 of the server computer 102 further generates (39A) data
indicative of denied access to control the device and transmits the same to the client computer
112B. If user B has priority (36) the processor 104 of the server computer 102 enables (38B)
the communication with the client computer 112B allowing user B to control the device. The
processor 104 of the server computer 102 further generates (39B) data indicative of denied
access to control the device and transmits the same to the client computer 112A.

[0035] Functions related to manage user access, i.e., the steps 34 to 39, are may be
by executing the server remote access program, thus limiting the camera control program to
communicate the commands to the camera and provide the captured video data. In addition,
while user A or user B is controlling the device, other are able to view the video capture or provided by device by either accessing the video stream or requesting frames of image data, as noted above.

[0036] Of course there are numerous variations of provision of user access possible. For example, user control may be restricted to specific devices of a plurality of devices connected to the server computer such as: user A is enabled to control camera 108A while user B is enabled to control camera B. In another example, user A is enabled to control the devices while user B is only enabled to receive the video data, etc. Yet further, user A and user B may receive video data. One of ordinary skill in the art would now recognize that other variations of access and presentation of video are possible where multiple devices are communicating with the server computer 102.

[0037] Referring to Figure 3c, a method for remotely controlling a device via a computer network is shown. The process of controlling the device and transmission of the video data is the same as illustrated in Figure 3a, with same reference numerals referring to same steps. At 19, the video data are stored in memory, for example, in memory 106 of the server computer 102 or in video database 103 connected to the server computer 102.

[0038] At 40, the processor 118A, 118B of the client computer 112A, 112B receives input data indicative of a request to provide the stored video data and generates data indicative thereof, for example, encoded in a client difference program and transmits (42) the same to the server computer 102. The request is, for example, indicative of video data captured by which camera and a start time of the video data. Optionally, the user is provided with a menu for the video data selection displayed on the user interaction interface 114A, 114B. Upon receipt, the processor 104 of the server computer 102 retrieves the stored video data and generates (44) a server difference program having encoded a difference between the stored state of the device and the stored state of the device last transmitted to the client.
computer 112A, 112B, i.e. a difference between consecutive image frames of the video data, and transmits (46) the same to the client computer 112A, 112B. Upon receipt, the processor 118A, 118B of the client computer 112A, 112B executes (48) the server difference program, updates the state of the device last received from the server computer accordingly and displays the same on display 114A, 114B in a human comprehensible fashion. Optionally, when transmitting video data to the client computer 112A, 112B generation and transmission of client difference programs are omitted, i.e. the video data are transmitted as a succession of server difference programs having encoded data indicative of a change in pixel values between consecutive image frames of the video data.

[0039] Alternatively, the camera control program and the server remote access program are integrated in one program for execution on the processor 104 of the server computer 102. Further alternatively, the client remote access program and the user interaction program are integrated into one program for execution on the processor 118A, 118B of the client computer 112A, 112B.

[0040] Further, as introduced above, the methods of Figures 3a-3c may enable remote control and/or video access to a plurality of client computers 112A, 112B, which are, for example, simultaneously, connected to the server computer 102 via the communication network 110. In such an implementation, each client computer may communicate a respective client difference program to the server computer 102 that represents changes made at the particular client computer. The client difference programs may be executed at the server computer 102 for determining control data to update a state of the device, followed by generating a second server difference program reflecting the updated state of the device. The plurality of client computers may, thus simultaneously and collaboratively control the device. Alternatively, the plurality of client computers may be prioritized, as in Figure 3b. The second server difference program may be communicated to each of the plurality of client device to
update the displays thereof. Thus, each connected client computer receives live or recorded video while control operations are being performed.

[0041] Implementation of the methods for remotely controlling a device via a computer network is not limited to the computer network architecture illustrated in Figure 1 and 2a to 2d. For example, the server remote access program may be executed on a processor of a first server computer while the camera control program may be executed on a processor of a second server computer connected thereto, for example, via a computer network such as the Internet. Further, the system 100 may be used to control multiple cameras in communication with multiple server computers. For example, each of the multiple server computers may be accessible at a different network address (e.g., a Uniform Resource Locator (URL)) to which the client access program may connect. Further, the video database may be connected to the first server computer and accessed by the server remote control program, leaving the second server computer and the camera control program for controlling the cameras and providing the captured video data. Still further, remote control may be effected by any type of client computer, i.e., mobile device, desktop computer, laptop/notebook computer, a tablet device, etc.

[0042] The present disclosure has been described herein with regard to several implementations. However, it will be obvious to persons skilled in the art that a number of variations and modifications can be made without departing from the scope of the disclosure as described herein.
WHAT IS CLAIMED IS:

1. A method of providing remote control of a device, comprising:

   providing a remote connection to a server computer accessible by a client computer, the server
   computer being in communication with a control program that controls the device by communicating
   control data over a control communication link;

   communicating, by the remote connection, a difference program containing data representing a
   change in a state of the device made by the client computer or the control program, the difference
   program capturing changes in the state of the device since the state of the device was last received by
   the server computing device or the client computing device; and

   communicating, in accordance with information in the difference program, the control data to
   the device over the control communication link; and

   synchronizing the state of the device using the difference program between the control program
   and the client computer.

2. The method of claim 1, wherein the device is a camera.

3. The method of claim 2, further comprising:

   generating view data of image data captured by the camera; and

   transmitting the view data to the client computer in accordance with hardware capabilities of
   the client computer.

4. The method of claim 3, wherein the hardware capabilities comprising one of processing
   capacity, memory size, type of graphical display, and type of user interface.

5. The method of any of claims 3-4, further comprising causing the client computer to display a
   predetermined portion of the state of the control program.
6. The method of any of claims 2-5, further comprising controlling functions of the camera using the control data.

7. The method of claim 6, where the functions of the camera comprise one of pan, tilt and zoom.

8. The method of any of claims 2-7, further comprising transmitting the image data as a video stream of successive image frames between a server remote access program executing on the server computer and a client remote access program executing on the client computer.

9. The method of any of claims 2-8, further comprising transmitting only image data related to pixel values that have been changed between successive image frames generated by the camera.

10. The method of any of claims 2-9, wherein plural client computers control functions of the camera, the method further comprising:
    determining a prioritization of the plural client computers;
    managing access to the camera in accordance with the prioritization; and
    providing image data from the camera to each of the plural client computers during the control of the functions of the camera.

11. The method of any of claims 1-10, further comprising capturing changes in the state of the control program in the difference program since a last difference program was communicated by the client computer or the server computer.

12. The method of any of claims 1-11, further comprising:
providing a server remote access program executing on a server computer, the server remote access program being in communication with the control program;

providing the remote connection to a client remote access program executing on a client computer;

communicating the difference program over the remote connection between the server remote access program and the client remote access program.

13. The method of any of claims 1-12, further comprising managing access of plural client computers that remotely control the device.

14. The method of claim 13, further comprising:

receiving a request from at least one of the plural client computers at the server computer;

determining a priority of the plural client computers in accordance with information stored in a database; and

allowing a client computer having a predetermined priority to control the device.

15. The method of any of claims 13-14, further comprising providing a functionality of the device to the plural client computers while at least one of the plural client computers remotely controls the device.

16. A computer readable medium comprising computer executable instructions that when executed by a processor of a computing device perform a method of providing remote control of a device, comprising:

providing a remote connection to accessible by a client remote access program to enable remote access of the device using a control program;
instantiating a server remote access program on a server computer that is in communication
with the control program and the client remote access program;

communicating a difference program containing data representative of a state of the device
over the remote connection;

communicating, in accordance with information in the difference program, control data over a
control communication link to the device; and

synchronizing the state of the device using the difference program between the control program
and a client computer.

17. The computer readable medium of claim 16, further comprising instructions for:

managing access of plural client computers that remotely control the device in accordance with
a predetermined priority.

18. The computer readable medium of claim 17, further comprising instructions for providing a
functionality of the device to the plural client computers while at least one of the plural client
computers remotely controls the device.

19. The computer readable medium of claim 16, further comprising instructions for generating
the control data from the data contained in the difference program representative of the state of the
device.

20. A method of providing remote control of a camera, comprising:

providing a server remote access program on a server computer, the server remote access
program being in communication with a camera control program that controls the camera via a control
communication link;
providing a remote connection to a client remote access program executing on a client
computer, the remote connection enabling remote access to the control program;

communicating a difference program containing data representative of a state of the camera
over the remote connection between the client computer and the server computer and between the
server computer and the client computer;

communicating image data from the camera to the client computer;

communicating, in accordance with information in the difference program, control data to the
camera to affect operation of the camera; and

synchronizing the state of the camera using the difference program between the control
program and the client computer to enable concurrent control by the client computer and presentation
of the image data on a display associated with the client computer.

21. The method of claim 20, further comprising managing access of plural client computers that
remotely control the camera,

wherein a request from one of the plural client computers to control the camera is evaluated in
accordance with prioritization information; and

wherein the image data is provided to each of the plural computers while the one of the plural
computers controls the camera.
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using a processor of the server computer, generating a server difference program having encoded a difference between the state of the device and a state of the device last transmitted to the client computer

transmitting the server difference program to the client computer

using a processor of the client computer, executing the server difference program for updating the state of the device last received from the server computer and displaying the same in a human comprehensible fashion
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Figure 3b
Figure 3b continued
Figure 3c
using a processor of the client computer, generating data indicative of a request to provide the stored data indicative of the state of the device

transmitting the request to the server computer

using a processor of the server computer, generating a server difference program having encoded a difference between the stored state of the device and a stored state of the device last transmitted to the client computer

transmitting the server difference program to the client computer

using a processor of the client computer, executing the server difference program for updating the stored state of the device last received from the server computer and displaying the same in a human comprehensible fashion

END

Figure 3c continued