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System and Method for Joint Optimization of Source Selection and Traffic Engineering

RELATED APPLICATIONS

[0001] This application claims priority to United States Patent Application No. 14/592,616 filed January 8, 2015, the contents of which are incorporated herein by reference.

BACKGROUND

[0002] This disclosure relates to a system and method for optimizing the selection of content sources and routing options in a network.

[0003] In a content delivery network or content distribution network (CDN) system, the same data can be stored at multiple content containers or sources such as content servers and local caching centers, and numerous routing options exist between the content sources and a content receiving device. CDN's will generally use a server selection mechanism based on one or more criteria such as physical distance, latency, load balancing and cost when selecting a particular content server to satisfy a user request from a requesting device. Additionally, CDN's will generally use traffic engineering (TE) to apply similar criteria to select the path and data rate through the network from a selected content source to the requesting device.

SUMMARY

[0004] According to an example embodiment, there is provided a method for routing data in a network from a plurality of content sources that store the data to a receiving device. The method includes: generating a network topology in which each of the content sources that store the data are represented as virtual routers that are each connected to a common virtual content server by respective infinite capacity communication links; determining optimized routing through the network topology for the data from the virtual content server to the receiving device; and determining, in
dependence on the optimized routing, a data allocation for each of the content sources to transmit data through the network to the receiving device.

[0005] According to another example embodiment, there is provided a system for optimizing traffic routing of data through a network from a plurality of content sources that store the data to a receiving device. The system includes a traffic optimizer configured to generate a network topology in which each of the content sources that store the data are represented as virtual routers that are each connected to a common virtual content server by respective infinite capacity communication links. The traffic optimizer will also determine an optimized routing through the network topology for the data from the virtual content server to the receiving device and determine, in dependence on the optimized routing, a data allocation for each of the content sources to transmit data through the network to the receiving device.

[0006] According to another example embodiment, there is provided a computer program product that includes a non-transient computer readable medium storing computer instructions for implementing traffic optimization for routing data in a network from a plurality of content sources that store the data to a receiving device. The instructions cause a traffic optimizing processor to: generate a network topology in which each of the content sources that store the data are represented as virtual routers that are each connected to a common virtual content server by respective infinite capacity communication links; determine optimized routing through the network topology for the data from the virtual content server to the receiving device; and determine, in dependence on the optimized routing, a data allocation for each of the content sources to transmit data through the network to the receiving device.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] For a more complete understanding of this disclosure, reference is now made to the following description taken in conjunction with the accompanying drawings listed below.
Figure 1 is a schematic diagram of an example of a content distribution network (CDN) to which example embodiments of the method and system described herein can be applied.

Figure 2 is a flow diagram illustrating a method for jointly optimizing data source and routing selections in a CDN according to example embodiments;

Figure 3 is a schematic diagram of an example of a network topology created for the CDN of Figure 1 according to example embodiments.

Figure 4 shows an example optimisation formulation.

Figure 5 illustrates an example of distributed content caching according to example embodiments.

Like reference numerals are used throughout the Figures to denote similar elements and features. While aspects of the present disclosure will be described in conjunction with the illustrated embodiments, it will be understood that it is not intended to limit the present disclosure to such embodiments.

DESCRIPTION OF EXAMPLE EMBODIMENTS

Figure 1 represents a communications network, which may for example be a content distribution network (CDN) 120, to which example embodiments of the system and method to optimize source selection and traffic engineering (TE) can be applied. CDN 120 may include one or more wired communications networks or wireless communications networks or a combination of wired and wireless communications networks. CDN 120 may operate according to one or more standards or technologies including but not limited to fourth generation (4G) or fifth generation (5G) telecommunications networks, Long-Term Evolution (LTE), 3rd Generation Partnership Project (3GPP), Universal Mobile Telecommunications System (UMTS) and other wireless or cellular communications networks.
In the CDN 120 of Figure 1, the same data can be stored at multiple data source or data container nodes, including for example one or more content servers 110 and content caches 112. Data is routed through CDN 120 by routers 114, and transmitted wirelessly to a receiving device such as user equipment (UE) 118 through network gateway nodes such as radio nodes 116, which may for example include base stations or wireless access points. Content caches 112 can be physically implemented at different network nodes within or external to CDN 120, including for example at routers 114, radio nodes 116 or other gateway nodes. Although receiving device UE 118 is shown in Figure 1 as a wireless communications device, data receiving devices may also include devices that are connected by wired connections through gateway nodes to CDN 120.

In a typical data access situation, a UE 118 sends a request for data to CDN 120. In conventional CDN systems, data retrieval is a two step process in which a suitable content source (e.g. content server 110 or a content cache 112) is selected to provide the requested data, following which a path and data rate through CDN 120 from the selected data source to UE 118 is determined. The first step, namely selection of a content source, is typically done either by the requesting device or by the content provider. For example, in peer-to-peer (P2P) networking, when a UE 118 joins a P2P network, the UE 118 is informed of the location of available data sources (which can include other peers, e.g. other UE devices 118) and the UE 118 then selects which peer devices to access, which typically results in sub-optimal selection of content sources. In the case of server selection by the data provider, commercial content providers such as on-line video services have multiple data centers to avoid overload and reduce transmission delay by bringing data closer to users. The selection of the content source performed by the content provider is typically based on geographical location of the requesting communications device 118 and load balancing considerations, which can be suboptimal from the perspective of traffic...
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engineering. In both P2P and commercial CDN systems, a suboptimal content source selection then results in suboptimal TE decisions.

[0017] With the increasing use of CDN networks to deliver content in the P2P and commercial distribution environments, and the proliferation of data sources within networks (including for example, data caching at femto-cell radio base stations), optimal selection of data sources and optimal network routing from data sources to content users is highly desirable.

[0018] Methods and systems for jointly optimizing both the selection of data sources and traffic engineering (for example path selection and rate allocation) within CDN 120 will now be described in accordance with example embodiments. As shown in Figure 1, in one example embodiment, an optimization system 100 includes a content location server 122 and a traffic engineering (TE) optimizer 126.

[0019] In example embodiments, the content location server 122 is represented by an IP address and implemented internally or externally to the CDN 120 to track the location of content stored in data sources that are part of or accessible to CDN 120. The content location server 122 could for example be implemented on content server 110. The content location server 122 maintains a content location database 124 that identifies participating data sources and the content that is available from each of the data sources. In the example of Figure 1, content location database 124 will store the address (or other identifier) of the three available data sources (namely content server 110 and each of caches 112), along with information that identifies an inventory of what data is available at each of the data sources. In some example embodiments, the content location server 122 is configured to periodically poll data sources in CDN 120 to determine if the data stored at such data sources has changed and update the content inventory in the content location database 124 accordingly. In some example embodiments, participating data sources are configured to send messages to content location server 122 advising of changes in locally stored content in order to
enable content location database 124 to be updated. Accordingly, at any given
time, content location server 122 has a reasonably current view of what
content is stored where at data sources available to the CDN 120.

[0020] TE optimizer 126 is configured to select paths and data rates for
transmitting data through CDN 120, and similar to content location server 122
may also be represented by an IP address and can be implemented on a
server at a node of CDN 120. In some examples, TE optimizer 126 is
implemented at the same network location as content location server 122. In
example embodiments, the TE optimizer 126 either maintains or has access to
a topology database 128 that stores a list of the physical elements of CDN
120, including data sources (e.g. content server 110 and caches 112), routers
114, radio nodes 116, and the communication links between these elements.
In one example, the topology database 128 is updated after physical changes
occur to CDN 120. In alternative example embodiments, the features of
content location server 122 and TE optimizer 126 may be implemented on a
common server, or may be distributed over multiple servers. Furthermore, in
some alternative embodiments, some of the features that are described
herein as being performed at the content location server 122 may instead be
performed by the TE optimizer 126, and some of the features that are
described herein as being performed at the TE optimizer 126 may instead be
performed at content location server 122. In some example embodiments, at
least some of the functionality of the content location server 122 and TE
optimizer 126 may be implemented at a UE device 118.

[0021] Figure 2 illustrates an example method 200 for joint source and
routing optimization for application to CDN 120. As shown in Figure 2, method
200 starts with a request from UE 118 for specified data (Action 202). In an
example embodiment, the content request is received by the content location
server 122 from UE 118, following which the content location server 122 then
accesses content location database 124 to determine what content sources
110, 112 contain the requested data (Action 204) and sends a message to TE
optimizer 126 that identifies the UE 118 that has made the content request
and the content sources 110, 112 that the requested data is available from (Action 206). In the currently discussed example, each of the data sources 110, 112 include all of the requested data, although as will be discussed in greater detail below, in some example embodiments different data segments may be distributed across different data sources with various levels of data overlap.

[0022] TE optimizer 126 uses the information received from content location server 122 and the information contained in topology database 128 to generate a hybrid network topology for CDN 120 that comprises a combination of virtual and physical network nodes (Action 208). Figure 3 schematically represents such a hybrid network topology 300. Generating the hybrid network topology 300 includes substituting virtual routers 304 for each of the physical data sources 110, 112 in CDN 120 that have been identified by content location server 122 as containing the data requested by UE 118 (Action 208A). As shown in Figure 3, in the present example the data requested by UE 118 is available at each cache 112 and also content server 110, and accordingly each of the content server 110 and cache servers 112 are represented as respective virtual routers 304 in network topology 300. Generating the hybrid network topology 300 also includes simulating a virtual content server 302 that is connected by virtual infinite capacity communications links 306 to each of the virtual routers 304 (Action 208B). Each of the virtual communications links 306 is an infinite bandwidth, zero latency link. The remaining physical elements of the CDN 120 are included in the hybrid network topology 300.

[0023] Accordingly, in the hybrid network topology 300, a set of physically dispersed data sources that include the same data is modeled as a single virtual data source (virtual content server 302) with infinite capacity communications links 306 to a plurality of virtual routers 304, with each virtual router 304 replacing and taking the location of a respective one of the actual physical data sources 110, 112. Thus, the virtual routers 304 act as the
interface between the actual physical elements of the hybrid network topology 300 and the virtual elements of the network topology 300.

[0024] TE optimizer 126 then performs multipath TE optimization using the virtual content server 302 as the sole data source to determine the optimal paths and data rates to use in hybrid network 300 to get the requested data from the virtual content server 302 to UE 118 (Action 210). The replacement of physical data sources with virtual routers 304 connected to a common virtual content server 302 data source by infinite capacity links greatly simplifies the calculations needed to be done for path selection for TE optimization as the calculations can be done on the basis of a single source. A number of single source multi-path optimization algorithms can suitably be used by TE optimizer 126, depending on the attributes that are desired to be optimized (cost, bandwidth usage, path congestion, wireless node congestion, latency, etc.). By way of non-limiting example, the optimization algorithm set out in Figure 4 can be applied, which seeks to maximize a utility function within a time duration.

[0025] In an example embodiment, the result of the optimization algorithm as performed by TE optimizer 126 is an optimized routing in the form of a list that identifies multiple network paths between virtual content server 302 and UE 118, along with a data allocation for each of the multiple paths. In an example embodiment, the data allocation includes both a data rate and a data amount. The TE optimizer 126 then maps the identified paths and associated data/rate allocations to each one of the physical data sources (Action 212). In particular, each of the identified paths in the hybrid topology 300 will include one of the virtual routers 304, and as noted above each of the virtual routers 304 represents an actual physical data source (e.g. physical content server or cache). Accordingly, the TE optimizer 126 is able to replace each of the virtual elements in the identified network paths with a physical data source and thereby provide optimization information 214 for the data requested by UE 118. Optimization information 214 identifies, for the requested data: (i) multiple data sources (e.g. content server 110 and caches 112); (ii) one or
more assigned paths from each of the data sources to the UE 118; (iii) a data allocation for each of the assigned paths - in an example embodiment, the data allocation includes an allocated data rate for each of the assigned paths and an allocated amount of data (for example, the number of bits or bytes of data) to be sent from each of data source 110, 112.

[0026] In an example embodiment, the optimization information 214 is provided by TE optimizer 126 to the content location server 122 which then uses the information to coordinate the transmission of the requested data from the data sources through the assigned paths in CDN 120 to UE 118 (Action 216). In example embodiments, the requested data is transmitted through CDN 120 using an application layer forward error correction (AL-FEC) scheme in which a message of \( k \) symbols is translated into a longer message (code word) with \( n \) symbols such that the original message can be recovered from a subset of the \( n \) symbols. In such an embodiment data segmentation between content servers does not have to be coordinated at the bit level, so long as the combination of content sources collectively send the total number of encoded data segments required to recover the original message. By way of example, fountain coding could be used to create a system that is segmentation and data source agnostic provided a threshold number of data symbols are cumulatively transmitted from the content sources in total. In such example embodiments, the content location server 122 is aware, based on the optimization information 214, the amount of data to send from each particular content source 110, 112. In one example embodiment the content location server 122 instructs each individual content source 110, 112 of the respective amount (example, the number of bits or bytes) of data it is assigned to send to UE 118, the path or paths to use, and the allocated data rate for each path or paths, and the individual content sources 110, 112 then transmit data as instructed. In some example embodiment, in conjunction with instructing the individual content sources 110, 112, the content location server 122 also advises the UE 118 of which individual content sources 110, 112 have been assigned to send the requested data to the UE 118, the
amount of data assigned to each content source 110, 112, and the allocated
data rate. In some example embodiments the content location server 122
may not communicate with the content sources 110, 112 but rather only
advise the UE 118 of which individual content sources 110, 112 have been
assigned to send the requested data to the UE 118, the amount of data
assigned to each content sources, and the allocated data rate, following which
the UE 118 requests the allocated amount of data form each of the respected
data sources.

[0027] In some example, embodiments, data source coordination (Action
216) may be performed at UE 118 rather than the content location server
122, in which case the optimization information 214 generated by TE
optimizer 126 is provided by content location server 122 to UE 118.

[0028] Although the example described above discusses a system in which
AL-FEC is used such that data allocation can be done between data sources
without specific regard to the order of individual content of data packets, in
some example embodiments the system may use coding systems that require
that specific data packets be sent from specific content sources. In such
systems, the content location server 122 can be configured to ensure that
specific data segments or packets are assigned to specific content sources to
avoid duplication, such that the instructions sent from the content location
server 122 to each of the content source 110, 112 specifies which data
segments each content source 110, 112 is to send as well as the path to use
to send the specified data and the data rates for the assigned paths.
Alternatively, in some embodiments the content sources 110, 112 will only be
advised by the content location server 122 of the amount of data and the
assigned paths and data rates, with the content sources 110, 112 being
configured to negotiate among themselves as to which respective data
segments each content source 110, 112 will send in order to avoid
duplication.
In the example embodiments described above, the entirety of the data requested by UE 118 was stored at each of the content sources 110, 112 within the CDN 120, as is often the case in a commercial data distribution network involving subscription services. However, distributed partial caching of data at multiple nodes in CDN 120, including for example at various network nodes such as radio nodes 116 and at multiple UE devices 118 can also occur, particularly in P2P environments. In this regard, an example embodiment will now be described in which the data requested by a UE 118 is distributed among different data sources. Figure 5 illustrates a distributed caching example in which content comprising Data 0-n is distributed among data sources in CDN 120 that include two content servers 110 (SI and S2) and three content caches 112 (CI, C2 and C3). SI and S2 each store content segment 0-n; CI stores content segment a-c; C2 stores content segment b-e; and C3 stores content segment d-n. It will be noted that the segment at C2 overlaps with those at CI and C3, and each of CI, C2 and C3 partially overlap with SI and S2. In an example embodiment, one or more of CI, C2 or C3 may be located at a respective radio node 116 or other network node. The content location database 124 that is maintained by content location server 122 identifies the data sources SI, S2, CI, C2, C3 and the respective segment portions of data 0-n that is stored at each data source.

In the example of Figure 5, with further reference to Figures 1 and 2, content location server 122 receives a content request for Data a-e from UE 118 (Action 202). Content location server 122 then access content location database 124 to determine what content sources contain Data 0-e (Action 204). In the present example, content location server 122 will determine that all of Data 0-e is located at SI and S2, and that CI, C2 and C3 each store respective sub-sets of Data 0-e. In such an example, the content location server 122 will identify where data overlap occurs between the respective content sources and advise the TE optimizer 126 (Action 206). Thus, in the illustrated example of Figure 5, content location server will advise the TE optimizer 126 that: (i) segment 0 is stored at SI and S2; (ii) segment a-b is
stored at SI, S2 and CI; (iii) segment b-c is stored at SI, S2, CI and C2; (iv) segment c-d is stored at SI, S2 and C2; (v) segment d-e is stored at SI, S2, C2 and C3; and (vi) segment e-n is stored at SI, S2 and C3. In effect, in the example of Figure 5, data 0-n can be divided into six content segments that are each available from a unique combination of data sources.

[0031] As described above, TE optimizer 126 is configured to generate a hybrid network topology for sources of identical data (Action 208) in order to allow the TE optimizer 126 to apply a single source optimization algorithm to a multi-source environment. Thus, in the example of Figure 5, optimization is performed for each content segment that has been identified as being available at a unique combination of data sources. For example, in respect of content segment 0-a, TE optimizer 126 ignores CI, C2 and C3 and generates a hybrid network topology in which SI and S2 are each replaced with virtual routers, which in turn are connected by infinite capacity data links to a single virtual content server (Actions 208A, 208B). Multipath TE optimization is then performed using the virtual content server as the single data source (Action 210) and the result is then mapped back to the physical network to determine how much of segment 0-a should be allocated to each of SI and S2 and the path and data rate to be used by each of them to send segment 0-a to UE 118 (Action 212). TE optimizer 126 performs optimization Actions 208 to 212 for each of the identified content segments - for content segment a-b, optimization is performed for allocation among data sources SI, S2 and CI; for segment b-c, optimization is performed for allocation among data sources SI, S2, CI and C2; for segment c-d optimization is performed for allocation among data sources SI, S2, and C2; for segment d-e optimization is performed for allocation among data sources SI, S2, C2 and C3; and for segment e-n, optimization is performed for allocation among data sources SI, S2 and C3. The resulting optimization information is then used to coordinate data transmission of data 0-e to UE 118.

[0032] In some example embodiments, the content location server 122 is configured to ignore data sources that do not include a threshold amount of
the requested data. By way of example, in the context of Figure 5, upon receiving the request for data 0-e in Action 202, the content location server 122 could be configured to determine in Action 204 that the sub-set of data stored on CI and C2 is too small to be efficiently included in the optimization actions, in which case CI and C2 would be omitted from the list of content sources provided to the TE optimizer in Action 206 and the TE optimizer 126 would instead be advised that content segment 0-d was stored at SI and S2 and content segment d-n was stored at SI, S2 and C3. TE optimizer 126 would then perform optimization Actions 208 -212 in respect of segment 0-d in the context of sources SI and S2 and in respect of segment d-e in the context of SI, S2 and C3. Data sources CI and C2 would be ignored.

[0033] It will thus be appreciated that systems and methods for allowing data source and route selection to be jointly optimized has been described herein.

[0034] The present disclosure provides certain example algorithms and calculations for implementing examples of the disclosed methods and systems. However, the present disclosure is not bound by any particular algorithm or calculation.

[0035] Although the present disclosure describes methods and processes with steps in a certain order, one or more steps of the methods and processes may be omitted or altered as appropriate. One or more steps may take place in an order other than that in which they are described, as appropriate.

[0036] While the present disclosure is described, at least in part, in terms of methods, a person of ordinary skill in the art will understand that the present disclosure is also directed to the various components for performing at least some of the aspects and features of the described methods, be it by way of hardware components, software or any combination of the two. Accordingly, the technical solution of the present disclosure may be embodied in the form of a software product. A suitable software product may be stored in a pre-recorded storage device or other similar non-volatile or non-transitory
computer readable medium, including DVDs, CD-ROMs, USB flash disk, a removable hard disk, or other storage media, for example. The software product includes instructions tangibly stored thereon that enable a processing device (e.g., a personal computer, a server, or a network device) to execute examples of the methods disclosed herein.

[0037] The present disclosure may be embodied in other specific forms without departing from the subject matter of the claims. The described example embodiments are to be considered in all respects as being only illustrative and not restrictive. Selected features from one or more of the above-described embodiments may be combined to create alternative embodiments not explicitly described, features suitable for such combinations being understood within the scope of this disclosure.

[0038] All values and sub-ranges within disclosed ranges are also disclosed. Also, while the systems, devices and processes disclosed and shown herein may comprise a specific number of elements/components, the systems, devices and assemblies could be modified to include additional or fewer of such elements/components. For example, while any of the elements/components disclosed may be referenced as being singular, the embodiments disclosed herein could be modified to include a plurality of such elements/components. The subject matter described herein intends to cover and embrace all suitable changes in technology.
Claims:

1. A method for routing data in a network from a plurality of content sources that store the data to a receiving device, comprising:

   generating a network topology in which each of the content sources that store the data are represented as virtual routers that are each connected to a common virtual content server by respective infinite capacity communication links;

   determining optimized routing through the network topology for the data from the virtual content server to the receiving device;

2. The method of claim 1 comprising providing, to each of the content sources, instructions in accordance with the data allocation for the content source, the instructions including one or more assigned paths between the content source and the receiving device and an allocated data rate for the one or more assigned paths.

3. The method of claim 1 comprising transmitting portions of the data from one or more of the content sources to the receiving device in accordance with the data allocation.

4. The method of claim 3 wherein the data allocation for each content source comprises a data rate for sending the data.

5. The method of claim 4 wherein the data allocation for each content source defines one or more paths between the content source and the receiving device.

6. The method of claim 3 wherein the data allocation for each content source defines one or more paths between the content source and the
receiving device, a data rate to be used for each of the one or more paths, and an amount of the data to be sent by the content source.

7. The method of claim 3 comprising encoding data sent from the content sources into packets using an application layer forward error correction coding such that upon receipt of a threshold number of packets the data can be recovered.

8. The method of claim 6 wherein the forward error correction coding comprises fountain coding.

9. The method of any one of claims 1 to 8 wherein the data allocation for each content source defines which data to send from the content source to the receiving device.

10. The method of any one of claims 1 to 8 wherein the plurality of content sources include one or more of a content server, a gateway node, a network router or a data cache.

11. A system for optimizing traffic routing of data through a network from a plurality of content sources that store the data to a receiving device, comprising:

   a traffic optimizer configured to:

   generate a network topology in which each of the content sources that store the data are represented as virtual routers that are each connected to a common virtual content server by respective infinite capacity communication links;

   determine an optimized routing through the network topology for the data from the virtual content server to the receiving device; and
determine, in dependence on the optimized routing, a data allocation for each of the content sources to transmit data through the network to the receiving device.

12. The system of claim 11 wherein the traffic optimizer is configured to provide, to each of the content sources, instructions in accordance with the data allocation for the content source, the instructions including one or more assigned paths between the content source and the receiving device and an allocated data rate for the one or more assign paths.

13. The system of claim 11 comprising:

- a content location database that stores information identifying content sources available to the network and the content stored at the content sources;

- a content location server configured to receive a content request corresponding to the data from the receiving device and to determine and advise the traffic optimizer, based on the content location database, the content sources that include the same data, the content location server being configured to receive from the traffic optimizer the data allocation determined for each of the content sources and coordinate the transmission of the data from among the content sources to the receiving devices in accordance with the data allocation.

14. The system of claim 13 wherein the data allocation for each content source comprises a data rate for sending the data.

15. The system of claim 13 wherein the data allocation for each content source defines one or more paths between the content source and the receiving device and a data rate for each of the one or more paths.

16. The system of claim 13 wherein the content sources are configured to encode data sent therefrom into packets using an application layer forward
error correction coding such that upon receipt of a threshold number of packets the data can be recovered at the receiving device.

17. The system of claim 16 wherein the forward error correction coding comprises fountain coding.

18. The system of claim 13 wherein the data allocation for each content source defines which part of the data to send from the content source to the receiving device.

19. The system of claim 13 wherein the content location server is configured to advise the traffic optimizer of an amount of the data that is stored at each of the content sources.

20. A computer program product comprising a non-transient computer readable medium storing computer instructions for implementing traffic optimization for routing data in a network from a plurality of content sources that store the data to a receiving device, comprising instructions causing a traffic optimizing processor to:

   generate a network topology in which each of the content sources that store the data are represented as virtual routers that are each connected to a common virtual content server by respective infinite capacity communication links;

   determine optimized routing through the network topology for the data from the virtual content server to the receiving device; and

   determine, in dependence on the optimized routing, a data allocation for each of the content sources to transmit data through the network to the receiving device.
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