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PICTURE CODING METHOD AND PICTURE 
DECODING METHOD 

TECHNICAL FIELD 

0001. The present invention relates to a picture coding 
method, a picture decoding method, a picture coding appara 
tus, a picture decoding apparatus, a program for executing 
Such methods in the form of Software, and a recording 
medium on which the program is recorded. 

BACKGROUND ART 

0002 With the development of multimedia applications, it 
has become common in recent years to handle information of 
all sorts of media Such as audio, video and textin an integrated 
manner. In doing so, it becomes possible to handle media 
integrally by digitalizing all the media. However, since digi 
talized pictures have an enormous amount of data, informa 
tion compression techniques are of absolute necessity for 
their storage and transmission. On the other hand, in order to 
interoperate compressed picture data, standardization of 
compression techniques is also important. Standards on pic 
ture compression techniques include H.261 and H.263 rec 
ommended by ITU-T (International Telecommunication 
Union Telecommunication Standardization Sector), and 
MPEG (Moving Picture Experts Group)-1, MPEG-2 and 
MPEG-4 of ISO (International Organization for Standardiza 
tion). 
0003 FIG. 1 is a block diagram showing a structure of a 
conventional picture coding apparatus 100. Note that, in the 
present invention, the unit consisting of one sheet of image is 
referred to as a picture. In an interlace image signal, a picture 
means a field or a frame, and in a progressive image signal, a 
picture means a frame. 
0004. The picture coding apparatus 100 includes a differ 
ence calculator 101, a picture coding unit 102, a variable 
length coding unit 103, a picture decoding unit 104, an adder 
105, an inter pixel filter 106, a picture memory 107, an inter 
picture predicting unit 108, and an inter picture prediction 
estimating unit 109. The difference calculator 101 subtracts a 
predictive picture inputted to a minus input terminal from an 
input picture inputted to a plus input terminal so as to output 
the differential picture. The picture coding unit 102 codes the 
inputted differential picture. For example, the picture coding 
unit 102 codes the inputted data by performing frequency 
transformation of it using DCT or the like and quantizing the 
frequency data as the transformation result. The variable 
length coding unit 103 performs variable length coding of the 
coded differential picture and predictive parameters from the 
interpicture prediction estimating unit 109, adds relevant data 
Such as a header describing information relevant to the result 
ing coded data to it, formats it into an output coded bit, stream, 
and outputs it outside the picture coding apparatus 100. The 
picture decoding unit 104 decodes the differential picture 
coded by the picture coding unit 102, by performing process 
ing inverse to the coding by the picture coding unit 102 for the 
differential picture. For example, after performing inverse 
quantization of the coded differential picture, the picture 
decoding unit 104 performs inverse frequency transformation 
such as inverse DCT to decode the difference between the 
input picture and the predictive picture. The adder 105 adds 
the decoded differential picture and the predictive picture to 
decode the input picture. The inter pixel filter 106 performs 
filtering Such as Suppressing coding noise in the high fre 
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quency components of the decoded input picture. The picture 
memory 107 holds the picture data of at least one picture 
among the pictures decoded by the adder 105 as a reference 
picture. The inter picture predicting unit 108 reads out a 
predictive picture from the reference picture in the picture 
memory 107 based on the prediction result obtained by the 
inter picture prediction estimating unit 109. The inter picture 
prediction estimating unit 109 derives a predictive parameter 
PredParam that is the amount of change in motion of the input 
picture from the reference picture. 
0005 More specifically, picture data Img is inputted to the 
picture coding apparatus 100 from outside. The picture data 
Img is inputted to the plus input terminal of the difference 
calculator 101. The difference calculator 101 calculates the 
difference between the pixel values of this picture data Img 
and the predictive picture data Pred inputted to the minus 
input terminal to output the result as differential picture data 
Res. This predictive picture data Pred is obtained in the fol 
lowing manner. First, reference picture data Ref, that is an 
image of an already coded picture, and is once coded and then 
decoded to be an image for one picture, is stored in the picture 
memory 107. Next, from this reference picture data Ref, data 
representing an image corresponding to each block in the 
inputted picture data Img is extracted based on the predictive 
parameter PredParam. The data representing this image of 
each block is the predictive picture data Pred. The picture 
coding apparatus 100 stores several sheets of coded pictures 
as reference picture data Ref for prediction in the picture 
memory 107, and the inter picture predicting unit 108 gener 
ates predictive picture data Pred from the reference picture 
data Ref stored in the picture memory 107. The inter picture 
prediction estimating unit 109 obtains predictive parameter 
data PredParam used for prediction (for instance, motion 
vector information used in the MPEG picture coding method, 
and the like) from the input picture data Img and the reference 
picture data Ref. Note that pixel values of a predictive picture 
shall be “O'” in the case of intra picture coding. 
0006. The picture coding unit 102 codes differential pic 
ture data Res, and outputs it as coded differential picture data 
CodedRes. The picture decoding unit 104 decodes the coded 
differential picture data CodedRes and outputs it as decoded 
differential picture data ReconRes in order to use it as a 
reference picture for inter picture prediction. The pixel values 
indicated by this decoded differential picture data ReconRes 
and pixel values indicated by the predictive picture data Pred 
are added by the adder 105 and outputted as decoded picture 
data Recon. The interpixel filter 106 performs filter operation 
processing for the decoded picture data Recon, and stores it as 
filtered decoded picture data FilteredImg in the picture 
memory 107. 
0007. The inter pixel filter 106 has the effect of reducing 
coding noise of decoded picture data Recon and improving 
prediction efficiency if the picture is used as a reference 
picture. As an example of the interpixel filter 106, there is an 
H. 261 loop filter recommended by ITU-T. The filtered 
decoded picture data FilteredImg which has been performed 
of the inter pixel filter operation by the inter pixel filter 106 is 
stored in the picture memory 107, and used as a reference 
picture when the following pictures are coded. The variable 
length coding unit 103 performs variable length coding of the 
coded differential picture data CodedRes and the predictive 
parameter data PredParam, and puts them together into one 
coded data Bitstream to output the result outside the picture 
coding apparatus 100. FIG. 2 is a block diagram showing the 
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structure of a conventional picture decoding apparatus 200. 
The picture decoding apparatus 200 includes a variable length 
decoding unit 201, a picture decoding unit 202, an adder 203, 
an inter pixel filter 204, a picture memory 205 and an inter 
picture predicting unit 206. The coded data Bitstream is 
inputted to the picture decoding apparatus 200 from outside. 
The variable length decoding unit 201 performs variable 
length decoding of the inputted coded data Bitstream, and 
separates it into coded differential picture data CodedRes and 
predictive parameter data PredParam. The picture decoding 
unit 202 decodes the coded differential picture data Cod 
edRes and outputs it as decoded differential picture data 
ReconRes. Note that a picture which has been referred to by 
a picture outputted as the decoded differential picture data 
ReconRes, that is, a picture corresponding to the reference 
picture data Ref in the picture coding apparatus 100, has been 
already decoded and stored in the picture memory 107. 
Therefore, the inter picture predicting unit 206 generates 
predictive picture data Pred from the reference picture data 
Ref based on the predictive parameter data PredParam. The 
adder 203 adds the predictive picture data Pred and the 
decoded differential picture data ReconRes to output the 
resultas decoded picture data Recon. The interpixel filter 204 
performs inter pixel filter operation of the decoded picture 
data Recon, and outputs the result as filtered decoded picture 
data FilteredImg outside the picture decoding apparatus 200. 
The outside of the picture decoding apparatus 200 means a 
display apparatus Such as a television. And, the filtered 
decoded picture data FilteredImg is stored in the picture 
memory 205 and referred to as reference picture data Reffor 
the following pictures. 
0008. However, if considering the case of transmitting 
moving pictures via a mobile phone or the like, it is desired to 
minimize power consumption of a mobile apparatus as a 
whole in order to make available hours per charge longer, so 
it is not desirable for the apparatus to have high processing 
capability which requires a larger amount of powerfor picture 
processing. Therefore, in using a mobile apparatus which can 
use only an operating unit with low processing capability for 
picture processing, there is sometimes the case where it can 
use only an inter pixel filter which is required of a small 
processing load. Meanwhile, it is sometimes requested to use 
a high-performance inter pixel filter for Some applications 
that strongly require transmission of high quality moving 
pictures and high coding efficiency, even if an operating unit 
is required of larger processing load. If a coding method is 
capable of responding to such requirements flexibly, it is 
useful with the expanding range of applications to a picture 
coding apparatus and picture decoding apparatus according 
to Such a coding method and decoding method. 
0009. The present invention has been conceived in view of 
these conventional problems, and aims at providing a picture 
coding apparatus that uses an inter pixel filter selectively 
depending on various situations so as to generate coded data, 
and a picture decoding apparatus that decodes the coded data. 

DISCLOSURE OF INVENTION 

0010. The picture coding apparatus according to the 
present invention is a picture coding apparatus that codes 
differential picture data that is a difference between input 
picture data representing an input picture and predictive pic 
ture data representing a predictive picture for a picture in the 
input picture, so as to generate coded picture data, the picture 
coding apparatus comprising: a decoding unit operable to 
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decode the coded differential picture data and add the 
decoded differential picture data and the predictive picture 
data, after the differential picture data is coded; a plurality of 
inter pixel filters for performing an interpixel filtering for the 
decoded picture data obtained by the decoding unit; a select 
ing unit operable to select one of the plurality of inter: pixel 
filters; and a predictive picture generating unit operable to 
generate the predictive picture data for the input picture data, 
using the filtered decoded picture data, as reference picture 
data, obtained by the selected inter pixel filter. 
0011. Therefore, there is an effect that the picture coding 
apparatus according to the present invention is capable of 
Switching to an appropriate interpixel filter depending on the 
processing capability on the picture coding apparatus side, 
the processing capability on the picture decoding apparatus 
side that receives a coded signal, or the properties, compres 
sion rates and so on of a picture to be coded, so as to create the 
coded signal. 
0012. Also, the picture decoding apparatus according to 
the present invention is a picture decoding apparatus that 
decodes coded picture data obtained by coding a difference 
between picture data representing a picture in original mov 
ing pictures and predictive picture data representing another 
picture in the original moving pictures to generate a plurality 
of picture data representing the original moving pictures, the 
picture decoding apparatus comprising: a decoding unit oper 
able to add the decoding result of the coded picture data and 
the already decoded predictive picture data associated with 
the coded picture data to generate picture data representing an 
original picture; a selecting unit operable to select one of a 
plurality of inter pixel filters for performing an inter pixel 
filtering for the decoded picture data; and a predictive picture 
generating unit operable to generate the predictive picture 
data associated with another coded picture data from the 
picture data which is performed of the filtering by the selected 
inter pixel filter. 
0013 Therefore, there is an effect that the picture decod 
ing apparatus according to the present invention is capable of 
selecting an inter pixel filter depending on the processing 
capability of the picture decoding apparatus or whether a 
picture is referred to or not, so as to generate a predictive 
picture. Also, when the picture coding apparatus Switches the 
inter pixel filter, the picture decoding apparatus can also 
perform decoding properly using the corresponding inter 
pixel filter. 
0014 Further, the picture coding apparatus (or the picture 
decoding apparatus) according to the present invention is a 
picture coding apparatus or the like that codes pictures which 
are inputted in sequence, the picture coding apparatus com 
prising: a coding unit operable to code a picture by perform 
ing predetermined transformation processing for the picture; 
an inverse transformation unit operable to perform inverse 
transformation processing to the transformation processing 
for the picture coded by the coding unit; a filtering unit oper 
able to perform filtering for the picture; a memorizing unit 
operable to memorize the picture; and a controlling unit oper 
able to perform control so as to store the picture obtained by 
the inverse transformation processing by the inverse transfor 
mation unit in the memorizing unit after the filtering is per 
formed by the filtering unit, or to store the picture in the 
memorizing unit without the filtering being performed by the 
filtering unit, wherein the coding unit codes the picture with 
reference to a past picture which has been stored in the memo 
rizing unit. 
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0015 Thereby, inter pixel filtering such as noise removal 
is not always performed in picture coding (or picture decod 
ing), but it can be performed selectively when necessary, so it 
becomes possible even for a picture coding apparatus (or a 
picture decoding apparatus) with lower processing capability 
to adopt an interpixel filter by performing inter pixel filtering 
for only a picture which has a significant influence on picture 
quality, and thus the effect of improving picture quality sig 
nificantly at a low bit rate can be obtained. 
0016. Here, the controlling unit may perform control so as 

to perform the filtering when a significance level of the pic 
ture is high, and not to perform the filtering when the signifi 
cance level of the picture is low. For example, the controlling 
unit may judge that the significance level of the picture is high 
and perform control so as to perform the filtering for the 
picture when the picture is intra picture coded by the coding 
unit, and judge that the significance level of the picture is low 
and perform control so as not to perform the filtering for the 
picture when the picture is inter picture coded by the coding 
unit. Or, the controlling unit may judge that the significance 
level of the picture is high and perform control so as to 
perform the filtering for the picture when the picture is for 
ward predictive coded by the coding unit, and judge that the 
significance level of the picture is low and perform control so 
as not to perform the filtering for the picture when the picture 
is bi-predictive coded by the coding unit. Or, the controlling 
unit may judge that the significance level of the picture is high 
and perform control so as to perform the filtering for the 
picture when the picture is base layer coded by the coding 
unit, and judge that the significance level of the picture is low 
and perform control so as not to perform the filtering for the 
picture when the picture is enhancement layer coded by the 
coding unit. 
0017. Thereby, inter pixel filtering is performed for a pic 
ture having a significant influence on other pictures, that is, an 
intra picture coded picture, a forward predictive coded pic 
ture, a base layer picture or the like by priority, so the effect of 
improving picture quality Such as noise removal by an inter 
pixel filter can be obtained more powerfully, even with the 
same increase in the processing load. 
0018. Also, the controlling unit may monitor whether or 
not the picture coding apparatus (or the picture decoding 
apparatus) has enough processing capacity, and perform con 
trol So as to perform the filtering for pictures including pic 
tures with lower significance levels if the picture coding appa 
ratus has enough processing capacity, and not to perform the 
filtering for pictures including pictures with higher signifi 
cance levels if the picture coding apparatus does not have 
enough processing capacity. For example, a priority corre 
sponding to the significance level is associated with the pic 
ture, and the controlling unit may monitor an operation rate of 
a CPU included in the picture coding apparatus to monitor the 
processing capacity, and performs control So as to perform the 
filtering for only the pictures with higher priorities if the 
operation rate is high, and not to perform the filtering for the 
pictures including the pictures with lower priorities if the 
operation rate is low. 
0019. Thereby, since ON/OFF of filtering can be con 
trolled so as to make full use of the processing capability of 
the picture coding apparatus (or the picture decoding appa 
ratus), a CPU is used with high efficiency, and thus coding (or 
decoding) for high picture quality can be realized even with 
the same hardware resources. 
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0020. As described above, according to the present inven 
tion, the picture coding and picture decoding at a low bit rate 
(high compression rate) for high picture quality are realized, 
and particularly, the significant effect of improving picture 
quality can be achieved in picture coding processing and 
picture decoding processing by Software under limited hard 
ware resources, and thus it can be said that the practical value 
of the present invention is extremely high in these days when 
information communication technology and computers have 
become widespread. 

BRIEF DESCRIPTION OF DRAWINGS 

0021 FIG. 1 is a block diagram showing the structure of a 
conventional picture coding apparatus. 
0022 FIG. 2 is a block diagram showing the structure of a 
conventional picture decoding apparatus. 
0023 FIG. 3 is a block diagram showing the structure of a 
picture coding apparatus according to a first embodiment of 
the present invention. 
0024 FIG. 4 is a block diagram showing the structure of a 
picture coding apparatus that Switches an inter pixel filter for 
every slice of an input picture. 
0025 FIG. 5A is a diagram showing the stream structure 
of coded data Bitstream outputted from the picture coding 
apparatus of the present invention. FIG. 5B is a diagram 
showing the stream structure of coded data Bitstream output 
ted when the picture coding apparatus of the present invention 
switches an inter pixel filter in the unit of a slice. 
0026 FIG. 6 is a block diagram showing the structure of a 
picture decoding apparatus that decodes coded data Bit 
stream1 generated by the picture coding apparatus according 
to the first embodiment. 
0027 FIG. 7 is a block diagram showing the structure of a 
picture decoding apparatus that uses a built-in interpixel filter 
in place of a specified inter pixel filter if it is not included in 
the picture decoding apparatus. 
0028 FIG. 8 is a block diagram showing the structure of a 
picture coding apparatus according to a second embodiment 
of the present invention. 
0029 FIG. 9 is a diagram showing the details of operation 
by a deblock filter that is an example of the interpixel filteras 
shown in FIG. 8. A is a diagram showing pixel values in the 
vicinity of the boundary between blocks before filtering. B is 
a diagram showing pixel values in the vicinity of the boundary 
between blocks after filtering. 
0030 FIG. 10 is a flowchart showing a flow of filtering 
processing by an inter pixel filter. 
0031 FIG. 11 is a block diagram showing the structure of 
a picture decoding apparatus that can select whether inter 
pixel filter processing is to be performed or not. 
0032 FIG. 12 is a block diagram showing the structure of 
a picture decoding apparatus which is equipped with an inter 
pixel filter that can further select in an output stage. 
0033 FIG. 13 is a block diagram showing the structure of 
a picture decoding apparatus that can select an inter pixel 
filter depending on a picture type of each picture. 
0034 FIG. 14 is a block diagram showing the functional 
structure of a picture coding apparatus according to a third 
embodiment of the present invention. 
0035 FIG. 15 is a block diagram showing the detailed 
functional structure of a priority determining unitas shown in 
FIG 14. 
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0036 FIG. 16 is a block diagram showing the detailed 
functional structure of a filter processing controlling unit as 
shown in FIG. 14. 
0037 FIG. 17 is a diagram showing reference relations 
between pictures stored in a picture memory as shown in FIG. 
14. 
0038 FIG. 18 is a flowchart showing switch activating 
processing executed by a Switch change processing unit as 
shown in FIG. 16. 
0039 FIG. 19 is a block diagram showing the functional 
structure of a picture decoding apparatus according to a 
fourth embodiment of the present invention. 
0040 FIG. 20 is an explanatory diagram in the case of 
implementation by a computer system using a flexible disk 
storing the picture coding method or the picture decoding 
method of the above-mentioned first embodiment through the 
fourth embodiment. A shows an example of a physical format 
of a flexible disk that is a recording medium main body. B 
shows the front view of the appearance of the flexible disk, the 
cross-sectional view thereof and the flexible disk, and shows 
the structure for recording and reproducing the above pro 
gram on the flexible disk FD. 
0041 FIG. 21 is a block diagram showing the overall 
configuration of a content providing system which realizes 
content distribution services. 
0042 FIG. 22 is a diagram showing an example of the 
appearance of a mobile phone. 
0043 FIG. 23 is a block diagram showing the structure of 
the mobile phone. 
0044 FIG. 24 is a diagram explaining devices that per 
form the coding processing or decoding processing as shown 
in the above-mentioned embodiments and a system using 
these devices. 

BEST MODE FOR CARRYING OUT THE 
INVENTION 

First Embodiment 

0045. The following explains concrete embodiments of 
the present invention with reference to the figures. FIG. 3 is a 
block diagram showing the structure of a picture coding appa 
ratus 300 according to the first embodiment of the present 
invention. In this figure, the same reference numbers are 
assigned to the same constituent elements and data as those of 
the conventional picture coding apparatus 100 as shown in 
FIG. 1 and the explanations thereofare omitted, because they 
have been already explained. Similarly, in the following fig 
ures, the same reference numbers are assigned to the constitu 
ent elements and data which have been already explained, and 
the explanations thereof are omitted. The picture coding 
apparatus 300 is comprised of the difference calculator 101, 
the picture coding unit 102, a variable length coding unit 305, 
the picture decoding unit 104, the adder 105, the picture 
memory 107, the inter picture predicting unit 108, the inter 
picture prediction estimating unit 109, a switch 301, a switch 
302, an inter pixel filter 
0046 A 303 and an interpixel filter B304. The switch 301 
and the switch 302 are switches for respectively connecting to 
either a terminal 1 or a terminal 2 selectively depending on a 
value offilter type information FilterType1. The switch 301 is 
provided between the output terminal of the adder 105 and the 
input terminals of the interpixel filter A303 and the interpixel 
filter B 304. And the switch 302: is provided between the 
input terminal of the picture memory 107 and the output 

Aug. 23, 2012 

terminals of the interpixel filter A303 and the interpixel filter 
B304. The inter pixel filter A303 and the inter pixel filter B 
304 are deblock filters for smoothing high frequency noise in 
the vicinity of the boundary between blocks to remove block 
distortion, for example, and their smoothing levels are differ 
ent. Also, their operation processing loads for Smoothing are 
different according to the smoothing levels. Note that the 
constituent elements shown in this figure Such as the Switch 
301 and the switch 302 may be implemented either as hard 
ware or software. The same applies to other figures. 
0047. The variable length coding unit 305 performs vari 
able length coding, for instance, Huffman coding of the input 
ted filter type information FilterType1, coded differential pic 
ture data CodedRes and predictive parameter data PredParam 
respectively, and put them together into one coded data Bit 
stream1 for outputting the coded data outside the picture 
coding apparatus 300. 
0048. The operation of the picture coding apparatus 300 
structured as above, particularly a part of a new structure, will 
be explained in more detail by comparing with the conven 
tional picture coding apparatus 100. First, the filter type infor 
mation FilterType1 is inputted to the picture coding apparatus 
300 from outside. Here, the input from outside means, for 
example, a user's input using a user interface Such as a key 
board from outside a picture coding apparatus or data fixed 
for an apparatus, and a value which is determined by the 
apparatus depending on a bit rate (compression rate) or a 
picture size. This filter type information FilterType1 is input 
ted to the Switch 301 and the Switch 302. The Switch 301 and 
the Switch 302 switch connection to either the “terminal 1 or 
the “terminal 2' depending on the value of this filter type 
information FilterType1. For example, when the value of the 
filter type information FilterType1 is “1”, both the switch 301 
and the switch 302 connect to the terminal “1”. In this case, 
filtering by the interpixel filter A303 is applied to the decoded 
picture data Recon outputted from the adder 105. When the 
value of the filter type information FilterType1 is “2, the 
switch 301 and the Switch 302 Switch to the terminal “2 side, 
and filtering by the inter pixel filter B 304 is applied to the 
decoded picture data Recon outputted from the adder 105. 
The filtered decoded picture data FilteredImg1 which is fil 
tered by the inter pixel filter A 303 or the inter pixel filter B 
304 is stored in the picture memory 107, and used as a refer 
ence picture for predictive coding of the following pictures. 
Also, the filter type information FilterType1 specifying an 
inter pixel filter is inputted to the variable length coding unit 
305 together with the coded differential picture data Cod 
edRes and the predictive parameter data PredParam of the 
same picture for performing variable length coding of these 
data respectively. The variable length coding result of the 
filter type information FilterType1 is stored in the coded data 
Bitstream1 by associating with the variable length coding 
results of these coded differential picture data CodedRes and 
predictive parameter data PredParam, and recorded on a 
recording medium or transmitted to a picture decoding appa 
ratus. In other words, the type of the inter pixel filter applied 
to the decoded picture data Recon of each picture is notified to 
the picture decoding apparatus by the filter type information 
FilterType1 stored in the coded data Bitstream1. Therefore, 
since the picture decoding apparatus that decodes the coded 
data Bitstream1 can specify the inter pixel filter which is 
applied to the decoded picture data Recon of each picture in 
the picture coding apparatus 300, it can use the same filter for 
the decoded picture of each picture. Note that although the 
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value of the filter type information FilterType1 is “1” or “2” in 
the above explanation, this is a value defined just for the sake 
of explanation, and any other values may be used ifa plurality 
of filters can be discriminated by such values. 
0049. As described above, the picture coding apparatus 
300, including a plurality of inter pixel filters with different 
predictive performance and processing load as inter pixel 
filters, can use them by Switching them depending on the filter 
type information FilterType1 inputted from outside. There 
are following advantages in using the inter pixel filters with 
different predictive performance and processing load by 
Switching them. First, for explanation, it is assumed that the 
inter pixel filter A303 has less processing load than the inter 
pixel filter B304, while the inter pixel filter B 304 has higher 
noise suppression effect than the inter pixel filter A 303 for 
improving predictive coding efficiency. As a picture decoding 
apparatus that decodes the coded data outputted from the 
picture coding apparatus 300 of the present invention, two 
types of picture decoding apparatus are assumed: a picture 
decoding apparatus A including only the inter pixel filter A 
303; and a picture decoding apparatus B including both the 
inter pixel filter A 303 and the inter pixel filter B 304. The 
former picture decoding apparatus A, which is required of 
less processing load, is Suitable for an apparatus with lower 
processing capability. The latter picture decoding apparatus B 
is suitable for an apparatus with higher processing capability. 
The latter picture decoding apparatus B can also decode the 
coded data obtained using either the interpixel filter A303 or 
the interpixel filter B304, and has upward compatibility with 
the former picture decoding apparatus A. In Such a case, the 
picture coding apparatus 300 can function as a picture coding 
apparatus which supports both of these two types of picture 
decoding apparatuses. In other words, by structuring the pic 
ture coding apparatus 300 so as to select the inter pixel filter 
with appropriate predictive performance and processing load 
depending on the processing capability of the target picture 
decoding apparatus, the coding method using the same inter 
pixel filter as applied in the picture coding apparatus 300 can 
be applied to a wide variety of devices (to decode the coded 
data Bitstream1). 
0050 Also, the interpixel filter can be switched depending 
on the processing capability of the picture coding apparatus 
300 not only for generating the coded data depending on the 
processing capability of the picture decoding apparatus but 
for other uses. For example, if a picture size and a picture rate 
to be coded are large, processing load required for entire 
coding processing becomes large. Therefore, the inter pixel 
filter B 304 with high processing capability required is used 
when the picture size and the picture rate to be coded are fixed 
values or less, and the inter pixel filter A 303 with lower 
processing capability required is used when the picture size 
and the picture rate to be coded are fixed values or more, so as 
to Suppress the processing load required for entire coding 
processing. Or, when picture coding is realized by a time 
sharing system in which one apparatus executes a plurality of 
processes by time sharing, there is a possibility that the pro 
cessing load allocable to picture coding changes dynamically 
under the influence of other processes. So, when the process 
ing load allocable to picture coding is a fixed value or more, 
the inter pixel filter B 304 with high processing load is used, 
while when the processing load allocable to picture coding is 
a fixed value or less, the inter pixel filter A 303 with less 
processing load than the inter pixel filter B 304 can be used. 
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0051. As for timing of switching inter pixel filters, by 
providing a plurality of inter pixel filters suitable for pictures 
of specific properties, they may be switched on a picture-by 
picture basis depending on the property of each picture. For 
example, when edge information is important Such as in the 
case of characters, an inter pixel filter having a good edge 
preserving is used. They may be switched by automatic judg 
ment utilizing picture processing techniques such as edge 
detection and character detection, or a user may select explic 
itly from among an inter pixel filter suitable for nature 
images, an interpixel filter Suitable for characters and an inter 
pixel filter suitable for edges. If a plurality of interpixel filters 
can be switched in this manner, a filter suitable for picture 
properties can be selected, and thus predictive efficiency can 
be further improved. In other words, it is also effective to 
Switch filters So as to improve picture quality, not to Switch 
them depending on processing load. Therefore, in the present 
embodiment, Switching of filters depending on processing 
load has been explained, but they may be switched so as to 
improve picture quality. 
0052. In addition, the unit of switching interpixel filters is 
not limited to a picture-by-picture basis, but inter pixel filters 
may be Switched in the unit of an image area Smaller than a 
picture, such as a slice, a macroblock and a block of MPEG, 
in the unit of an area including at least one pixel, because 
picture properties may vary in the part of the picture. 
0053 FIG. 4 is a block diagram showing the structure of a 
picture coding apparatus 400 that switches inter pixel filters 
by every slice of an input picture. The picture coding appa 
ratus 400 is a picture coding apparatus that filters a decoded 
picture by switching inter pixel filters in the unit of a slice of 
MPEG, and is comprised of the difference calculator 101, the 
picture coding unit 102, the picture decoding unit 104, the 
adder 105, the picture memory 107, the inter picture predict 
ing unit 108, the inter picture prediction estimating unit 109, 
a switch 403, a switch 404, the interpixel filter A303, the inter 
pixel filter B 304, the variable length coding unit 305, a filter 
switch position judging unit 401 and a switch 402. The filter 
Switch position judging unit 401 detects slices of an input 
picture in picture data Img inputted from outside, and outputs 
to the switch 402 filter switch control data SetFType for 
outputting one pulse, for instance, at every Switch of the 
detected slices. The Switch 402 is a Switch which is discon 
nected between terminals while the filter switch control data 
SetFType is not outputted, and brings the filter type informa 
tion FilterType1 inputted from outside into conduction to the 
switch 403 and the switch 404 for a fleeting moment while the 
filter switch control data SetFType is being outputted. The 
switch 403 and the switch 404 respectively connect their 
terminals “1” or the terminals “2 depending on the value of 
the filter type Information FilterType1 which is inputted 
instantly at every switch of the slices of the input picture data 
Img, and keeps the connection state. In other words, while the 
switch 402 is disconnected, the inter pixel filters are not 
switched. As a result, a new inter pixel filter is selected 
according to the filter type information FilterType1 at every 
Switch of the slices of the input picture data Img, and thus the 
inter pixel filters can be prevented from being switched in the 
middle of the slice. 
0054 As explained above, according to the picture coding 
apparatus of the present invention, it becomes possible to 
create coded data using an inter pixel filter depending on the 
processing capability of a picture decoding apparatus that 
reproduces the coded data outputted from, the picture coding 
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apparatus of the present invention. Also, the inter pixel filter 
can be selected depending on the processing capability of the 
picture coding apparatus. 
0055. Note that although the picture coding apparatus in 
the present embodiment has two interpixel filters, it may have 
three or more inter pixel filters. In the same manner as the 
present embodiment, any one of the three or more inter pixel 
filters is selected and used, and the filter type information 
indicating the type of the used inter pixel filter may be 
included in the coded data. 

0056. In addition, filters may be switched so as to improve 
picture quality, not be switched depending on processing 
load. 

0057. Note that in the picture coding apparatus 400, the 
filter switch control data SetFType is a pulse waveform indi 
cating the value “1” at every switch of detected slices and “O'” 
during the period other than the Switching moment, but the 
present invention is not limited to such a case, and it may be 
a rectangular wave which is inverted at every Switch of slices, 
for example, or any other waveforms. Also, the switch 402 is 
a switch which is disconnected between terminals while the 
filter switch control data SetFType is in the same phase, but 
the present invention is not limited to Sucha case, and the filter 
Switch position judging unit 401 may output the filter Switch 
control data SetFType indicating the value for disconnecting 
the switch 402 at the positions other than the filter switch 
position. In addition, in the picture coding apparatus 400, the 
inter pixel filters are switched on a slice-by-slice basis of the 
picture data Img, but the interpixel filters may be switched on 
a picture-by-picture basis, or may be switched in the unit of a 
block, a macroblock or a fixed number of pixels. 
0058 FIG. 5A is a diagram showing the stream structure 
of coded data Bitstream outputted by the picture coding appa 
ratus of the present invention. FIG. 5B is a diagram showing 
the stream structure of coded data Bitstream outputted when 
the picture coding apparatus of the present invention Switches 
interpixel filters in the unit of a slice. The feature of the coded 
data of the present invention is that the coded data Bitstream 
includes filter type information FilterType specifying one of a 
plurality of inter pixel filters. Thanks to this stream structure, 
the picture decoding apparatus of the present invention that 
decodes the coded data Bitstream can use the same interpixel 
fitter as that used for coding, by checking the filter type 
information FilterType included in the coded data Bitstream. 
0059. In the coded data Bitstream as shown in FIG.5A, the 
value of the filter type information FilterType indicating the 
inter pixel filter used for filtering each picture is described in 
(a diagonally shaded area, for instance, of) the header 901 
which is attached to the entire coded data Bitstream. This 
coded data Bitstream corresponds to the coded data Bit 
stream1 outputted from the picture coding apparatus 300 as 
shown in FIG. 3. Also, in the coded data Bitstream as shown 
in FIG. 5B, the value of the filter type information FilterType 
indicating the inter pixel filter used for filtering that slice is 
described in (a diagonally shaded area, for instance, of) the 
slice header 902 provided to each slice. This coded data 
Bitstream corresponds to the coded data Bitstream1 outputted 
from the picture coding apparatus 400 as shown in FIG. 4. As 
just described, by storing the filter type information Filter 
Type in the header 901 at the head of the coded data Bitstream 
or the slice header 902 at the head of each slice that is not only 
the basic unit of recording and transmitting data but also the 
unit of correcting and modifying errors, the picture decoding 
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apparatus can specify the filtering type of a slice before 
decoding the slice by receiving coded data Bitstream from the 
header 901 or the slice. 
0060. Note that it has been explained here that an inter 
pixel filter is switched in the unit of a slice, but it may be 
switched not only in the unit of a slice but also in the unit of 
an image area Smaller than a slice (the unit may be an area 
including one or more pixels, such as a macroblock and a 
block of MPEG). Also, it may be switched picture by picture 
that is the unit of an image area larger than a slice. In this case, 
the value of the filter type information FilterType1 corre 
sponding to each picture may be described not only in (a 
diagonally shaded area, for instance, of) the header 901 as 
shown in FIG. 5A but also in a picture header provided for 
each coded picture data, for example. In addition, when a 
filtering method is switched in the unit of a macroblock or a 
block, the value of the filter type information FilterType1 of 
each macroblock or block may be put together per slice and 
described in the slice header. 
0061 Furthermore, for transmitting the coded data in the 
form of packet or the like, the header and the data may be 
transmitted separately. In this case, the header and the data are 
not included in one bit stream as shown in FIG. 5. However, 
in the case of packet transmission, the header paired with the 
data is just transmitted in another packet even if the packets 
are transmitted somewhat out of sequence, and thus the con 
cept is same as the case of the bit stream explained in FIG. 5 
even if they are not transmitted as one bit stream. 
0062. As explained above, by setting the value of the filter 
type information FilterType1 inputted to the picture coding 
apparatus of the present invention so as to select an interpixel 
filter depending on the processing capability of the picture 
decoding apparatus, it becomes possible to create coded data 
depending on the processing capability of the picture decod 
ing apparatus that reproduces the coded data outputted by the 
picture coding apparatus of the present invention. Also, an 
inter pixel filter can be selected depending on the processing 
capability of the picture coding apparatus. 
0063. In addition, a filter may be switched so as to improve 
picture quality, not be switched depending on processing 
load. 
0064 FIG. 6 is a block diagram showing the structure of a 
picture decoding apparatus 1000 that decodes the coded data 
Bitstream1 generated by the picture coding apparatus accord 
ing to the first embodiment. The picture decoding apparatus 
1000 is a picture decoding apparatus that switches an inter 
pixel filter picture by picture or slice by slice according to the 
filter type information filterType1 described in the header of 
the inputted coded data Bitstream1 and decodes the coded 
data in the coded data Bitstream1, and is comprised of the 
variable length decoding unit 201, the picture decoding unit 
202, the adder 203, the picture memory 205, the inter picture 
predicting unit 206, a switch 1001, a switch 1002, an inter 
pixel filter A 1003 and an inter pixel filter B 1004. 
0065. The coded data Bitstream1 is inputted to the picture 
decoding apparatus 1000 from outside. This coded data Bit 
stream1, for example, is the data coded by the picture coding 
apparatus 300 or the picture coding apparatus 400 in the first 
embodiment. The variable length decoding unit 201 performs 
variable length decoding of the inputted coded data Bit 
stream1, separates it into coded differential picture data Cod 
edRes, predictive parameter data PredParam and filter type 
information FilterType1, and outputs the coded differential 
picture data CodedRes to the picture decoding unit 202, the 
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predictive parameter data PredParam to the inter picture pre 
dicting unit 206, and the filter type information FilterType1 to 
the switch 1001 and the switch 1002, respectively. When the 
value “1” is inputted as the filter type information Filter 
Type1, the switch 1001 and the switch 1002 change the con 
nection to the terminal “1” side, and apply filtering by the 
inter pixel filter A 1003 to the decoded picture data Recon. 
When the value '2' is inputted as the filter type information 
FilterType1, the switch 1001 and the switch 1002 change the 
connection to the terminal “2 side and apply filtering by the 
inter pixel filter B 1004 to the decoded picture data Recon. 
Regardless of whether an inter pixel filter operation is per 
formed by either inter pixel filter, the filtered decoded picture 
data FilteredImg1 is stored in the picture memory 205 and 
outputted outside the picture decoding apparatus 1000, for 
instance, a display apparatus or the like. 
0066. As explained above, according to the picture decod 
ing apparatus 1000 of the present invention, it becomes pos 
sible to decode the coded data Bitstream1 including the filter 
type information filterType1 specifying the type of the inter 
pixel filter in the header. 
0067. Note that although the picture decoding apparatus of 
the present embodiment includes two interpixel filters, it may 
include three or more inter pixel filters. In this case, in the 
same manner as the present embodiment, one of three or more 
inter pixel filters may be selected according to the filter type 
information in the coded data Bitstream and used. 

0068. Note that as shown in the first embodiment, when 
the filter type is switched in the unit of a picture or the unit of 
an image area Smaller than a picture, the inter pixel filter is 
switched at the time point when the filter type is changed. 
0069 FIG. 7 is a block diagram showing the structure of a 
picture decoding apparatus 1100 that uses a built-in inter 
pixel filter in place of a specified inter pixel filter if such a 
filter is not integrated. The picture decoding apparatus 1100 is 
characterized in that it uses any one of the inter pixel filters 
built in itself instead if the inter pixel filter selected by the 
filter type information included in the coded data is not built 
in itself. This picture decoding apparatus 1100 includes the 
variable length decoding unit 201, the picture decoding unit 
202, the adder 203, the picture memory 205, the inter picture 
predicting unit 206, the switch 1001, the switch 1002, the 
interpixel filter A 1003, the interpixel filter B1004 and a filter 
type information converting unit 1101. 
0070 For example, it is assumed that the picture decoding 
apparatus 1100 includes only two types of the interpixel filter 
A 1003 and the interpixel filter B1004 indicated by the value 
“1” and the value “2” of the filter type information Filter 
Type1. Coded data Bitstream3 is inputted to the picture 
decoding apparatus 1100 from outside. The variable length 
decoding unit 201 performs variable length decoding of the 
inputted coded data Bitstream3, separates it into coded dif 
ferential picture data CodedRes, predictive parameter data 
PredParam and filter type information FilterType3, and out 
puts the coded differential picture data CodedRes to the pic 
ture decoding unit 202, the predictive parameter data Pred 
Param to the inter picture predicting unit 206, and the filter 
type information FilterType3 to the filter type information 
converting unit 1101, respectively. When the value of the 
filter type information. FilterType3 is the value '3' indicating 
an inter pixel filter not built in the picture decoding apparatus 
1100, the filter type information converting unit 1101 con 
verts the value “3” of the filter type information FilterType3 
into the value '2' indicating the inter pixel filter whose 

Aug. 23, 2012 

Smoothing level is most approximate to that of the specified 
inter pixel filter from among the inter pixel filters built in the 
picture decoding apparatus 1100, for example, and outputs it 
as filter type information FilterType4. 
0071. By performing this conversion processing, decod 
ing processing to reconstruct a picture closely to the original 
decoded picture is possible although picture quality is 
degraded to some extent because an inter pixel filter different 
from that for coding is used in the picture decoding apparatus 
1100, so there is enough availability as a simple picture 
decoding function. When the value “1” is inputted as the filter 
type information FilterType4, both the switch 1001 and the 
switch 1002 change the connection to the terminal “1” side, 
and apply the filtering by the inter pixel filter A 1003 to the 
decoded picture data Recon. When the value “2 is inputted as 
the filter type information FilterType4, both the switch 1001 
and the switch 1002 change the connection to the terminal “2 
side, and apply the filtering by the inter pixel filter B1004 to 
the decoded picture data Recon. Filtered decoded picture data 
FilteredImg3 that is the processing result by the inter pixel 
filter is outputted to a display apparatus or the like outside the 
picture decoding apparatus 1100. 
0072. As explained above, according to the picture decod 
ing apparatus 1100, even if the filter type information Filter 
Type3 specifying an inter pixel filter which is not built in the 
picture decoding apparatus 1100 is included in the input 
coded data Bitstream3, it can be decoded using a built-in inter 
pixel filter instead. Therefore, coded data Bitstream can be 
decoded without degrading the picture quality Substantially. 
0073. Note that when the picture decoding apparatus 1100 
has one inter pixel filter (including the case of no inter pixel 
filter operation), decoding can be performed using that inter 
pixel filter forcedly. 
0074. Note that the picture decoding apparatus of the 
present embodiment is equipped with two inter pixel filters 
(the case of no inter pixel filter operation is counted as one 
filter), but the picture decoding apparatus equipped with three 
or more interpixel filters can perform the same processing. In 
other words, the processing of storing the decoded picture 
data Recon in the picture memory 205 as it is without being 
performed of inter pixel filter operation may be included as 
one of the processing of the inter pixel filter. 
0075. Note that as shown in the first embodiment, if the 

filter type is switched in the unit of a picture or the unit of an 
image area Smaller than a picture, an inter pixel filter is 
Switched at the point of changing the filter type. 
(0076. The operation of the interpixel filters 303,304, 1003 
and 1004 will be explained in more detail using FIG. 9 and 
FIG. 10. FIG. 9 is a diagram showing the operation details of 
a deblock filter that is an example of an interpixel filter. FIG. 
9A is a diagram showing pixel values in the vicinity of the 
boundary between blocks before filtering. FIG.9B is a dia 
gram showing pixel values in the vicinity of the boundary 
between blocks after filtering. FIG. 10 is a flowchart showing 
a flow of filtering processing by an inter pixel filter. FIG. 9A 
shows pixel values of respective pixels 601-608 on one hori 
Zontal scanning line. The pixels 601-604 are all pixels in a 
block 610, but the pixels 605-608 are pixels in a block 611 
adjacent to the block 610. The pixel values of the pixels 
601-604 are respectively p3, p.2, p1 and p0, and the pixel 
values of the pixels 605-608 are respectively q0, q1, q2 and 
q3. In a picture coding apparatus, processing Such as inter 
picture prediction, picture coding, variable length coding and 
picture decoding is generally performed in the unit of a block 
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(or macroblock). Therefore, coding noise is apt to appear in 
the higher frequencies between pixels, such as the pixel 604 
and the pixel 605, across the boundary between adjacent 
blocks (or macroblocks), such as the block 610 and the block 
611. For example, there is a tendency that the difference 
between the pixel value p0 of the pixel 604 and the pixel value 
q0 of the pixel 605 is apt to increase due to the influence of the 
coding noise. Therefore, an inter pixel filter is a filter that can 
be determined using a plurality of parameters, for example, a 
filter corresponding to parameters C. and B for determining the 
filter, and pixel values of a group of pixels across the block 
boundary are filtered by this inter pixel filter. 
0077. As shown in FIG. 10, an interpixel filter first calcu 
lates the absolute value of the difference of the pixel values 
(p0-q0) between the pixel 604 and the pixel 605 across the 
boundary, and judges whether the calculated absolute value is 
less than the value of the parametera or not (S701). As a result 
of the judgment, if the absolute value of the difference (p0 
q0) between the pixel values is the value of the parameter C. or 
more, the inter pixel filter does not perform deblock filter 
processing for the-pixel value represented by the decoded 
picture data Recon (S704). On the other hand, as a result of 
the judgment in Step S701, if the absolute value of the differ 
ence (p0-q0) between the values of adjacent pixels across the 
block boundary is less than the value of the parameter C, the 
inter pixel filter further calculates the absolute value of the 
difference (p1-p0) between the values of the pixel 604 and 
the pixel 603, and judges whether the calculated absolute 
value is less than the value of the parameter B or not (S702). 
Here, the pixel 604 and the pixel 603 are adjacent pixels in one 
block 610. As a result of the judgment, if the absolute value of 
the difference (p1-p0) between the pixel values is the value of 
the parameter B or more, the inter pixel filter 503 does not 
perform deblock filter processing for the pixel value repre 
sented by the decoded picture data Recon (S704). Also, as a 
result of the judgment, if the absolute value of the difference 
(p1-p0) between the pixel values is less than the value of the 
parameter B, it further calculates the absolute value of the 
difference (q1-q0) between the pixel 605 and the pixel 606, 
and judges whether the calculated absolute value is less than 
the value of the parameter B or not (S703). Here, the pixel 605 
and the pixel 606 are adjacent pixels in one block 611. As a 
result of the judgment, if the absolute value of the difference 
(q1-q0) of the pixel values is the value of the parameter B or 
more, the inter pixel filter does not perform deblock filter 
processing for the pixel value represented by the decoded 
picture data Recon (S704). On the other hand, if the absolute 
value of the difference (q1-q0) between the pixel values is 
less than the value of the parameter B, the interpixel filter 503 
performs filtering for the decoded picture data Recon to 
remove coding noise, and ends the processing. The interpixel 
filter repeats the above-mentioned processing for every pixel 
array in the horizontal scanning line direction and Vertical 
scanning line direction respectively across the block bound 
aries. In this manner, by performing deblock filter processing 
when any one of the differences of values of three sets of 
adjacent pixels is less than a fixed value, block distortion is 
removed. 

0078. Note that in the deblock filter processing in the 
above Step S704, Smoothing filtering (filtering for suppress 
ing high frequency components) is performed for the pixels in 
the vicinity of the boundary. For example, a new pixel value 
P0 of the pixel 604 can be generated by smoothing, using a 
low pass filter for Suppressing high frequency components for 
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the pixel value p0 of the pixel 604, the pixel value q0 of the 
pixel 605, the pixel value p1 of the pixel 603 and the pixel 
value q1 of the pixel 606. 

Second Embodiment 

007.9 FIG. 8 is a block diagram showing the structure of a 
picture coding apparatus 500 according to the second 
embodiment. The picture coding apparatus 500 is different 
from the picture coding apparatus 300 in that as inter pixel 
filter processing, the former can select whether or not storing 
the decoded picture data Recon in the picture memory 107 as 
it is as reference picture data Ref. The picture coding appa 
ratus 500 is comprised of the difference calculator 101, the 
picture coding unit 102, the picture decoding unit 104, the 
adder 105, the picture memory 107, the inter picture predict 
ing unit 108, the inter picture prediction estimating unit 109, 
a switch 501, a switch 502, an interpixel filter 503, a look up 
table memory unit 504, and a variable length coding unit 505. 
0080 When the value of the filter type information Filter 
Type2 is “0”, both the switch 501 and the switch 502 change 
the connection to the terminal '0' side to store the decoded 
picture data Recon outputted from the adder 105 as it is in the 
picture memory 107. When the value of the filter type infor 
mation FilterType2 is “1”, both the switch 501 and the switch 
502 change the connection to the terminal “1” side to bring 
the decoded picture data Recon outputted from the adder 105 
to conduct to the interpixel filter 503. The interpixel filter 503 
is a filter used for filtering pixel values and, for example, a 
deblock filter for suppressing coding noise in the higher fre 
quency components on the block boundary. The filtered 
decoded picture data FilteredImg2 which is performed of 
interpixel filter operation by the interpixel filter 503 is stored 
in the picture memory 107. The variable length coding unit 
505 performs variable length coding of this filter type infor 
mation FilterType2, the coded differential picture data Cod 
edRes and the predictive parameter data PredParam, puts 
them together into one coded data Bitstream2 as shown in 
FIG. 5A, and outputs it outside the picture coding apparatus 
SOO. 
I0081. Note that the picture coding apparatus 500 has one 
interpixel filter, but it may have two or more interpixel filters. 
It may select any one of the two or more inter pixel filters or 
no inter pixel filter operation to use it, and include the filter 
type information indicating the type of the used inter pixel 
filter (including no inter pixel filter operation) into the coded 
data. Also, the picture coding apparatus 500 may omit the 
look up table memory unit 504, and instead have the function 
of the look up table memory unit 504 in the inter pixel filter 
SO3. 
I0082. As explained above, in the picture coding apparatus 
500 of the present invention, it becomes possible to create 
coded data using an inter pixel filter depending on the pro 
cessing capability of the picture decoding apparatus for 
reproducing the coded data Bitstream2 outputted from that 
picture coding apparatus 500. Also, an interpixel filter can be 
selected depending on the processing capability of the picture 
coding apparatus 500. Also, the filter type may be switched in 
the unit of a picture or the unit of an image area Smaller than 
a picture. 
I0083 FIG. 11 is a block diagram showing the structure of 
a picture decoding apparatus 1200 according to the second 
embodiment that can select whether inter pixel filter process 
ing is to be performed or not. The picture decoding apparatus 
1200 is different from the picture decoding apparatus 1000 in 
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FIG. 6 in that the former does not perform inter pixel filter 
operation as interpixel filterprocessing, but can select storing 
the decoded picture data Recon as it is in the picture memory 
205 as reference picture data Ref. The picture decoding appa 
ratus 1200 is comprised of the variable length decoding unit 
201, the picture decoding unit 202, the adder 203, the picture 
memory 205, the inter picture predicting unit 206, a switch 
1201, a switch 1202 and an inter pixel filter 1203. 
0084. The coded data Bitstream2 whose header includes 
the filter type information FilterType2 indicating the inter 
pixel filter applied to the coding, for example, the coded data 
in FIG. 9A which is coded by the picture coding apparatus 
500 in FIG. 8, is inputted to the picture decoding apparatus 
1200. The filter type information. FilterType2 includes the 
value indicating “no inter pixel filter operation” as a filter 
type. The variable length decoding unit 201 performs variable 
length decoding of the inputted coded data Bitstream2, and 
separates it into coded differential picture data CodedRes, 
predictive parameter data PredParam and filter type informa 
tion FilterType2. The separated coded differential picture 
data CodedRes, predictive parameter data PredParam and 
filter type information FilterType2 are respectively outputted 
to the picture decoding unit 202, the inter picture predicting 
unit 206, and the switch 1201 and the Switch 1202. 
I0085. When the value “0” is inputted as the filter type 
information FilterType2, the switch 1201 and the switch 1202 
both change the connection to the terminal “0” side, and the 
decoded picture data Recon outputted from the adder 203 is 
stored as it is in the picture memory 205. When the value “1” 
is inputted as the filter type information FilterType2, the 
switch 1201 and the switch 1202 both change the connection 
to the terminal “1” side to apply the filtering by the interpixel 
filter 1203 to the decoded picture data Recon. 
I0086 Also, if it is judged from the filter type information 
that an interpixel filter is not used for a decoded picture which 
is to be a reference picture, the decoded picture is not filtered 
by the inter pixel filter for storing that picture in the picture 
memory as a reference picture, but the interpixel filter may be 
used only for outputting it outside a picture decoding appa 
ratus. FIG. 12 is a block diagram showing the structure of a 
picture decoding apparatus 1300 including a picture output 
unit equipped, with selectable interpixel filters. As explained 
above, the picture decoding apparatus 1300 is a picture 
decoding apparatus that, when the filter type information 
filterType2 indicates that the decoded picture outputted from 
the adder 203 is not filtered by an inter pixel filter, does not 
perform filtering of the decoded picture stored in the picture 
memory but performs filtering of the decoded picture output 
ted outside using an inter pixel filter provided at the output 
side, and is comprised of the variable length decoding unit 
201, the picture decoding unit 202, the adder 203, the picture 
memory 205, the inter picture predicting unit 206, the switch 
1201, the switch 1202, the inter pixel filter 1203, a switch 
1301, a switch 1302 and an inter pixel filter 1303. 
I0087. When the value of the filter type information Filter 
Type2 is “1”, the switch 1201, the switch 1202, the switch 
1301 and the switch 1302 all change the connection to the 
terminal “1” side. In this case, the switch 1201 and the Switch 
1202 connect the output of the adder 203, the inter pixel filter 
1203 and the picture memory 205, and the switch 1302 inter 
rupts the connection with the output of the switch 1202 and 
the interpixel filter 1303 to short-circuit with the switch 1301. 
Therefore, the inter pixel filter 1203 performs filter operation 
for the decoded picture data Recon and outputs the filtered 
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decoded picture data FilteredImg3. The filtered decoded pic 
ture data FilteredImg3 is outputted as an output picture Out 
Img to a display apparatus or the like outside the picture 
decoding apparatus as it is, that is, without being filtered again 
by the interpixel filter 1303. When the value of the filter type 
information FilterType2 is “0”, the switch 1201, the switch 
1202, the switch 1301 and the switch 1302 all change the 
connection to the terminal '0' side. In this case, the Switch 
1201 interrupts the connection with the output of the adder 
203 and the inter pixel filter 1203 to short-circuit with the 
switch 1202. On the other hand, the Switch 1302 connects the 
output of the switch 1202, the inter pixel filter 1303 and the 
external output terminal of the switch 1301. Therefore, the 
decoded picture data Recon outputted from the adder 203 is 
not performed of the inter pixel filter operation by the inter 
pixel filter 1203, but stored as it is in the picture memory 205 
as a reference picture. The decoded picture data Recon which 
is taken out of the output side of the switch 1202, that is, the 
filtered decoded picture data FilteredImg3 which has not 
filtered actually is performed of the interpixel filter operation 
by the inter pixel filter 1303, and outputted as an output 
picture Outlmg to a display apparatus or the like outside the 
picture decoding apparatus 1300. 
I0088. Note that the inter pixel filter 1203 and the inter 
pixel filter 1303 are described here as different constituent 
elements for explanation, but one inter pixel filter may be 
used for implementation (there is no problem to use one inter 
pixel filter because two inter pixel filters do not operate at the 
same time). Also, the interpixel filter 1203 and the interpixel 
filter 1303 may be the existing inter pixel filter 106, or the 
inter pixel filter 503 including the look up table memory unit 
504 as shown in FIG.8. Furthermore, it may be the interpixel 
filter 503 including the look up table memory unit 504 for 
holding a plurality of parameter tables 620. However, in this 
case, the filter type information FilterType2 needs to be 
inputted to the inter pixel filter 503 also. 
I0089. As explained above, according to the picture decod 
ing apparatus 1300, even in the case where filtering is not 
performed for a decoded picture which is to be a reference 
picture, filtering by an inter pixel filter can be performed for 
the decoded picture, so a display apparatus for displaying an 
output picture OutImg outputted from the picture decoding 
apparatus 1300 can display moving pictures with higher pic 
ture quality. This is particularly effective for devices with 
enough processing capability when filtering is not to per 
formed for a decoded picture which is to be a reference 
picture. 
0090. Note that, as shown in the first embodiment, when 
the type of an inter pixel filter indicated by the filter type 
information FilterType2 is switched in the unit of a picture or 
in the unit of an image area Smaller than a picture, the inter 
pixel filter is switched at the time of changing the filter type. 
0091 FIG. 13 is a block diagram showing the structure of 
a picture decoding apparatus 1400 capable of selecting the 
inter pixel filter 1203 depending on a picture type of each 
picture. The picture decoding apparatus 1400 is a picture 
decoding apparatus that decodes information on whether a 
decoded picture is used as a reference picture or not, for 
example, coded data including a picture type of each picture 
and the like, and is comprised of the picture decoding unit 
202, the adder 203, the picture memory 205, the inter picture 
predicting unit 206, the inter pixel filter 1203, a variable 
length decoding unit 1401, a switch 1402, a switch 1403 and 
a picture type information converting unit 1404. 
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0092. The variable length decoding unit 1401 performs 
variable length decoding of coded data Bitstream4 inputted 
from outside, and separate it into picture type information 
PType, coded differential picture data CodedRes and predic 
tive parameter data PredParam. The separated picture type 
information PType, coded differential picture data CodedRes 
and predictive parameter data PredParam are outputted 
respectively to the picture type information converting unit 
1404, the picture decoding unit 202 and the inter picture 
predicting unit 206. The picture type information Ptype is the 
information indicating whether a current picture is used as a 
reference picture or not. For example, according to interna 
tional standards, MPEG-1 and 2, information called a picture 
type is included in coded data of every picture, and a picture 
called a B-picture is not used as a reference picture. There 
fore, this picture type included in the coded data may be used 
as the picture type information PType of the present embodi 
ment. Even if filtering by means of an inter pixel filter is not 
performed for a picture which is not used as a reference 
picture, it does not have so serious influence on decoding of 
other pictures. 
0093. Here, the picture decoding apparatus 1400 does not 
perform interpixel filtering if the current picture is not used as 
a reference picture. For example, when the processing capa 
bility of the picture decoding apparatus 1400 is too low to 
execute decoding in time for reproduction time, the process 
ing load on the picture decoding apparatus 1400 can be 
reduced by not performing filtering by means of an interpixel 
filter for pictures which are not used as reference pictures. It 
will be explained using the block diagram of FIG. 13. First, if 
the picture type information Ptype inputted to the picture type 
information converting unit 1404 indicates a picture other 
than a B-picture, that is, if it indicates that the current picture 
is used as a reference picture, both the switch 1402 and the 
switch 1403 change the connection to the terminal “1. 
Thereby, the picture decoding apparatus 1400 performs inter 
pixel filter operation for the decoded picture data Recon using 
the interpixel filter 1203, and stores the operation result in the 
picture memory 205 as filtered decoded picture data Filtered 
Img5 and outputs it to a display apparatus or the like outside 
the picture decoding apparatus 1400. On the other hand, if the 
picture type information Ptype indicates that the current pic 
ture is a B-picture, that is, it indicates the current picture is not 
used as a reference picture, the switch 1402 and the switch 
1403 change the connection to the terminal “0”, and the 
decoded picture data Recon outputted from the adder 105 is 
outputted directly to outside without using the interpixel filter 
12O3. 

0094. As mentioned above, since the picture decoding 
apparatus 1400 omits filtering by means of the inter pixel 
filter 1203 for a B-picture which is hardly referred to by other 
pictures, processing load required for decoding coded data 
Bitstream can be reduced without giving a great influence on 
decoding of other pictures. Also, since the picture decoding 
apparatus 1400 selects an inter pixel filter depending on a 
picture type of coded data in this manner, filtering processing 
load can be reduced even for coded data outputted from a 
conventional picture coding apparatus, with its header infor 
mation Such as a picture header not including selection infor 
mation of an inter pixel filter, because filtering processing is 
omitted for pictures which are not referred to. 
0095. Note that it is not necessary to store pictures which 
are not referred to in the picture memory 205 in FIG. 13, for 
example, regardless of whether filtering processing is per 
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formed for the pictures or not. Therefore, it is necessary to 
store, in the picture memory 205, only data obtained by per 
forming filtering processing for pictures which are referred 
tO. 

0096. Note that, in the strict sense, a B-picture does not 
mean a picture which is not referred to, but a picture coding 
method in which a B-picture is referred to can be conceived. 
Therefore, if an interpixel filter is not selected just depending 
on a picture type, but it is judged whether the picture is 
actually referred to or not, more appropriate processing can 
be performed even when a B-picture is referred to. However, 
even when a B-picture is referred to, an inter pixel filter may 
be switched just depending on a picture type for simplifying 
the implementation. 
0097. Also, whether interpixel filtering is to be performed 
or not is not switched, but two filters, the interpixel filter 1003 
and the inter pixel filter 1004 may be switched depending on 
a picture type or whether a picture is referred to or not, as 
shown in FIG. 6 or FIG. 7. 
0098. Furthermore, an example of a picture decoding 
apparatus that Switches an inter pixel filter depending on a 
picture type and whether a picture is referred to or not has 
been explained, but a picture coding apparatus can also per 
form this Switching in the same manner. 

Third Embodiment 

0099 FIG. 14 is a block diagram showing the functional 
structure of a picture coding apparatus 1500 according to the 
third embodiment of the present invention. The picture cod 
ing apparatus 1500 is realized by a computer apparatus 
equipped with a CPU, a memory, a hard disk (HD) on which 
a program for picture coding is installed and others, and has, 
as functions for that, an operation console unit 1505, a pre 
processing unit 1510, a subtracting unit 1512, an orthogonal 
transformation unit 1513, a quantization unit 1514, a variable 
length coding unit 1517, a post-processing unit 1520, an 
inverse quantization unit 1521, an inverse orthogonal trans 
formation unit 1522, an adding unit 1524, a switching unit 
1530, an inter pixel filter 1540, a picture memory 1541, a 
motion estimation unit 1542, a motion compensation unit 
1543, a priority determining unit 1550 and a filter processing 
controlling unit 1560. 
0100. The operation console unit 1505 accepts an opera 
tor's entry operation. The pre-processing unit 1510 is 
equipped with a format converting unit for converting a for 
mat of an inputted picture signal into a space resolution des 
ignated by the operation on the operation console unit 1505, 
a picture reordering unit for reordering pictures in accordance 
with picture types and others, and outputs pictures or the like 
in sequence. 
0101. Note that there are the following types of pictures: 
an I-picture (Intra Picture: intra coded picture) which is cre 
ated in the intra picture coding mode; a P-picture (Predictive 
Picture: predictive coded picture) which is created in the inter 
picture coding mode and refers to only one picture; and a 
B-picture (Bi Predictive Picture: plural predictive picture) 
which can also refer to a backward picture, and at the time of 
motion estimation in the inter picture coding mode, the num 
ber of decoded pictures, stored in the picture memory 1541, 
which can be referred to at the same time by the motion 
estimation unit 1542, is restricted. 
0102 Also, in coding a picture, there are a mode for cod 
ing it using three types of pictures (hereinafter also referred to 
as an “IPB coding mode’) and a mode for coding it using only 
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two types of pictures, an I-picture and a P-picture. As the 
mode for coding it using only two types of pictures, an I-pic 
ture and a P-picture, there are a mode for coding a P-picture 
which has a possibility of being referred to and a P-picture 
which has no possibility of being referred to (hereinafter also 
referred to as a “first IP coding mode’) and a mode for coding 
a P-picture in the base layer in layered coding, a P-picture 
which has a possibility of being referred to and a P-picture 
which has no possibility of being referred to in the enhance 
ment layer (hereinafter also referred to as a “second IP coding 
mode). In layered coding, pictures are classified into two 
groups, a base layer and an enhancement layer, and the base 
layer is a group of pictures which can be reproduced by 
themselves and the enhancement layer is a group of pictures 
which require the group of pictures on the base line for coding 
and decoding. The layered coding is characterized in that, 
since the number of bits only for the base layer is small but the 
number of bits for both the base layer and the enhancement 
layer is large and the number of pictures is large, two types of 
uses can be easily realized by recording and transmitting the 
base line in all cases and recording and transmitting the 
enhancement layer only when necessary for high picture 
quality. 
0103) In the case of the first IP coding mode, information 
of “possibility” or “no possibility” is added to a picture and 
information of “possibility” or “no possibility” is added to a 
picture type as well. Also, in the case of the second IP coding 
mode, information of “base”, “possibility” or “no possibility” 
is added to a picture and information of “base”, “possibility” 
or “no possibility” is added to a picture type as well. 
0104. The subtracting unit 1512 outputs the picture out 
putted from the pre-processing unit 1510 as it is in the intra 
picture coding mode, and calculates a motion compensation 
error (residual image) that is a differential value between the 
picture and the motion compensation picture outputted from 
the motion compensation unit 1543 in, the inter picture cod 
ing mode. 
0105. The orthogonal transformation unit 1513 outputs 
frequency components in the frequency domain which are 
resulted by performing orthogonal transformation Such as 
discrete cosine transformation for the picture in the intra 
picture coding mode and the motion compensation error in 
the inter picture coding mode, which are outputted from the 
subtracting unit 1512, respectively. The quantization unit 
1514 outputs a quantized value by quantizing the frequency 
components outputted from the orthogonal transformation 
unit 1513. The variable length coding unit 1517 outputs a 
coded signal for which further information compression is 
performed using a variable length code (Huffman code) 
which assigns code length to the quantized value outputted 
from the quantization unit 1514 depending on its occurrence 
frequency. The post-processing unit 1520 is equipped with a 
buffer for temporarily memorizing the coded signal or the 
like, a rate controlling unit for controlling a quantization 
range in the quantization unit 1514, and others, and trans 
forms the abovementioned motion vector, picture type or the 
like, and the coded signal outputted from the variable length 
coding unit 1517 into a coded signal as a bit stream and 
outputs it. 
0106 The inverse quantization unit 1521 decodes the fre 
quency components by inverse quantizing the quantized 
value generated by the quantization unit 1514. The inverse 
orthogonal transformation unit 1522 decodes the picture in 
the intra picture coding mode and the motion compensation 
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error (residual image) that is the differential value of pixels in 
the interpicture coding mode, by performing inverse orthogo 
nal transformation of the frequency components decoded by 
the inverse quantization unit 1521. The adding unit 1524 
decodes the picture, by outputting the picture (decoded pic 
ture) which is decoded by the inverse orthogonal transforma 
tion unit 1522 as it is in the intra picture coding mode, and by 
adding the residual image which is decoded by the inverse 
orthogonal transformation unit 1522 and the motion compen 
sation picture which is generated by the motion compensation 
unit 1543 in the inter picture coding mode. 
0107 The switching unit 1530 is comprised of a pair of 
switches 1531 and 1532 for switching the switching status 
synchronously under the switch ON/OFF control of the filter 
processing controlling unit 1560 for every picture, and incor 
porates the inter pixel filter 1540 into a loop, or omits it from 
a loop, that is, makes the inter pixel filter 1540 skip its pro 
cessing. The inter pixel filter 1540 performs spatial low pass 
filter processing for the decoded picture outputted from the 
adding unit 1524 on a block by block basis when the switches 
1531 and 1532 are ON so as to generate the decoded picture 
without block distortion or the like. For example, it calculates 
an average value between a pixel and neighboring pixels, and 
if the difference between the pixel and a neighboring pixel is 
within a predetermined range, it executes the processing of 
replacing every pixel around the block boundary with the 
calculated average value. 
0108. The picture memory 1541 stores a plurality of the 
decoded pictures outputted from the Switching unit 1530. 
Thereby, it becomes possible to monitor the decoded picture 
in the same condition as the picture decoding apparatus that 
decodes the coded signal outputted from the post-processing 
unit 1520 or use the decoded picture as a reference picture in 
the inter picture coding mode. Note that in the first IP coding 
mode and the second IP coding mode, a decoded P-picture to 
which the information indicating reference possibility is 
added is always stored in the picture memory 1541, and a 
decoded P-picture to which the information indicating no 
reference possibility is added does not need to be stored in the 
picture memory 1541. Therefore, the information of possibil 
ity or no possibility means whether the decoded picture is 
stored in the picture memory 1541 or not: 
0109. In the inter picture coding mode, the motion estima 
tion unit 1542 searches for a reference picture whose differ 
ence from the picture outputted from the pre-processing unit 
1510 is smallest from among the decoded pictures stored in 
the picture memory 1541, and outputs a motion vector that is 
the motion amount of a differential pixel. Note that when the 
motion vector is outputted, a block prediction type indicating 
whether the reference picture is a forward picture, a backward 
picture or the average value between both pictures is output 
ted. The motion compensation unit 1543 performs the opera 
tion indicated by the motion vector and the block prediction 
type, and generates a motion compensation picture. The pri 
ority determining unit 1550 outputs the priority of a picture 
depending on the picture type, and the base layer or the 
enhancement layer. The filter processing controlling unit 
1560 controls ONFOFF of the Switches 1531 and 1532 
depending on the priority outputted from the priority deter 
mining unit 1550 or the CPU operation rate. 
0110 FIG. 15 is a block diagram showing the detailed 
functional structure of the priority determining unit 1550 as 
shown in FIG. 14. As shown in this figure, the priority deter 
mining unit 1550 outputs the priority of a picture depending 
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on the picture type and the base layer or the enhancement 
layer, and is comprised of three tables 1551-1553, a selector 
1554and a determination processing unit 1555, as shown in 
FIG. 15. Note that in the case of a P-picture in the second IP 
coding mode, the information indicating “base', 'possibility 
of being referred to’ or “no possibility of being referred to is 
added to its picture type. 
0111. The table 1551 is a table which is selected when the 
IPB coding mode is designated by the operation on the opera 
tion console unit 1505 and in which the picture types of 
pictures are associated with the priorities thereof, and the 
priorities are set to “0” for I-pictures, “1” for P-pictures and 
“2 for B-pictures. Note that the priorities are set so that they 
become lower as the number becomes larger. 
0112. The table 1552 is a table which is selected when the 

first IP coding mode is designated by the operation on the 
operation console unit 1505 and in which the picture types of 
pictures are associated: with the priorities thereof, and the 
priorities are set to “0” for I pictures, “1” for P-pictures 
(which have a possibility of being referred to) and '2' for 
P-pictures (which have no possibility of being referred to). 
0113. The table 1553 is a table which is selected when the 
second IP coding mode (base, reference possibility and no 
reference possibility) is designated, and the priorities are set 
to “0” for I-pictures, “1” for P-pictures (base), “2” for P-pic 
tures (which have a possibility of being referred to) and '3” 
for P-pictures (which have no possibility of being referred to). 
0114. The selector 1554 selects any one of the tables 
1551-1553 based on the coding mode (the IPB coding mode 
or the first IP coding mode) designated by the operation 
console unit 1505. The determination processing unit 1555 
determines the priority depending on the picture type and the 
base layer or the enhancement layer outputted from the pre 
processing unit 1510 with reference to the table selected by 
the selector 1554, and outputs the determined priority. Spe 
cifically, when the IPB coding mode is designated, the selec 
tor 1554 selects the table 1551, and the determination pro 
cessing unit 1555 outputs the priority associated with an 
I-picture, a P-picture or a B-picture every time the picture 
type is outputted from the pre-processing unit 1510. Also, 
when the first IP coding mode is designated, the selector 1554 
selects the table 1552, and the determination processing unit 
1555 outputs the priority based on the picture type and the 
data added to a P-picture (“possibility” or “no possibility”). 
Further, when the second IP coding mode is designated, the 
selector 1554 selects the table 1553, and the determination 
processing unit 1555 outputs the priority based on the picture 
type and the data added to a P-picture (“base”, “possibility” or 
“no possibility). 
0115 FIG. 16 is a block diagram showing the detailed 
functional structure of the filter processing controlling unit 
1560 as shown in FIG. 14. As shown in this figure, the filter 
processing controlling unit 1560 controls ON/OFF of the 
switches 1531 and 1532 in accordance with the priority out 
putted from the priority determining unit 1550 and the CPU 
operation rate, and is comprised of three tables 1561-1563, a 
selector 1564 and a switch change processing unit 1565, as 
shown in FIG. 16. The table 1561 is a table which is selected 
when the IPB coding mode is designated and indicates com 
binations of the priorities and CPU operation rates for per 
forming filter processing, and it is set to switch ON for the 
priority 0-2 when the CPU operation rate is less than 70%, 
switch ON only for the priorities 0 and 1 when the CPU 

Aug. 23, 2012 

operation rate is 70% or more and less than 80%, and switch 
ON only for the priority 0 when the CPU operation rate is 
80% or more. 
0116. The table 1562 is a table which is selected when the 

first IP coding mode is designated and indicates combinations 
of the priorities and CPU operation rates for performing filter 
processing, and it is set to switch ON for the priorities 0-2 
when the CPU operation rate is less than 70%, switch ON 
only for the priorities 0 and 1 when the CPU operation rate is 
70% or more and less than 80%, and switch ON only for the 
priority 0 when the CPU operation rate is 80% or more. 
0117. The table 1563 is a table which is selected when the 
second IP coding mode is designated and indicates combina 
tions of the priorities and CPU operation rates for performing 
filter processing, and it is set to switch ON for the priorities 
0-3 when the CPU operation rate is less than 70%, switch ON 
only for the priorities 0,1 and 2 when the CPU operation rate 
is 70% or more and less than 80%, and switch ON only for the 
priorities 0 and 1 when the CPU operation rate is 80% or 
O. 

0118. The selector 1564 selects any one of the tables 
1561-1563 based on the coding mode (the IPB coding mode, 
the first IP coding mode or the second IP coding mode) 
designated by the operation console unit 1505. The switch 
change processing unit 1565 outputs a signal of Switching ON 
or OFF So as to control the Switches 1531 and 1532 of the 
switching unit 1530 based on the priority outputted from the 
priority determining unit 1550 and the CPU operation rate 
acquired by every picture, with reference to the table selected 
by the selector 1564. 
0119) Specifically, when the IPB coding mode is desig 
nated, the selector 1564 selects the table 1561, and the switch 
change processing unit 1565 outputs a signal of Switching ON 
for all the I-picture, P-picture and B-picture if the CPU opera 
tion rate is less than 70%. Also, if the CPU operation rate is 
70% or more and less than 80%, the switch change processing 
unit 1565 outputs a signal of switching ON only for an I-pic 
ture and a P-picture. Also, if the CPU operation rate is 80% or 
more, the Switchchange processing unit 1565 outputs a signal 
of switching ON only for an I-picture. 
I0120 Also, when the first IP coding mode is designated, 
the selector 1564 selects the table 1562, and the switch 
change processing unit 1565 outputs a signal of Switching ON 
for all the I-picture, P-picture (possibility) and P-picture (no 
possibility) if the CPU operation rate is less than 70%. Also, 
if the CPU operation rate is 70% or more and less than 80%, 
the Switch change processing unit 1565 outputs a signal of 
switching ON only for an I-picture and a P-picture (possibil 
ity). Also, if the CPU operation rate is 80% or more, the 
Switch change processing unit 1565 outputs a signal of 
switching ON only for an I-picture. 
I0121 Further, when the second IP coding mode is desig 
nated, the selector 1564 selects the table 1563, and the switch 
change processing unit 1565 outputs a signal of Switching ON 
for all the I-picture, P-picture (base), P-picture (possibility) 
and P-picture (no possibility). Also, if the CPU operation rate 
is 70% or more and less than 80%, the switch change pro 
cessing unit 1565 outputs a signal of switching ON only for an 
I-picture, a P-picture (base) and a P-picture (possibility). 
Also, if the CPU operation rate is 80% or more, the switch 
change processing unit 1565 outputs a signal of Switching ON 
only for an I-picture and a P-picture (base). 
I0122) Next, the operation of the picture coding apparatus 
1500 structured as above will be explained. 
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0123. In the intra picture coding mode for coding a picture 
as an I-picture, a picture outputted from the pre-processing 
unit 1510 is compressed and coded into a frequency compo 
nent by orthogonal transformation by the orthogonal trans 
formation unit 1513, and compressed and coded into a quan 
tized value by quantization by the quantization unit 1514. 
This quantized value is compressed and coded into a variable 
length by variable length coding by the variable length coding 
unit 1517, converted into a coded signal of a bit stream of an 
I-picture by the post-processing unit 1520, and stored in a 
memory medium such as a hard disk. 
0.124. On the other hand, the quantized value outputted 
from the quantization unit 1514 is decoded into a frequency 
component by inverse quantization by the inverse quantiza 
tion unit 1521, and decoded into a picture by inverse orthogo 
nal transformation by the inverse orthogonal transformation 
unit 1522. When the Switches 1531 and 1532 are turned ON 
under the control of the filter processing controlling unit 
1560, this decoded picture is stored in the picture memory 
1541 after being filter-processed for eliminating block distor 
tion by the interpixel filter 1540, and when the switches 1531 
and 1532 are OFF, it is stored in the picture memory 1541 
without being filter-processed. 
0.125. Also, in the inter picture coding mode for coding a 
picture as a P-picture and a B-picture, a motion vector is 
generated by the motion estimation unit 1542, a motion com 
pensation picture (predictive picture) is generated by the 
motion compensation unit 1543, and a motion compensation 
error (differential image) is generated by the subtracting unit 
1512. Note that the motion estimation unit 1542 searches for 
a predictive picture whose difference from the picture output 
ted from the pre-processing unit 1510 is smallest from among 
the decoded pictures stored in the picture memory 1541 as 
one or a plurality of forward or backward reference pictures. 
0126 FIG. 17 is a diagram showing reference relations 
between pictures stored in the picture memory 1541. Particu 
larly, FIG. 17A is a diagram showing reference pictures for 
prediction in the IPB method, FIG. 17B is a diagram showing 
reference pictures for prediction in the first IP method, and 
FIG. 17C is a diagram showing reference pictures for predic 
tion in the second. IP method. Note that below each picture of 
each method, the priority (priority level) associated with the 
picture is indicated. 
0127. For predicting a P-picture in the case of the IPB 
method of FIG. 17A, a forward I-picture and P-picture can be 
referred to. For predicting a B-picture, a forward I-picture or 
P-picture can be referred to and one backward and temporally 
closest I-picture or P-picture can be referred to. 
0128. Note that for predicting a B-picture in H.26L, a 
B-picture, in addition to an I-picture and a P-picture, can be 
referred to as a forward picture. In the mode using this B-pic 
ture as a reference picture, information that “there is a possi 
bility” or “there is no possibility” is added to the B-picture, 
and the information that “there is a possibility” or “there is no 
possibility” is added to the picture type as well. And in this 
mode, the decoded B-picture to which the information that 
there is a possibility of being referred to is always stored in the 
picture memory 1541, and the decoded B-picture to which the 
information that there is no possibility of being referred to 
does not need to be stored in the picture memory 1541. 
0129. For predicting a P-picture (reference possibility) in 
the first IP method of FIG. 17B, a forward I-picture and 
P-picture (reference: possibility) can be referred to. For pre 
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dicting a P-picture (no reference possibility), a forward I-pic 
ture or P-picture (reference possibility) can be referred to. 
0.130 For predicting a P-picture (base) in the second IP 
method of FIG. 17C, a forward I-picture and P-picture (base) 
can be referred to. For predicting a P-picture (reference pos 
sibility), a forward I-picture and P-picture (base) can be 
referred to. For predicting a P-picture (no reference possibil 
ity), a plurality of forward I-pictures, P-pictures (base) or 
P-pictures (reference possibility) can be referred to. 
I0131 Note that, for convenience of explanation, the case 
where the IPB coding mode is designated will be explained. 
(0132 Under such restriction, the motion estimation unit 
1542 outputs as a motion vector the motion amount of the 
differential pixel between the searched reference picture and 
the picture outputted from the pre-processing unit 1510, and 
also outputs a block prediction type indicating whether a 
reference picture is a forward picture, a backward picture or 
an average value of bi-predictive pictures. Also, the motion 
compensation unit 1543 performs for the differential pixel the 
operation indicated by the motion vector and the block pre 
diction type outputted from the motion estimation unit 1542 
to generate a motion compensation picture. And the Subtract 
ing unit 1512 generates a motion compensation error (differ 
ential image) by Subtracting the motion compensation picture 
generated by the motion compensation unit 1543 from the 
picture outputted from the pre-processing unit 1510. 
I0133. The motion compensation error (differential image) 
outputted from the subtracting unit 1512 is compressed and 
coded into a frequency component by orthogonal transforma 
tion by the orthogonal transformation unit 1513, and com 
pressed and coded into a quantized value by quantization by 
the quantization unit 1514. 
I0134. This quantized value is compressed and coded into a 
variable length by variable length coding by the variable 
length coding unit 1517, converted into a coded signal in a bit 
stream of a P-picture or a B-picture together with the motion 
vector and others by the post-processing unit 1520, and stored 
in a memory medium such as a hard disk. 
I0135. On the other hand, the quantized value of a P-picture 
or a B-picture with a possibility of being referred to which is 
outputted from the quantization unit 1514 is decoded into a 
frequency component by inverse quantization by the inverse 
quantization unit 1521, and decoded into a motion compen 
sation error (differential image) by inverse orthogonal trans 
formation by the inverse orthogonal transformation unit 
1522. Then, the adding unit 1524 adds the motion compen 
sation error (differential image) and the motion compensation 
picture, and thus it is decoded into a picture. This decoded 
picture is stored in the picture memory 1541 after being 
filter-processed for eliminating block distortion by the inter 
pixel filter 1540 when the switches 1531 and 1532 are turned 
ON under the control of the filter processing controlling unit 
1560, and when the Switches 1531 and 1532 are turned OFF, 
it is stored in the picture memory 1541 without being filter 
processed. 
0.136. Here, ON/OFF control of the switches 1531 and 
1532 by the filter processing controlling unit 1560 will be 
explained in more detail. 
0.137 FIG. 18 is a flowchart showing switch activating 
processing executed by the Switch change processing unit 
1565 in the filter processing controlling unit 1560. 
0.138. By the way, the determination processing unit 1555 
in the priority determining unit 1550 determines the priority 
of each picture outputted from the pre-processing unit. 1510 
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depending on the picture type with reference to the table 1551 
selected by the selector 1554, and outputs the determined 
priority. Specifically, when the IPB coding mode is desig 
nated, the selector 1554 selects the table 1551, and the deter 
mination processing unit 1555 outputs the priority “0” for an 
I-picture, the priority “1” for a P-picture and the priority “2 
for a B-picture every time the picture type is outputted from 
the pre-processing unit 1510. 
0139 For every coding of a picture, the switch change 
processing unit 1565 in the filter processing controlling unit 
1560 acquires the priority of the picture and the operation rate 
of the CPU included in this picture coding apparatus 1500 
(S21), and determines the entry which is to be referred to in 
the table (the table 1561 in the example of FIG. 16) (S22). 
0140 Specifically, if the CPU operation rate is less than 
70%, it determines that the entry which is to be referred to is 
the first line, if the CPU operation rate is 70% or more andless 
than 80%, it determines that the entry which is to be referred 
to is the second line, and if the CPU operation rate is 80% or 
more, it determines the entry which is to be referred to is the 
third line. 
0141. After determining the entry which is to be referred 

to, the switch change processing unit 1565 reads out the right 
column of the entry (S23), and judges whether the priority set 
for the picture type of the decoded picture is included in the 
right column or not (S24). If it is included in the right column 
(Yes in S24), the switch change processing unit 1565 outputs 
a signal of switching ON to the switches 1531 and 1532 
(S25). Thereby, filter processing is performed for the decoded 
picture, and the filter-processed decoded picture is stored in 
the picture memory 1541. 
0142. On the contrary, if it is not included in the right 
column (No in S24), the switch change processing unit 1565 
outputs a signal of switching OFF to the switches 1531 and 
1532 (S26). Thereby, filter processing for the decoded picture 
is skipped, and the decoded picture is stored in the picture 
memory 1541 without being filter-processed. 
0143 Such control is performed for each picture, and 
decoded pictures which have been filter-processed and have 
not been filter-processed are stored in the picture memory 
1541 in sequence. Accordingly, in picture coding, inter pixel 
filter for noise elimination or the like is not always performed 
but the inter pixel filter is performed selectively when neces 
sary, so if inter pixel filter is performed only for pictures 
having serious influence on picture quality, for example, even 
in a picture decoding apparatus with a low processing capa 
bility, it becomes possible to maintain the picture quality of 
the important pictures which are stored in the picture 
memory, reduce accumulation of block distortion in the 
decoded pictures which have been stored in the picture 
memory, improve prediction efficiency by the motion com 
pensation unit, and reduce deterioration of picture quality 
more than the MPEG technique, and thus the great effect of 
improving picture quality can be achieved at a low bit rate. 
0144. More specifically, in performing inter pixel filter, 
priority is given to a picture having great influence on other 
pictures, that is, an intra coded picture, a forward predictive 
coded picture, a base layer picture or the like, so the effect of 
improving picture quality Such as noise elimination can be 
achieved by an inter pixel filter more effectively even with 
same increase in processing load. 
(0145 Also, ON/OFF offilter processing can be controlled 
So as to make full use of the processing capability of the 
picture coding apparatus, so the CPU is used with high effi 
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ciency, and thus coding for higher picture quality can be 
realized even with the same hardware resources. 

Fourth Embodiment 

0146 Next, a picture decoding apparatus according to an 
embodiment of the present invention will be explained. FIG. 
19 is a block diagram showing the functional structure of a 
picture decoding apparatus 1600 according to the fourth 
embodiment of the present invention. 
0147 This picture decoding apparatus 1600 is an appara 
tus for decoding the coded signal coded by the picture coding 
apparatus 1500 as shown in FIG. 14, and it is realized by a 
computer apparatus equipped with a CPU, a memory, a hard 
disk (HD) in which a program for picture decoding is installed 
or the like, and, as functions, includes a pre-processing unit 
1610, a variable length decoding unit 1617, an inverse quan 
tization unit 1621, an inverse orthogonal transformation unit 
1622, an adding unit 1624, a switching unit 1630, an inter 
pixel filter 1640, a post-processing unit 1670, a picture 
memory 1641, a motion compensation unit 1643, a priority 
determining unit 1650 and a filter processing controlling unit 
1660. 
0.148. The pre-processing unit 1610 is equipped with a 
buffer or the like for storing a coded signal temporarily, and 
separates it into the picture type, the motion vector and the 
coded signal of a picture itself included in the coded signal So 
as to output them. Note that when the coded signal of the 
picture is the first IP coding mode, the information of “pos 
sibility” or “no possibility” is added to the picture, and the 
information of “possibility” or “no possibility” is also added 
to the picture type. Also, when it is the second IP coding 
mode, the information of “base'. “possibility” or “no possi 
bility” is added to the picture, and the information of “base'. 
“possibility” or “no possibility” is added to the picture type as 
well. 
014.9 The variable length decoding unit 1617 outputs a 
fixed length quantized value by decoding (Huffman decod 
ing) the coded signal outputted from the pre-processing unit 
1610. The inverse quantization unit 1621 decodes the fre 
quency component by inverse quantizing the quantized value 
outputted from the variable length decoding unit 1617. The 
inverse orthogonal transformation unit 1622 decodes the pic 
ture in the intra picture coding mode and the motion compen 
sation error (residual image) that is a differential value of 
pixels in the inter picture coding mode by inverse orthogonal 
transforming the frequency component decoded by the 
inverse quantization unit 1621. 
0150. The adding unit 1624 outputs the picture decoded by 
the inverse orthogonal transformation unit 1622 as it is in the 
intra picture coding mode, and decodes the picture by adding 
the motion compensation error (residual image) decoded by 
the inverse orthogonal transformation unit 1622 and the 
motion compensation picture generated by the motion com 
pensation unit 1643 in the inter picture coding mode. The 
switching unit 1630 is comprised of a pair of switches 1631 
and 1632 for Switching their switching status synchronously 
under the switch ON/OFF control of the filter processing 
controlling unit 1660 for each picture, and incorporates the 
inter pixel filter 1640 into a loop, or omits it from a loop, that 
is, makes the inter pixel filter 1640 skip its processing. 
0151. The inter pixel filter 1640 performs spatial low pass 

filter processing for the decoded picture outputted from the 
adding unit 1624 on a block by block basis when the switches 
1631 and 1632 are ON to generate the decoded picture with 
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out block distortion or the like. For example, it calculates an 
average value between a pixel and neighboring pixels, and if 
the difference between the pixel and the neighboring pixel is 
within a predetermined range, it executes the processing of 
replacing every pixel around the block boundary with the 
calculated average value. 
0152 The post-processing unit 1670 is equipped with a 
format converting unit for converting a format to a predeter 
mined spatial resolution, a picture order restoring unit for 
restoring the order of the pictures which have been reordered 
depending on their picture types to the original order thereof, 
and the like, and outputs the decoded picture to a monitor or 
the like. The picture memory 1641 stores a plurality of the 
decoded pictures, with a possibility of being referred to, out 
putted from the switching unit 1630. The motion compensa 
tion unit 1643 performs the operation indicated by the motion 
vector and the block prediction type outputted from the pre 
processing unit 1610 for the decoded pictures stored in the 
picture memory 1641 to generate motion compensation pic 
tures. The priority determining unit 1650 has the same struc 
ture as the priority determining unit 1550 as shown in FIG. 15, 
and outputs the priority of a picture depending on the picture 
type outputted from the pre-processing unit 1610 and the base 
layer or the enhancement layer. The filter processing control 
ling unit 1660 has the same structure as the filter processing 
controlling unit 1560 as shown in FIG. 16, and controls 
ON/OFF of the switches 1631 and 1632 of the switching unit 
1630 depending on the priority outputted from the priority 
determining unit 1650 and the CPU operation rate obtained 
by monitoring. 
0153. Next, the operation of the picture decoding appara 
tus 1600 structured as above will be explained. Note that, for 
convenience of explaining it together with the picture coding 
apparatus 1500, the case where the IPB coding mode is speci 
fied will be explained. 
0154) In the intra picture decoding mode for decoding a 
coded signal of an I-picture into a picture, the coded signal 
outputted from the pre-processing unit 1610 is decoded into a 
quantized value by variable length decoding by the variable 
length decoding unit 1617, expanded and decoded into a 
frequency component by inverse quantization by the inverse 
quantization unit 1621, and decoded into a picture (decoded 
picture) by inverse orthogonal transformation by the inverse 
orthogonal transformation unit 1622. When the switches 
1631 and 1632 are turned ON under the control of the filter 
processing controlling unit 1660, this decoded picture is 
stored in the picture memory 1641 after being filter-processed 
for eliminating block distortion by the inter pixel filter 1640, 
and the order of the picture is restored to the original one in the 
post-processing unit 1670, the format thereof is converted, 
and then outputted to a monitor or the like. On the contrary, 
when the switches 1631 and 1632 are turned OFF, the 
decoded picture is stored in the picture memory 1641 without 
being filter-processed, and the order of the picture is restored 
to the original one in the post-processing unit 1670, the for 
mat thereof is converted, and then outputted to a monitor or 
the like. 

0155 Also, in the inter picture decoding mode for decod 
ing coded signals of a P-picture and a B-picture into pictures, 
the coded signal outputted from the pre-processing unit 1610 
is decoded into a quantized value by variable length decoding 
by the variable length decoding unit 1617, expanded and 
decoded into a frequency component by inverse orthogonal 
transformation by the inverse quantization unit 1621, and 
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decoded into a motion compensation error (differential 
image) by inverse orthogonal transformation by the inverse 
orthogonal transformation unit 1622. 
0156. On the other hand, the motion compensation picture 
(predictive picture) is generated by the motion compensation 
unit 1643. Note that the motion compensation unit 1643 
performs the operation indicated by the motion vector and the 
block prediction type outputted from the pre-processing unit 
1610 for the differential pixel in the reference picture read out 
from the picture memory 1641 to generate a motion compen 
sation picture. 
0157 And the adding unit 1624 adds the motion compen 
sation error (differential image) and the motion compensation 
picture to decode the result into a picture. When the switches 
1631 and 1632 are turned ON under the control of the filter 
processing controlling unit 1660, after this decoded picture is 
filter-processed for eliminating block distortion by the inter 
pixel filter 1640, and then the order of the picture is restored 
in the post-processing unit 1670, the format thereof is con 
verted, and the picture is outputted to a monitor or the like, 
and the decoded picture with a possibility of being referred to 
is stored in the picture memory 1641. On the other hand, when 
the switches 1631 and 1632 are turned OFF, filter processing 
is not performed, but the order of the picture is restored to the 
original order in the post-processing unit 1670, the format 
thereof is converted, and the picture is outputted to a monitor 
or the like, and the decoded picture with a possibility of being 
referred to is stored in the picture memory 1641. Here, as is 
the case of the switches 1531 and 1532 of the picture coding 
apparatus 1500, the ON/OFF of the switches 1631 and 1632 
are controlled by the filter processing controlling unit 1660. 
0158 More specifically, the switchchange processing unit 
in the filter processing controlling unit 1660 acquires the 
priority of a picture and the operation rate of a CPU included 
in this picture decoding apparatus 1600 for every picture 
coding, determines the entry which is to be referred to on the 
table for the IPB coding mode, reads out the right column of 
the entry, and judges whether the priority set for the picture 
type of the decoded picture is included in the right column or 
not. If it is included in the right column, the Switch change 
processing unit in the filter processing controlling unit 1660 
outputs a signal of switching ON to the switches 1631 and 
1632. Thereby, filter processing is performed for the decoded 
picture, and the filter-processed described picture is stored in 
the picture memory 1641. On the other hand, if it is not 
included in the right column, the Switch change processing 
unit in the filter processing controlling unit 1660 outputs a 
signal of switching OFF to the switches 1631 and 1632. 
Therefore, filter processing for the decoded picture is 
skipped, and the decoded picture is stored in the picture 
memory 1641 without being filter-processed. 
0159. Such control is performed for each picture, and 
decoded pictures which have been filter-processed and have 
not been filter-processed are stored in the picture memory 
1641 in sequence. 
0160 Accordingly, in picture decoding, inter pixel filter 
for noise elimination or the like is not always performed but 
the inter pixel filter is performed selectively when necessary, 
so if inter pixel filter: is performed only for pictures having 
serious influence on picture quality, for example, even in a 
picture decoding apparatus with a low processing capability, 
it becomes possible to maintain the picture quality of the 
important pictures which are stored in the picture memory, 
reduce accumulation of block distortion in the decoded pic 



US 2012/0213276 A1 

tures which have been stored in the picture memory, improve 
prediction efficiency by the motion compensation unit, and 
reduce deterioration of picture quality more than the MPEG 
technique, and thus the great effect of improving picture 
quality can be achieved at a low bit rate. 
0161 More specifically, in performing inter pixel filter, 
priority is given to a picture having great influence on other 
pictures, that is, an intra coded picture, a forward predictive 
coded picture, a base layer picture or the like, so the effect of 
improving picture quality Such as noise elimination can be 
achieved by an interpixel filter more effectively even with the 
same increase in processing load. 
0162 Also, ON/OFF offilter processing can be controlled 
So as to make full use of the processing capability of the 
picture decoding apparatus, so the CPU is used with high 
efficiency, and thus decoding for higher picture quality can be 
realized even with the same hardware resources. 
0163 Note that the present invention can be realized not 
only as such a picture coding apparatus or a picture decoding 
apparatus, but also as a picture coding method or a picture 
decoding method for functioning characteristic units 
included in these apparatuses as steps, or as a program for 
having a computer execute those steps. And it is needless to 
say that the program can be distributed via a recording 
medium such as a CD-ROM or a transmission medium such 
as the Internet. 

Fifth Embodiment 

0164. In addition, if a program for realizing the structure 
of the picture coding method or the picture decoding method 
as shown in each of the above-mentioned embodiments is 
recorded on a storage medium Such as a flexible disk, it 
becomes possible to perform the processing as shown in each 
of the above embodiments easily in an independent computer 
system. 
0.165 FIG.20 is an illustration showing the case where the 
processing is performed in a computer system using a flexible 
disk which stores the picture coding method or the picture 
decoding method in the above-mentioned first and second 
embodiments. 
0166 FIG. 20B shows the front view and the cross-sec 
tional view of the appearance of a flexible disk, and the 
flexible disk, and FIG. 20A shows an example of a physical 
format of a flexible disk as a recording medium itself. A 
flexible disk FD is contained in a case F, a plurality of tracks 
Trare formed concentrically on the surface of the disk in the 
radius direction from the periphery, and each track is divided 
into 16 sectors Se in the angular direction. Therefore, as for 
the flexible disk storing the above-mentioned program, the 
picture coding method as the program is recorded in an area 
allocated for it on the flexible disk FD. 
0167 FIG. 20O shows the structure for recording and 
reproducing the program on and from the flexible disk FD. 
For recording the program on the flexible disk FD, the com 
puter system Cs writes the picture coding method or the 
picture decoding method as the program on the flexible disk 
FD via a flexible disk drive. For constructing the above pic 
ture coding method in the computer system by the program 
recorded on the flexible disk, the program is read out from the 
flexible disk via the flexible disk drive and transferred to the 
computer system. 
0.168. Note that the above explanation is made on the 
assumption that a recording medium is a flexible disk, but the 
same processing can also be performed using an optical disk. 
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In addition, the recording medium is not limited to these, but 
any other mediums such as an IC card and a ROM cassette can 
be used in the same manner if a program can be recorded on 
them. 

(0169 FIG. 21-FIG. 24 are illustrations of the devices for 
performing the coding or decoding processing as shown in the 
above-mentioned embodiments, and the system using them. 
0170 FIG. 21 is a block diagram showing the overall 
configuration of a content providing system ex100 for realiz 
ing content distribution service. The area for providing com 
munication service is divided into cells of desired size, and 
base stations ex107-ex110 which are fixed wireless stations 
are placed in respective cells. This content providing system 
ex100 is connected to a computer ex111, a PDA (Personal 
Digital Assistant) ex112, a camera ex113, and a mobile phone 
ex114 via the Internet ex101, an Internet service provider 
ex102, and a telephone network ex104, for example. How 
ever, the content providing system ex100 is not limited to the 
combination as shown in FIG. 21, and may be connected to a 
combination of any of them. Also, it may be connected 
directly to the telephone network ex104, not through the base 
stations ex107-ex110 which are the fixed wireless stations. 

0171 The camera ex113 is a device such as a digital video 
camera capable of shooting moving pictures. The mobile 
phone may be any of a mobile phone of a PDC (Personal 
Digital Communications) system, a CDMA (Code Division 
Multiple Access) system, a W-CDMA (Wideband-Code 
Division Multiple Access) system or a GSM (Global System 
for Mobile Communications) system, a PHS (Personal 
Handyphone System) and the like. 
0172 Also, a streaming server ex103 is connected to the 
camera ex113 via the base station ex109 and the telephone 
network ex104, which enables live distribution or the like 
using the camera eX113 based on the coded data transmitted 
from the user. Either, the camera ex113 or the server for 
transmitting the data may code the data shot by the camera. 
Also, the moving picture data shot by a camera eX116 may be 
transmitted to the streaming server ex103 via the computer 
eX111. The camera eX116 is a device Such as a digital camera 
capable of shooting still and moving pictures. In this case, 
either the camera ex116 or the computer ex111 may code the 
moving picture data. An LSI ex117 included in the computer 
eX111 or the camera eX116 performs coding processing. Note 
that software for coding and decoding pictures may be inte 
grated into any type of a storage medium (such as a CD-ROM, 
a flexible disk and a hard disk) that is a recording medium 
which can be read by the computer ex111 or the like. Further 
more, the camera-equipped mobile phone ex115 may trans 
mit the moving picture data. This moving picture data is the 
data coded by the LSI included in the mobile phone ex115. 
0173 FIG. 22 is a diagram showing an example of the 
mobile phone ex115. The mobile phone ex115 has an antenna 
ex201 for sending and receiving radio waves between the 
base station ex110, a camera unit ex203 such as a CCD 
camera capable of shooting video and still pictures, a display 
unit ex202 Such as a liquid crystal display for displaying the 
data obtained by decoding video shot by the camera unit 
ex203, video received by the antenna ex201, or the like, a 
main body ex204 including a set of operation keys, a Voice 
output unit ex208 Such as a speaker for outputting Voices, a 
Voice input unit ex205 Such as a microphone for inputting 
Voices, a storage medium ex207 for storing coded or decoded 
data such as data of moving or still pictures shot by the camera 
and data of moving or still pictures of received e-mails, and a 
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slot unit ex206 for attaching the storage medium ex207 into 
the mobile phone ex115. The storage medium ex207 includes 
a flash memory element, a kind of EEPROM (Electrically 
Erasable and Programmable Read Only Memory) that is an 
electrically erasable and rewritable nonvolatile memory, in a 
plastic case Such as an SD card. 
0.174. In this content providing system ex100, contents 
(such as a music live video) shot by users using the camera 
ex113, the camera ex116 or the like are coded in the same 
manner as the above embodiments and transmitted to the 
streaming server ex103, while the streaming server ex103 
makes stream distribution of the content data to the clients at 
their request. The clients include the computer ex111; the 
PDA ex112, the camera ex 113, the mobile phone ex114 and 
so on capable of decoding the above-mentioned coded data. 
The content providing system ex100 is a system in which, the 
clients can thus receive and reproduce the coded data, and 
further can receive, decode and reproduce the data in real time 
So as to realize personal broadcasting. 
(0175. Further, the mobile phone ex115 will be explained 
with reference to FIG. 23. In the mobile phone ex115, a main 
control unit ex311 for overall controlling each unit of the 
display unit ex202 and the main body ex204 is connected to a 
power Supply circuit unit ex310, an operation input control 
unit ex304, a picture coding unit ex312, a camera interface 
unit ex303, an LCD (Liquid Crystal Display) control unit 
ex302, a picture decoding unit ex309, a multiplex/demulti 
plex unit ex308, a record/reproduce unit ex307, a modem 
circuit unit ex306 and a voice processing unit ex305 to each 
other via a synchronous bus ex313. When a call-end key or a 
power key is turned ON by a user's operation, the power 
supply circuit unit ex310 supplies respective units with power 
from a battery pack So as to activate the camera-equipped 
digital mobile phone ex115 for a ready state. In the mobile 
phone ex115, under the control of the main control unit ex311 
including a CPU, ROM and RAM, the voice processing unit 
ex305 converts the voice signals received by the voice input 
unit ex205 in conversation mode into digital voice data, the 
modem circuit unit ex306 performs spread spectrum process 
ing of the digital Voice data, and the send/receive circuit unit 
ex301 performs digital-to-analog conversion and frequency 
transformation of the data, so as to transmit it via the antenna 
ex201. Also, in the mobile phone ex115, the data received by 
the antenna ex201 in conversation mode is amplified and 
performed of frequency transformation and analog-to-digital 
conversion, the modem circuit unit ex306 performs inverse 
spread spectrum processing of the data, and the Voice pro 
cessing unit ex305 converts it into analog Voice data, so as to 
output the result via the voice output unit ex208. Furthermore, 
when transmitting an e-mail in data communication mode, 
the text data of the e-mail inputted by operating the operation 
keys on the main body ex204 is sent out to the main control 
unit ex311 via the operation input control unit ex304. In the 
main control unit ex311, after the modem circuit unit ex306 
performs spread spectrum processing of the text data and the 
send/receive circuit unit ex301 performs digital-to-analog 
conversion and frequency transformation of it, the result is 
transmitted to the base station ex110 via the antenna ex201. 

0176 When picture data is transmitted in data communi 
cation mode, the picture data shot by the camera unit ex203 is 
provided to the picture coding unit ex312 via the camera 
interface unit ex303. When the picture data is not transmitted, 
the picture data shot by the camera unit ex203 can also be 
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displayed directly on the display unit 202 via the camera 
interface unit ex303 and the LCD control unit ex302. 
0177. The picture coding unit ex312 compress and codes 
the picture data provided from the camera unit ex203 by the 
coding method as shown in the above-mentioned embodi 
ments so as to transform it into coded picture data, and sends 
it out to the multiplex/demultiplex unit ex308. At this time, 
the mobile phone ex:115 sends out the voices received by the 
voice input unit ex205 during picture pickup by the camera 
unit ex203 to the multiplex/demultiplex unit ex308 as digital 
voice data via the voice processing unit ex305. 
(0178. The multiplex/demultiplex unit ex308 multiplexes 
the coded picture data provided from the picture coding unit 
ex312 and the voice data provided from the voice processing 
unit ex305 by a predetermined method, the modem circuit 
unit ex306 performs spread spectrum processing of the result 
ing multiplexed data, and the send/receive circuit unit ex301 
performs digital-to-analog conversion and frequency trans 
formation of the result for transmitting via the antenna ex201. 
0179. As for receiving data of a moving picture file which 

is linked to a Website or the like in data communication mode, 
the modem circuit unit ex306 performs inverse spread spec 
trum processing of the data received from the base station 
ex110 via the antenna ex201, and sends out the resulting 
multiplexed data to the multiplex/demultiplex unit ex308. 
0180. In order to decode the multiplexed data received via 
the antenna ex201, the multiplex/demultiplex unit ex308 
demultiplexes the multiplexed data into coded picture data 
and voice data, and provides the coded picture data to the 
picture decoding unit ex309 and the voice data to the voice 
processing unit ex305 respectively via the synchronous bus 
ex313. 

0181. Next, the picture decoding unit ex309 decodes the 
coded picture data by the decoding method paired with the 
coding method as shown in the above-mentioned embodi 
ments, so as to generate reproduced moving picture data, and 
provides this data to the display unit ex202 via the LCD 
control unit ex302, and thus moving picture data included in 
a moving picture file linked to a Website, for instance, is 
displayed. At the same time, the voice professing unit ex305 
converts the Voice data into analog Voice data, and provides 
this data to the voice output unit ex208, and thus voice data 
included in a moving picture file linked to a Website, for 
instance, is reproduced. 
0182. The present invention is not limited to the above 
mentioned system. Ground-based or satellite digital broad 
casting has been in the news lately, and at least either the 
picture coding method or the picture decoding method in the 
above-mentioned embodiments can be incorporated into Such 
a digital broadcasting system as shown in FIG. 24. More 
specifically, a coded bit stream of video information is trans 
mitted from a broadcast station ex409 to or communicated 
with abroadcast satellite ex410 via radio waves. Upon receipt 
of it, the broadcast satellite ex410 transmits radio waves for 
broadcasting, 3o a home antenna ex406 with a satellite broad 
cast reception function receives the radio waves, and an appa 
ratus such as a television (receiver) ex401 or a set top box 
(STB) ex407 decodes the coded bit stream for reproduction. 
The picture decoding apparatus as shown in the above-men 
tioned embodiments can be implemented in the reproducing 
apparatus ex403 for reading a coded bit stream recorded on a 
storage medium ex402 that is a recording medium such as a 
CD and DVD and decoding it. In this case, the reproduced 
Video signals are displayed on a monitor ex404. It is also 
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conceived to implement the picture decoding apparatus in the 
set top box ex407 connected to a cable ex405 for a cable 
television or the antenna ex406 for satellite and/or ground 
based broadcasting so as to reproduce them on a monitor 
ex408 of the television ex401. The picture decoding appara 
tus may be incorporated into the television, not in the set top 
box. Or, a car ex412 having an antenna ex411 can receive 
signals from the satellite ex410, the base station ex107 or the 
like for reproducing moving pictures on a display apparatus 
Such as a car navigation device ex413 or the like in the car 
ex412. 
0183. Furthermore, the picture coding apparatus as shown 
in the above-mentioned embodiments can code picture sig 
nals for recording on a recording medium. As a concrete 
example, there is a recorder ex420 such as a DVD recorder for 
recording picture signals on a DVD disk ex421 and a disk 
recorder for recording them on a hard disk. They can also be 
recorded on an SD card ex422. If the recorder ex420 includes 
the picture decoding apparatus as shown in the above-men 
tioned embodiments, the picture signals recorded on the DVD 
disk ex421 or the SD card ex422 can be reproduced for 
display on the monitor ex408. 
0184. Note that although the structure of the carnavigation 
device ex413 is same as that of the mobile phone ex115 as 
shown in FIG. 23, for example, the structure without the 
camera unit ex203, the camera interface unit ex303 and the 
picture coding unit ex312, out of the units as shown in FIG. 
23, is conceivable. The same applies to the computer ex111, 
the television (receiver) ex401 and others. 
0185. In addition, three types of implementations can be 
conceived for a terminal such as the above-mentioned mobile 
phone ex114; a sending/receiving terminal equipped with 
both an encoder and a decoder, a sending terminal equipped 
with an encoder only, and a receiving terminal equipped with 
a decoder only. 
0186. As described above, it becomes possible to realize 
any type of apparatus or system as shown in the present 
embodiment by implementing the coding method and decod 
ing method as shown in the present specification. 

INDUSTRIAL APPLICABILITY 

0187. The picture coding apparatus according to the 
present invention is useful as a picture coding apparatus 
which is included in a personal computer, a PDA and a mobile 
phone with a communication function. 
0188 Also, the picture decoding apparatus according to 
the present invention is useful as a picture decoding apparatus 
which is included in a personal computer, a PDA and a mobile 
phone with a communication function. 
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1-57. (canceled) 
58. A method for coding a picture, said method compris 

ing: 
coding an input picture to obtain coded data with or without 

using a reference picture; 
decoding the coded data to obtain a decoded picture; 
changing a filtering of the decoded picture based on infor 

mation indicating whether or not the decoded picture is 
used as a reference picture to code a following input 
picture; and 

storing the decoded picture, which is filtered, for use as the 
reference picture to code a following input picture, 

wherein a smoothing level of the filtering performed when 
the decoded picture is used as a reference picture is 
higher than a smoothing level of the filtering performed 
when the decoded picture is not used as a reference 
picture. 

59. The coding method according to claim 58, 
wherein the filtering is not performed on the decoded pic 

ture when the decoded picture is not used as a reference 
picture. 

60. A method for coding a picture, said method compris 
ing: 

coding a target picture to obtain coded data; 
decoding the coded data to obtain a decoded picture; 
determining picture type information, the picture type 

information indicating whethera following input picture 
is to be coded with using the decoded picture as a refer 
ence picture or without using the decoded picture as a 
reference picture; 

Switching a filter characteristic based on the picture type 
information; 

filtering the decoded picture using the switched filter char 
acteristic to obtain a filtered picture; and 

storing the filtered picture for use as a reference picture to 
code the following input picture, 

wherein a smoothing level of the filter characteristic when 
the picture type information indicates that the decoded 
picture is used as a reference picture is higher than a 
smoothing level of the filter characteristic when the pic 
ture type information indicates that the decoded picture 
is not used as a reference picture. 

61. The coding method according to claim 60, 
wherein the filtering is not performed on the decoded pic 

ture when the decoded picture is not used as a reference 
picture. 


