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MULTICAST SWITCH CIRCUITS

Technical Field

This invention relates to multicast switch circuits for use

in packet switches operating to transfer data in an
asynchronous transfer mode (ATM) network.

With the arrival of optical fibre communication links,
broadband packet networks are required to handlé and transfer
packets of information such as data, voice, and video at high
speed from multiple inputs to multiple outputs. Multicast
packet switches can be employed in such networks and may
consist of two parts - a multicast fabric wherein the number of
copies of a packet are created from a single input packet, and
a routing fabric wherein the required number of packets as
produced by the multicast fabric are received and directed to

the correct output addresses.

Background Art ,
Various multicast packet switches have been proposed in the

past, for example those by J.S.Turner (IEEE Transactions on
Communications, 36, no. 6, June 1988, pp.734—743) and T.T.Lee
(IEEE Journal on Selected Areas in Communications, 6, no. 9,
December 1988, pp.1455-1467). Such switches are normally
modular in design and are intended for implementation on a
large scale, coupled for example in a delta network, so as to
enable large numbers of inputs/outputs to be handled.

A problem with such multicast fabrics is how to handle
contention at nodes within the fabric, where collisions can
6ccur between cells (péékets) contending for the same paths
within the fabric. Blocking arises when a cell is unsuccessful
in gaining control of a suitable path through the fabric. A
means must be provided for enabling the cell to retry
transmission so as to complete its passage through the
switches. Lee (ibid) describes a particular form of non-
blocking multicast circuit, whereas Turner (ibid) handles
blocking by providing buffers for the cells at the nodes within
the multicast fabric and which hold the cells until a

successful retry in transmission through further nodes in the
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fabric can be made.

The present invention is concerned with switches for
multicast fabrics which handle cell replication and blocking in
a novel way. They can be produced cheaply in small gate
arrays, and therefore are suitable for production in modular

form to enable multi-input/output packet switches to be
produced.

Disclosure of Invention

According to the invention there is provided a multicast
switch element suitable for connection to a plurality of
similar such elements in a matrix to form a multicast switch
fabric, said element having a plurality of inputs and a
plurality of outputs and a switch therebetween for passing
through to the outputs cells of information received at the
inputs and for replicating copies of the cell information in
accordance with instructions associated with the cell
information, and means associated with the switch for decoding
said instructions in two sections: one section determining the
number of times the cell information is to be replicated within
the switch, and the other section determining whether or not
the cell is to be replicated fully in any subsequent switch
elements to which the element may be connected in the multicast
switch fabric.

According to the invention there is also provided a
multicast switch fabric having an M x M matrix of connected
switch elements as specified in the preceding paragraph, an
input port and an output port associated with each input and
output respectively of the fabric, each said input port having
an input buffer for storing a cell for transmission through the
fabric and means for retaining any such cell in said buffer
until cell transmission is successful.

Preferably the switch element is constructed as a small
modular unit, e.g. as a 2 x 2 switch, which can be coupled with
many similar elements to form a matrix such as a delta network.

In accordance with the invention the incoming cell is
buffered at an input port of the multicast fabric where it

remains until the cell can be successfully transmitted through
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the network of switch elements, or until a maximum number of
retries at transmission is reached. A succession of attempts
is made to set up the appropriate path through the fabric. 1If
this cannot be achieved in any cne cycle (as a consequence of
blocking occurring) then a blocking signal is fed back to the
input port from the blocked node in the network. Each switch
element preferably has its own blocking register to store
information as to whether it, itself, is blocking an'incoming
cell or if there is another switch element downstream in the

attempted transmission path which is blocking the transmission.

Brief Description of Drawings

Preferred features of the invention will now be described
by way of example, with reference to the accompanying-drawings,
in which:-

Figure 1 is an illustration of a simple multicast switch
fabric according to the invention in generalised form;

Figure 2 illustrates the format of a packet or cell as
employed in the present invention;

Figure 3 illustrates generally how a cell, as in Figure 2,
is switched through the multicast switch fabric of Figure 1;

Figures 4 and 5 1illustrate cell blocking and cell
resubmission in the multicast switch fabric according to the
invention;

Figure 6 1is a schematic diagram in block form of a
multicast switch element according to a first embodiment of the
invention; and ‘ _

Figures 7 to 21 describe in more detail (down to gate

level) a second embodiment of the invention.

Best Mode for Carrying oOut the Invention, & Industrial

Applicability

Referring to Figure 1, the multicast fabric is an input-
buffered .delta network comprising S stages (3 stages as
illustrated) of M x M multicast sWitch elements 2, where M =
2", m being an integer - 1 as illustrated. At each input port,
an input port controller 4 buffers incoming cells and submits

them to the switch fabric in sequence. The latter operates
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cell synchronously so that all controllers are synchronised to
present cells to the fabric simultaneously.’ The switch
elements 2 are unbuffered and operate in two phases: a set-up
phase during which the switch elements interpret cell header
information and try to set up a path from the input ports to
one or more output ports, and a data phase during which the
data is transferred across the previously established paths to
the switch fabric outputs. The data paths between the switch
elements are shown in solid lines, whereas the feedback paths
(the blocking signals) are shown by dotted lines.

Referring to Figure 2, each cell or packet has a header 6
which includes a copy control field which defines the numberrof
times the cell must be duplicated as it passes through the
switch fabric. Each element 2 in the switch fabric interprets
the copy control fields of the cells that arrive at its inputs,
sets up a path from the input to one or more of its outputs,
and modifies the copy control field of each cell that appears
at its outputs to reflect the number of times that it must be
duplicated by the following stages in the switch fabric. The
copy control field consists of the desired number of copies, C,,
encoded as s pairs of subfields, [R;/P,]. As a cell proceeds
through the switch the copy control field is stripped from the
cell, stage by stage, to ensure that the subfield for a given
stage is always at the head of the cell when it arrives.

Consider a switch element at stage s. Each of its outputs
are connected to a switch element at stage s-1. The number of
switch fabric outputs that can be reached from each of its
outputs is M°.: In the multicast switch this represents the
maximum number of copies that can be made of a cell appearing
at the output of a switch element by the following stages of
the fabric. oOn entry to a switch element at stage s, the R,
(replicate) subfield defines the number of cells that must be
fully replicated at its outputs (i.e. cells that should be
copied to every switéh fabric output that may be reached from
the stage to its right). These cells will prdduce,a total of
RM cells at the outputs of the switch fabric.

The P, (pass-through) subfield defines whether a copy of
the cell should also be passed through with its cell header

3
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unchanged. This is in addition to the cells that appear at the
switch element outputs for full replication by subsequent
stages.

On entry to a switch element at stage s:
C=R. M +RM?+ ... +RMH+R,

P. = 1 if the replicate field for any of the subsequent

stages, R., to R,, is non zero, and is set to zero otherwise.

s

Figure 3 illustrates how a cell is routed through a three
stage network of 4 port elements (for simplicity, only the top
half of the network is shown). Eleven copies of Cell 1 are to
appear at the switch fabric outputs. At stage 2 (the first

~stage) R, = 0, P, = 1, and the cell is passed through unchanged,

losing its copy control field for stage 2 on the way. At stage
1, R, = 2 and P,= 1, the cell is again passed unchanged and an
addition two copies of the cell are produced, each with R, =4
to ensure full replication in the final stage. At the last
stage, a total of eleven copies of the cell are produced. 1In
the same example, cell 2 requires 17 copies. At the first
stage, R= 1 and P, = 1, producing one fully replicated cell
that goes on to produce a total of 16 copies plus one cell that
passes through the rest of the fabric to produce the 17th cell.

Note that after the first stage, the cells that are to be fully

replicated have the subfields in the copy control field changed

(or "forced") to 4,0, to ensure 4 copies are produced at each
subsequent switch element.

The multicast switch fabric as described is a blocking
network where collisions can occur between cells contending
for the same paths within the fabric. Figures 4 and 5 explain
how the circuit of the invention handles such blocking and how
resubmission of blocked cells arises to enable a subsequent
successful transmission to occur. Referring to Figure 4, cell
1 successfully produces 11 copies, but this time cell 2 starts
at a different input to the fabric and its path results in
collisions, C, with cell 1 at 11 of the outputs that it needs
in the final stage. If the fabric only allowed cells that were
successful on all paths to produce output cells, the
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performance of the fabric would be poor. This problem is
addressed in a buffered fabric such as Turner (ibid) by storing
cells within the fabric where the blocking occurred and
retrying the cell when the blocked output becomes clear.
Without buffering within the network, some other technique must
be employed to ensure reasonable performance.

In accordance with the invention the performance of the
unbuffered multicast fabric is improved by allowing any
successful path to produce output cells even when some branches
of the paths are blocked. The state of unsuccessful paths is
preserved within the fabric. Any cell that is blocked on one

-Or more paths is resubmitted by the input port controller to

allow previously blocked paths to complete. This maximises the
number of cells that can be output in any cycle. This is
illustrated in Figure 5.

The input port controller can limit the maximum of times
a cell is submitted to the fabric. An extra flag, the L, last-
attempt flag can be added to the copy control field to indicate
that a cell is being submitted for the last time. When a cell"
with the L flag set passes through the fabric, the switch
elements release all paths for that cell, blocked or otherwise.

The multicast switch element feeds the results of
contention for outputs back to the preceding stage. The
feedback path indicates whether a cell presented at a switch
element input has been blocked on any of its required paths.
Blocking can occur either internally within the switch element
Or at a subsequent stage in the fabric.

A first embodiment of the invention is illustrated in
Figure 6 as a 2 x 2 switch element. The two data inputs, INPUT
O and INPUT 1, can provide outputs at OUTPUT 0 and/or 1} thus
either passing a cell straight through without replication or
by creating one extra copy of the cell. The multicast fabric
consists of cell header decoders 8, requestors 10, cell header
overwriters 12, selectors 14, and demultiplexers 16.

The circuit operates as follows. During the set-up phase,
the demultiplexers 16 at each output are confiqured to select
a cell from one of the inputs. During the data phase, the cell
is transferred to the output ports and feedback information
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ripples back to the input port controller (not shown).

The requestor 10 receives R, and P, subfields at the head
of the copy control field from decoder 8 and determines which
output the cell should be sent to. This information is saved
in a request register within the requestor. The requestor
attempts to reserve each output that it needs by signalling a
request to each of the corresponding selectors 14.

The selector 14 arbitrates between conflicting requests
from different input ports for the same output. Once selected,
an output port stays assigned to the same input port until all
copies of the cell have been made by subsequent stages. This
is indicated by the feedback signal from the following stage
indicating unblocked. The selector wuses round-robin
arbitration to ensure fairness. After completion of a cell
transmission, the input that was last selected is given lowest
priority during the next set-up phase.

The remainder of the cell, including the copy control field
for subsequent stages, is passed through the switch element
once the data paths have been set up. The copy control fields
of each of thé copies of the cell that are to be fully
replicated by subsequent stages are adjusted by the cell header
overwriter 12 so that R = M, P = 0.

The feedback signal becomes valid after the set-up phase
for the entire fabric is complete. This signal ripples back
from the final stage to the switch fabric input port

controller. 1In the switch elements of the final stage (which

‘never receive a blocked feedback input as they have no

subsequent stage), each selector at the switch element outputs
issues an ack signal to each of the requestors that were
contending for it to indicate which was allocated to the
corresponding output port.

The requestors at the switch element inputs receive an ack
signal from each of the selectors in the switch element outputs
and save these in a blocked register. The feedback signal from
the switch element indicates blocked if any of the switch
elements necessary for the cell have not yet been allocated
(i.e. 1f any bit that is set in the request register is

indicated as blocked by the blocked register).
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At the preceding. stage, the incoming feedback signal
indicates blocked if any path on stages to its right has not
yet been completed. In this case, the requestor that had
successfully reserved the output will still receive a blocked
indication on the corresponding ack signal from the selector.
It will therefore pass on a blocked feedback signal to the
stage that precedes it. If the incoming feedback signal
indicates not-blocked, the selector can release the output port
at the end of the current cell and participate in the next set-
up phase. ’

A second embodiment of the invention is illustrated in
more detail in Figures 7 to 22. This again is a 2 x 2
multicast switch element, as in Figure 6, and although it
shares some common features with the latter embodiment, there
are also differences. For example, the copy control field of
each cell contains no "L" or last-attempt flag. In this

embodiment the number of unsuccessful attempts at transmission

is counted at the input port. When the count decrements to

Zero, the switch is reset to abort cell tranmission. a further

attempt at retransmission is then subsequently made in the next

overall transmission cycle.

Figure 7 shows the multicast switch element 102 generally
together with its Corresponding input and ocutput ports, 104 and
106. The circuit 102 receives cells on data input lines DINO
and DIN1 together with a corresponding request for transmission
signals on 1lines RQINO and RQIN1. Indications of whether
Succeeding stages are blocked are received from the output port
106 (BLO and BL1) and these are passed back to the input ports.
A blocking signal will be passed back if either (a) a blocked
signal has been received from a succeeding stage or (b) if a
block is created within the stage itself. The circuit 102 also
receives, and transmits onwardly, a reset signal (input port
104, "RESET") in the event of a last-attempt at transmission,

as described above. The reset clears any blocks for the cell

whose transmission is aborted.
The input ang output ports 104,106 are not part of the

multicast circuit ber se and the output port 106 is essentially

devoid of any Circuitry, being basically a straight-through
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connection to its output. Although the input port is not shown
in more detail, it includes an input buffer which receives the
incoming cell and stores it until transmission through the
multicast circuit is successful, a retry counter which
generates the reset signal to abort transmission after a given
number of blocked attempts, and a look-up table which appends
the copy control field to the cell appropriate for the passage
of the latter through the multicast circuit.

The multicast circuit 102 is shown in more detail in Figure
8, and in succeeding Figures 9-21. In these Figures, where
standard components are shown conventionally illustrated, these
will not be explained in more detail. The switch proper which

receives data on one or other of two inputs and transmits

.across to one or other or both of two outputs is a cross-bar

switch 108. A similar cross-bar switch 110 correspondingly
receives and transmits the request signals. The circuit 102
also includes a request delay circuit 112, a fairness register
114, a reservation register 116, a block register 118, a forcer
120, and an overall control circuit 122.

In this embodiment, the copy control field (CCF) of each
cell is 2 bits long, one bit (NC) determining the number of
copies of the cell to be replicated within the 2 x 2 switch and
the other (FULL) dictating whether or not there is to be full
replication of the cell at each subsequent stage in the
multicast fabric. Thus:-

NC FULL

0 -0 * Nno copy to be made, no full replication
subsequenply

0 1 : no copy, full replication subsequently,

1 0 ! 1 copy, no replication on one port, full
replication on the other

1 1 : 1 copy, full replication on both outputs

subsequently.

A feature of the present switch element is that if full
replication is subsequently desired at any output, then "11" is
forced into the copy control field of the tfansmitted outgoing
cell.

The request delay circuit 112 is shown in Figure 9 and
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consists of eight D flipflops FD. The requeét delay circuit
delays the request signal by two clock cycles so as to "strip
off" the two bit ccF signal for this particular stage of the
switch fabric from the cell signal. The two bit signal is
latched to provide NC and FULL signals for both inputs 0 and 1
(NCO, FULLO; NC1, FULL1). Thus, with an § stage multicast
fabric and assuming the 2 x 2 switch is the first stage (stage
S) in the fabric then the CCF of the incoming cell would be
(NC,, FULL;; NC,,, FULL_, .... NC,, FULL).
In this example the request delay circuit would strip off NC,,
FULL, and store the values thereof in the appropriate latches.
Cross-bar switches 108,110 are shown in more detail in
Figure 10. The inputs it is desired to switch in the case of
switch 108 are the cells Or packets themselves (information
plus CCF) whereas in the case of switch 110 it is the request
signals that are switched. To whichever output port an
incoming cell is switched to in switch 108, its corresponding
request signal is switched similarly to the same port
synchronously through switch 110. Because of the delay
introduced by the request delay circuit 112, the cell is
transmitted through switch 108 devoid of that part of the CCF
for the stage iﬁ question. In other words, to return to the
example above,y(NC“ FULL,) is lost and the CCF is clocked
through as (NC_,, FULL,,; NC_,, FULL,, ....) so that the correct
two subfields of the CCF are transmitted at the front of the
head of the cell for the next stage in the fabric.

Both cross-bar switches are switched in accordance with the
SELO and SELl1 signals as follows:-

SEIO SEL1 1/P o/P

0 0 0-=~->0 straight through
le===>1

0 1 0---=>0 2 copies of I/P 0
0====>1

1 0 l1=-==->0 2 copies of I/P 1
1---=>1

1 1 O-===>1 Ccrossover

: 1-=--->0

The fairness register 114 is shown in more detail in Figure
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11. This consists of a pair of D flipflops which store 1 bit
per output, determined by which input used the output during
the last data cycle. For example, the flipflop providing
signal TOUTO stores 0 if I/P 0 used O/P 0 last and stores 1 if
I/P 1 used O/P 0 last. The result of such store is for use in
any arbitration necessary to decide which input gains a
particular output in the event of collision of the two incoming
signals in the next set-up phase. ‘

The reservation register 116 is shown in Figure 12, and

-consists of 4 D flipflops. Subsequent to any arbitration made

between colliding requests (see below) this stores the granted
requests for the cross-bar switches. The topmost flipflop
stores a signal relevant to whether or not O/P 0 can be

-reserved for I/P 0 (i.e. notation "0.0"). The other three

flipflops similarly store requests for I/Pp 0 - O/P 1 (0.1),
etc. Each flipflop is set if, as a result of arbitration, that
particular path can be granted (i.e. it blocks the path so that
it cannot be granted again during the set-up phase). Each
flipflop is cleared if the output is not blocked.

The block registers 118 are shown in Figure 13 and are
similar to the reservation registers 116. Essentially the
block registers store the reverse information to that of the
reservation registers: each stores for a given input, which
outputs that input is blocked on. Thus, the topmost flipflop

stores the information concerning whether or not I/P 0 is

blocked on 0O/P 0 (0.0). The other flipflops have similar
notation. The flip-flops are cleared on the reset line from
the relevant reset signal. The latter originates -from an input
port in the event of a "last try attempt". Blocking is
cleared, whilst the cell transmission is aborted.

Forcer 120 1is shown in Figure 14. If, as a result of
decoding the CCF, the cell is to be fully replicated in
succeeding stages, the forcer overwrites NC=1, FULL=1 into the
leading subfield of the CCF of the outgoing cell. The forcing
signals FORCE 0 and FORCE 1 are obtained from a force signal
generator within the control circuit 122 described below.

The control circuit 122 is illustrated in Figure 15. It
includes a request decoder 124, a request arbitrator 126, a
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reservation register controller 128, a block decoder 130, a
reset signal decoder 132, a force signal generator 134, and a
finite state machine circuit 136.

The request decoder 124 is shown in Figure 1s6. This
converts the request from the two input ports (RQ 0 and RQ 1)
into four request signals (e.g. RQ 0.0 indicates I/P 0 is
making a new request for O/P 0) depending upon which outputs
the cell on a given input is to be transmitted to. If an input
is previously blocked on a given output, signifying that this
is a retry for this particular transmission path, a new request
is not generated as it will already exist.

| The request arbitrator 126 is illustrated in Figure 17 and
makes a decision which input should get a particular output in
the event both inputs request the same output. It arbitrates
based on the values stored in the fairness register 114 and, in
the event of a collision, it grants signals to create the
opposite request to that granted in the last transmission cycle
(as stored by the fairness register 114). Thus, if I/P o
requests O/P 0 and the reservation register 116 for o/P 0 is-
not set and if I/P 1 has not requested O/P 0, then I/P 0 is
granted O/P 0. Output SO is then set such that I/P 0 will be
granted O/P 0. If both I/P 0 and I/P 1 request O/P 0, then
which request is granted is determined by the inputs TO and T1
from the fairness register 114. This will cause S0 to adopt a
state enabling the reverse input-output path to be granted to
that of the last transmission cycle. The reservation register
controller 128 is shown in Figure 18. This Creates the signals
to set up the reservation register 116 based upon the results
of arbitration in arbitrator 126, the requests received from
the request decoder 124 and blocking signals from the
succeeding stages.

The block decoder 130 is shown in Figure 19. This
generates the blocking signals to be stored in the block
register 118. It receives the requests from the request
decoder 124, the result of arbitration in arbitrator 126, and
the blocking signals from subsequent stages. The blocking
signals (B 0.0 for I/P 0 blocked on I/P 0 etc.) can be

generated in two ways. An input can be blocked on a given
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output if it made a request for that output (the output not
being blocked by subsequent stages) but it failed arbitration
and therefore ﬁhe request was not granted in the stage.
Alternately, an input can be blocked on a given output if it
made a request for that output (this request was granted within
the stage) but it was blocked by the blocking signal from
subsequent stages. If an input is blocked it will retry on the
next cycle. '

The reset signal decoder 132 is illustrated in Figure 20.
The RESET process occurs when a cell has been blocked more
times than the input port 104 cares to retry. The reset signal
is generated from the retry counter in the input port. The
switch element uses the signals stored in the block register
118 to determine which outputs are blocked and then uses the
reset signal to send the reset down the appropriate path. This
clears the path in the block and reservation registers 118, 116
and also transmits the reset signal on to the next stage in the
fabric.

The force signal generator 134 is shown in Figure 21 and
decodes the CCF to determine whether the output CCF for the
outgoing cell should be forced to 11 (i.e. full replication).
It is timed by a FORCE timing signal from the finite state
machine circuit 136 for the first two bits of the outgoing
cell. Both are driven to "1" by forcer 120 thus giving "11" at
the head of the CCF.

The finite state machine circuit 136 is not shown in more
detail but consists of a pulse generating circuit to generate
the various clock signals to synchronise operation of the other
components. ‘ o

The switch operates as follows. Assume that a multicast
fabric containing a delta array of the 2 x 2 switches as just
described is arranged in S stages, and that a cell arrives at
one of the input ports of the fabric. The cell will contain
header information ~dictating the number of cell copies
required. From the look up table at the input port the
appropriate copy control field consisting of S subfields NC,
FULL will be prepended to the cell. The retry counter at the
input port is set.
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The set-up phase for the fabric now commences. The cell -
is passed to the first stage 2 x 2 switch (such as in Figures
8 onwards). The cell header information for this stage (stage
S), i.e. NcC, FULL,, is stripped from the header by delay 112
(Figure 9) and this is passed to the request decoder 124
(Figure 16) which decodes from NC,, FULL, any new requests from
the two inputs for the two outputs. This information is sent
to the reservation register controller 128 (Figure 18) and
thence stored in the reservation register 116 (Figure 12). The
requests for outputs are also sent to the request arbltrator
126 (Figure 17) to determine whether or not the requests can be
granted based on fairness (the fairness register 114, Figure
11) and to the block decoder 130 (Figure 19) so as to set up
the blocks, in block register 118 (Figure 13), bearing in mind
that the block can arise within stage S or may already be
stored in the register from any of the stages from earlier set-
up phases (if not reset). The results of arbitration create
signals SO0 and S1 which are latched (centre, Figure 15) as SEL
0 and SEL 1. The latter are the signals which actually switch
the cell and request signals through Crossbar switches 108, 110
respectively. The fairness register 114 is set to show the
paths created by the arbitration. The cell is transferred
through the crossbar switch 108. Because of the delay created
by the request delay 112, the SEL 0 and SEL 1 signals arrive at
the crossbar switch 108 two clock cycles late relative to the
RQ (request signals) so that the first two bits of the cCCF
(i.e. NC, FULL,) are lost and the cell passes through the
switch 108 to one or both outputs with NC,,, FULL_, at the head
of the CCF. The request signals similarly pass to the same
outputs in crossbar switch 110. The cell is transferred to the
forcer 120 (Figure 14) where NC,,, FULL._, is forced to "l1,1" if
the CCF for stage S has indicated that there is to be full
replication of the cell in each Subsequent stage.

The cell and its corresponding request signals then pass
to stage S~1 in the multicast fabric where the set- up phase
repeats. This continues through the remaining stages of the
fabric, at which time the set-up phase finishes. If at any

stage the cell becomes blécked, the blocking signal ripples
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back through the preceding stages (and sets the block registers
thereof) to the input port.

The data phase then commences and, if no blocking exists,
the cell is clocked out through the multicast fabric to the
appropriate output port(s). In such an event, no blocking
signal is received at the input port, which will signal that
there has been successful @ transmission through the switch
fabric. The input buffer is then cleared ready to receive
another incoming cell and the retry counter is set once more.

If blocking arises, this signals to the retry counter at
the input port that an unsuccessful transmission took place.
The retry counter decrements by 1 and commences the next set-
up phase, trying to send the same unsuccessful cell again. As
the fairness register 114 can "toggle" the result of
arbitration by the arbitrator 126 there is a chance that this
retry might be more successful. This does not always follow as
the fabric will, "by then, possibly be trying to set up paths
for new cells that have just arrived at the fabric at this
first retry set-up phase. A series of set-up and data phases
follow until the cell is successfully transmitted or the retry
counter decrements to 0. Once the retry counter has
decremented to 0, the RESET signal is generated (reset signal
decoder, Figure 20) which ripples forward through the fabric on
the next set-up phase to clear the block registers for the path
for the unsuccessful cell.
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CLAIMS

1. A multicast switch element suitable for connection to a
plurality of similar such elements in a matrix to form a
multicast switch fabric, said element having a plurality of
inputs and a plurality of outputs and a switch therebetween
for passing through to the outputs cells of information
received at the inputs and for replicating copies of the cell
information in accordance with instructions associated with the
cell information, and means associated with the switch for
decoding said instructions in two sections: one section
determining the number of times the cell information is to be
replicated within the switch, and the other section determining
whether or not the cell is to be replicated fully in any
subsequent switch elements to which the element may be
connected in the multicast switch fabric.

2. A switch element according to claim 1 comprising means for
indicating at the input whether the switch will be able
successfully to transmit the cell information to the outputs in

‘accordance with said instructions.

3. A switch element according to claim 2 wherein said

indicating means comprises a block reéister for storing
information as to whether sz path in the switch is blocked or
that a path leading from an output of the switch element to any
subsequent switch elements, to which the element may be
connected in the multicast switch fabric, is blocked.

4. A switch element according to any of claims 1 to 3 wherein
said decoding means comprises means for decoding header
information from the cell to obtain said decoded instructions.

5. A switch element according to claim 4 which comprises means
for removing the header information relevant to the element

from the cell so that the cell is transmitted from the outputs
without such removed header information.

a
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6. A switch element according to claim 5 wherein said removing
means comprises means for delaying transmission of the cell

through the switch so that said header information is lost.

7. A switch element according to any of claims 1 to 6 which

-additionally comprises means for overwriting information into

the instructions associated with the outgoing cell, in the

event that the decoding means determines from said other
section of information that the cell is to be fully replicated

in all subsequent switch elements.

8. A switch element according to any of claims 1 to 7 which

additionally comprises a fairness register for storing

~successful réquests for outputs in one cycle of operation of

the switch element and an arbitration means for determining, in
the event of a collision of requests for an output from more
than one input, which input would be granted the output request
in the next cycle of operation of the switch, based upon the

information stored in the fairness register.

9. A switch element according to any of claims 1 to 8 when in

the form of a 2 ¥ 2 switch element.

10. A multicast switch fabric having an M x M matrix of
connected switch elements as claimed in any of claims 1 to 9,
an input port and an output port associated with each input and
output respectively of the fabric, each said input port having
an input buffer for storing a cell for transmission through the
fabric, and means for rétaining any such cell in said buffer
until cell transmission is fully successful, or a maximum

number of retries at transmission has been reached.

11. A multicast switch fabric having an M x M matrix of
connected switch elements, an input port and an output port
associated with each input and output respectively of the
fabric, each input port having an input buffer for storing a
cell for transmission through the fabric, means for: providing

a set—uprphase and a data phase for each cycle of attempted
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transmission of cells through the fabric, the set-up phase
attempting either successfully or unsuccessfully to set-up
desired paths through the fabric for a cell held in the input
buffer, and in the event of being unsuccessful to store a block
signal at each switch element in the unsuccessful path and to
transmit the block signal back to the input port, the data
pPhase transmitting the cell through the fabric if a successful,
unblocked path is established, and means to repeat the set-up

and data phases for the cell in the event of a block signal
being received by the input port.

-12. A multicast switch fabric comprising an M x M matrix of

connected switch elements, an input port and an output port
associated with each input and output respectively of the
fabric, each switch element comprising a block register to
store a signal indicating that a desired path through the
fabric including that element will be unsuccessful, means for
transmitting block signals back to the relevant input port, and
means for attempting to retransmit the cell through the desired-
path until the block signal is removed and the cell is
transmitted completely through the fabric successfully, or a
maximum number of retries at transmission is reached.
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