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MEDIA CONTENT RETRIEVAL SYSTEM AND

PERSONAL VIRTUAL CHANNEL
BACKGROUND

[001] Traditionally, people have experienced their home computers in a different way
than they have their televisions. In particular, users have received broadcast content over
their televisions, and have received Internet media content such as videos, photographs,
music and audio files over their computers. However, there has been a recent push to
merge the two experiences. More and more, people are using their televisions to receive
traditional Internet content and their computers to receive traditional broadcast content.
[002] One arca that has remained largely within the purview of computers is that of
Internet navigation and media searches. A reason for this is that traditional set top boxes
(STB) used to receive television content have not been equipped with the processing
power or browsing capabilities that typical computers have. One example of this is that
set top boxes are able to play back only a limited number of the wide variety of media file
formats that exist. Video files are encoded as Windows media video (WMYV), flash video
(FLV), MPEG video files, and many other formats. Audio files are encoded as Windows
media audio (WMA), waveform audio format (WAV), and MPEG Audio Layer 3 (MP3)
to name a few. And graphics files are stored as JPGs, GIFs, TIFs, etc. Conventional set
top boxes support only a limited number of formats for each type of media.

[003] While client devices such as set top boxes do have some Internet searching
capabilities and are able to play back some types of media files, these abilities are limited.
It is certainly possible to provide set top boxes with the same processing power and
browsing capabilities as traditional PC computers. However, this would significantly add
to the cost of set top boxes. Adding cost to set top boxes is contrary to the current trend,
which is to provide set top boxes with the functionality of handling broadcast and certain
types of downloaded content, but to otherwise keep them simple and inexpensive. Thus,
in order to experience the wide variety of media files available over the World Wide Web,
users still turn to their computers.

[004] On the other hand, an areca which has remained primarily within the purview of
television is the ability to receive content without the user having to actively seek out and
select all of the content they receive. While users can surf the web using their computer
and receive only the content they are interested in, at the completion of one content piece,

the user must actively select another content piece. Conversely, with television, a user can
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tune into a channel and then sit back and receive an unending flow of content selected by
the broadcasters. While broadcasters offer a wide variety of content, users are not always
able to find a channel broadcasting the particular content that the user is interested in.
SUMMARY
[005] The present system, roughly described, relates to a system for media content search
and retrieval, and a virtual television channel capable of using that system. The present
system may be implemented on a media service server, such as for example a home PC
and a client device, such as for example a set top box for a television system, a mobile
telephone, a personal digital assistant or a gaming console.
[006] A first aspect of the present system relates to a media download control engine
which enables a client device with limited capabilities to play media content which comes
from a website in a format not supported by the client device. The media download
control engine initially controls the media search process by acting as an intermediary
between the client device and the remote servers on which media content is stored. The
media download control engine formats the requests for content that are made by the client
device, so that a client device need only receive user selection and that selection is
automatically routed to the media service server which handles the request and returns the
requested information.
[007] Links to specific media files are formatted by the media service server and then
sent to the client device. The media service server is able to detect the client device’s
capabilities, and in particular which type of media files are supported by the client device.
When a user selects a supported media file for download, the link to this content is
provided to the client device from the media service server so that the client device
requests the content directly from the remote server hosting the desired media file. On the
other hand, if a user selects an unsupported media file for download, the link to this
content is provided to the client device from the media service server so that the client
device makes the request for the content to the media service server. The media service
server then obtains the content from the remote server and transcodes it into a format
supported by the client device. The transcoded file is then sent to the client device for
playback.
[008] The media download control engine provides users with the ability to search and
download media content directly to their television systems. A second aspect of the
present system may make use of the media download control engine to obtain media

content and create customized virtual channels. The second aspect in particular relates to
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a virtual channel engine that schedules a continuous stream of content for the user, which
content is selected based on topics of interest to the user. A user is prompted to enter a
search query. Once the query is entered, a search engine returns results relating to that
search query. In addition to the results from the root search query, additional queries may
be derived from the root search query, and the results from the derived search queries may
also be obtained.

[009] Media content from the results of the root and derived search queries are then put
together into media content programs for viewing by the user over a virtual television
channel. The root and respective derived search queries may cach form a different
program on the virtual channel. Content is added to a program based on various criteria,
including content duration and closeness of the result to the root and derived search
queries. Once the programs are assembled, they are scheduled into the future, such as for
example 1 to 2 weeks ahead. A user may view the schedule on an electronic program
guide and select which of the programs he or she wishes to view or listen to.

BRIEF DESCRIPTION OF THE DRAWINGS

[010] Figure 1 is a block diagram of an architecture for a system according to an
embodiment of the present system.

[011] Figure 2 is a block diagram of a media service server according to an embodiment
of the present system.

[012] Figures 3A-3C are a flowchart of the operation of the media download control
engine according to an embodiment of the present system.

[013] Figures 4-5C are illustrations of graphical user interfaces presented by the media
download control engine according to an embodiment of the present system.

[014] Figures 6A-6C are a flowchart of the operation of the virtual channel engine
according to an embodiment of the present system.

[015] Figures 7 and 8 are illustrations of graphical user interfaces presented by the virtual
channel engine according to an embodiment of the present system.

[016] Figure 9 is an illustration of an electronic program guide on a graphical user
interface presented by the virtual channel engine according to an embodiment of the
present system.

[017] Figure 10 is a block diagram of a client device according to an embodiment of the
present system.

[018] Figure 11 is a block diagram of a computing environment for implementing local

set top box ad insertion according to an embodiment of the present system.
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DETAILED DESCRIPTION

[019] Embodiments of the system will now be described with reference to Figs. 1-11,
which in general relate to a system for media content search and retrieval, and a virtual
television channel capable of using that system. In a first aspect of the present system, a
media download control engine enables a client device with limited capabilities to locate
and play media content which comes from a website in a format not supported by the
client device. The media download and control engine is hosted by a media service server,
such as a PC, which directs the client device to make requests for unsupported media files
through the media service server. The media service server obtains the unsupported media
files and transcodes then into a format supported by the client device. The transcoded file
is then sent to the client device for playing by the client device. A second aspect of the
present system may make use of the media download control engine to obtain media
content and create customized virtual channels. The second aspect in particular relates to
a virtual channel engine that schedules a continuous stream of content for the user, which
content is selected based on topics of interest to the user.

[020] Referring initially to Fig. 1, there is shown system architecture 100 including a
media service server 102 and a client device 104. In embodiments, the media service
server 102 may be a computing device such as a traditional home PC, and the client device
104 may be a set top box attached to a display 106 which may be a television. A more
detailed description of an embodiment where the client device 104 is a set top box is set
forth below with respect to Fig. 11, and a more detailed description of an example of the
media service server is set forth below with respect to Fig. 9. It is understood that client
device 104 may be devices other than a set top box in alternative embodiments having
limited processing capabilities in comparison to media service server 102. Such additional
client devices may include but are not limited to mobile phones, personal digital assistants
and gaming consoles such as for example the Xbox® gaming system from Microsoft
Corporation.

[021] The media service server 102 and client device 104 may be located in a user’s
home and are networked to each other, as by a wired or wireless network connection. The
devices 102 and 104 are also each connected to the Internet 110, where they are able to
access different web servers, including a media server 112 providing video-on-demand
(VOD) and other services, and a portal 114 including a search engine capable of
performing web searches. The media server 112 may include a media delivery engine to

manage delivery of media content to the media service server 102 and/or client device 104
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based on requests received for the content media. The portal 114 may include a search
engine having a webcrawler application capable of searching the World Wide Web for
media files, and an index for storing the location of media files.

[022] Referring now to Fig. 2, media service server 102 may in general include one or
more processors 116, as well as an operating system 118. A network interface 120 may
further be provided to enable communication between the media service server 102, the
client device 104 and other computing systems. The media service server 102 further
includes a number of software application programs executed on processor 116. These
application programs include a pair of client applications in accordance with the present
system. Each of these client applications is explained in detail below, but in general the
first application, referred to herein as media download control engine 124, allows the
client device 104 to perform media searches and play back media which may exist on a
remote source server in a file format that is not supported by the client device 104. The
second client application, referred to herein as virtual channel engine 128, allows a user to
create a virtual television channel presenting a constant stream of content relating to a
search query on a topic of interest to the user.

[023] In embodiments, both the media download control engine 124 and the virtual
channel engine 128 may be resident on media service server 102, but it is understood that
the software engines 124, 128 may be stored on different servers from each other in
alternative embodiments. In one such embodiment, the virtual channel engine may be
resident on the client device 104.

[024] Although media service server 102 may be a user’s home PC, the media service
server 102 may alternatively be a dedicated application server. Such a dedicated
application server may be located in the user’s home, or, in further embodiments, the
media service server may be remote from the user’s home. That is, the media download
control engine and/or the virtual channel engine may be located on a remote server of a
telephone company or other service provider. In such embodiments, the remote server
may communicate with the client device 104 via the Internet or other network connection.
Moreover, while media service server 102 is shown associated with a single client device
104, there may be more than one client device associated with media service server 102 in
further embodiments.

[025] The media service server 102 further includes a data store 130 for storing media
content and metadata relating to the media content. Such metadata may include title, cast,

production and other data relating to the stored media content in the media service server
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data store 130. The metadata allows the processor 116 to generate an interactive
electronic programming guide (“EPG”) which presents a schedule of content to be
displayed over the television 106. This content may be stored in data store 130, or
downloaded at the appropriate time from media server 112 or portal 114 (Fig. 1). As
explained hereinafter, a user may generate a customized virtual channel using the virtual
channel engine 128. The media content selected for the virtual channel, as well as the
metadata for the virtual channel, may be stored in data store 130. In an alternative
embodiment, the data store 130 may be resident in the client device 104.

[026] Operation of the media download control engine 124 will now be explained with
reference to the flowchart of Figs. 3A-3C and the user interface illustrations of Figs. 4 and
5. Once the software engine 124 is installed and running on media service server 102,
upon power up of the client device 104 in step 200, the client device may call out to other
devices in the local area network and link to the media service server 102 in step 202. The
client device may use a simple service discovery protocol (SSDP), which provides a
mechanism allowing the client device to discover network services including the existence
of media service server 102. Protocols other than SSDP may be used for the client device
104 to find the media service server 102.

[027] Upon linking to the client device 104, the media service server 102 determines the
client device 104 capabilities in step 204. The media service server 102 may include a
user agent as is known in the art for detecting the client device capabilities, including
which media file formats the client device is compatible with (i.e., which media file
formats the client device supports and is able to play). In step 206, the media service
server 102 responds with a broadcast message providing instructions to the client device
104 that, when initiating a media content search, the client device 104 is to send its request
to the media service server 102.

[028] In step 208, the client device 104 transmits data to the television 106 in order to
generate a user interface on television 106 in a known manner. The user interface presents
the user with a main menu including an option to perform a media search. The user may
interact with this user interface via a remote control associated with the client device 104
and/or television 106. In step 210, the client device 104 determines whether the user
wishes to initiate a media search. Upon receipt of an indication that the user would like to
perform a media search in step 210, the client transmits a request to the media service
server 102 in step 212 to initiate the search. The request sent in step 212 is generated in

accordance with the instructions initially transmitted from the media service server 102 in
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step 206 (i.e., to contact the media service server when a search is to be initiated).
[029] Upon receipt of the notification from the client device that the user wishes to
initiate a media search, the media service server 102 connects with a predetermined web
URL to obtain a menu directory of media search topics in step 214. The predetermined
web URL may be the address of the portal 114 (Fig. 1). Web portal 114 may be any of
various existing search engine portals such as for example MSN.com hosted by Microsoft
Corporation. The media service server 102 stores the location of a home page or main
search page of portal 114, and downloads the list of search topics from the designated web
page in step 214. The page to which the media service server 102 connects may also be
customized home page of the user on the portal. The media service server 102 may
include a known browser application which is able to contact the predetermined website,
request the media search directory and receive the responsive information from the
website.
[030] In step 220, the media service server 102 formats the obtained list of search topics
into a data structure which will allow the client device 104 to make selections from the list
and obtain further results per the selected topic or topics. As one of many examples, the
media search directory may download topics such as the following:

o Music by album

o Music by artist

o Music by song

o Photos by album

o Photos by date

o Videos by title

o Favorites

o Recently played

o Keyword search
It is understood that the media directory list may include additional or alternative topics in
further embodiments. A user can tailor the topics retrieved by the media service server
102 using the client device user interface or the media service server directly.
[031] As indicated, in step 220, the media service server 102 formats the data for the
media directory into respective data structures for each topic. Each data structure specifies
a given topic, and also provides a URL link to the URL where the given topic is stored on
the portal 114. Once the media directory data is formatted into data structures, the data
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structures are sent to the client device in step 224. The following is an example of an
XML version of the various data structures that are formatted by the media service server

102 and which are sent from the media service server 102 to the client device 104:
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<MediaMenu xmIns="http://schemas.datacontract.org/2004/07/"
xmlns:i="http://www.w3.0rg/2001/XMLSchema-instance">

<List>
<Children>

<CAMLNode>
<Title>music by album</Title>

<Url>http://157.56.144.163:9999/xm/albums?dp=STB;SL;1024:768:32:Xml&requesttoken=<
/Url>
</CAMLNode>

<CAMLNode>
<Title>music by artist</Title>

<Url>http://157.56.144.163:9999/xm/artists?dp=STB;SL:1024:768:32: Xml&requesttoken=</
Url>
</CAMLNode>

<CAMLNode>
<Title>music by song</Title>

<Url>http://157.56.144.163:9999/xm/allsongs?dp=STB:;SL:1024:768:32: Xml&requesttoken=
</Url>
</CAMLNode>

<CAMLNode>
<Title>photos by album</Title>

<Url>http://157.56.144.163:9999/xp/photoalbum?dp=STB:SL;1024:768:32: Xml&requesttoke
n=</Url>
</CAMLNode>

<CAMLNode>
<Title>photos by date</Title>
<Url>http://157.56.144.163:9999/xp/root?dp=STB:SL;1024:768:32:Xml&requesttoken=</Url>
</CAMLNode>

<CAMLNode>
<Title>videos by title</Title>
<Url>http://157.56.144.163:9999/xv/root?dp=STB:SL;1024:768:32:Xml&requesttoken=</Url>
</CAMLNode>

<CAMLNode>
<Title>favorites</Title>

<Url>http://157.56.144.163:9999/favorites?dp=STB:SL;1024:768:32: Xml&requesttoken=</U
>
</CAMLNode>

<CAMLNode>
<Title>recently played</Title>
<Url>http://157.56.144.163:9999/recents?dp=STB:SL;1024:768:32: Xml&requesttoken=</Url>
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</CAMLNode>

<CAMLNode>

<Title>Search</Title>

<Url>http://157.56.144.163:9999/Search?dp=STB:;S1.:1024:768:32: Xml&requesttoken=</Url>
</CAMLNode>

<CAMLNode>
<Title>MSN Video</Title>
<Url>http://157.56.144.163:9999/msn
video?dp=STB;SL.;:1024:768:32: Xml&requesttoken=</Url>
</CAMLNode>

<CAMLNode>
<Title>MSN Photos</Title>
<Url>http://157.56.144.163:9999/msn
photos?dp=STB;SL:1024:768:32:Xml&requesttoken=</Url>
</CAMLNode>

</Children>
<Total>11</Total>
<Class>list</Class>
</List>
<ViewStyle>XB</ViewStyle>
<Class>menulist</Class>
</MediaMenu>

[032] In the above XML code, each topic in the media directory is embedded in a data
structure. In each topic, CAMLNode is a definition of the respective data structures.
Following that is a topic title, and following that is a content link specifying a URL for
that topic at the predetermined website. The beginning of the link in each data structure
(“157.56.144.163:9999” in this example) is the local address of the media service server
102 detected by the client device when it initially linked to device 102 in step 202. As
explained below, the media directory including the topics in the data structures are
displayed by the client device 104 over television 106, and a user may select a topic for
further exploration. The inclusion of the local address of the media service server in each
data structure causes the client to route any requests for additional information on a topic
through the media service server 102.

[033] The above is one example of the data structures which can be passed from the
media service server to the client device to specify a variety of media topics. It is
contemplated that the topics for the media search may be communicated from the media
service server to the client device in other data formats. Moreover, while the above is in
XML, other language protocols may be used. As a further example, if the client device
104 supports the SilverLight® browser plugin by Microsoft Corporation, then the data
structures may be communicated using JSON as the language protocol between the media

service server 102 and the client device 104.
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[034] In step 230 (Fig. 3B), the client device receives the data structures and generates a
user interface in a known manner on the television 106. An example of this user interface
140 is shown in Fig. 4. The client device takes the media directory topics from the data
structure and displays them in a user-friendly manner over the user interface 140.

[035] In step 232, the client device 104 determines whether the user has selected a
displayed topic for further searching. If so, the client device 104 makes an HTTP request
to the media service server 102 for the additional information associated with that topic.
In particular, the data structures provided by the media service server 102 to the client
device 104 include the list of topics and a link to the URLs where the additional
information for those topics may be found. Thus, when a user selects a given topic, the
client device receives an indication of the selection from user interface 140, and then
follows the link associated with the selected topic.

[036] As indicated above, the link within each data structure also includes the local
address of the media service server 102, so all requests for additional information on a
topic are routed through the media service server 102. By formatting the links in the data
structures sent to the client device, the client device need not process how, where or by
what route to obtain the additional information. The client device simply follows the links
specified in the data structure associated with each topic.

[037] Using the URL received from the client device 104, the media service server 102
contacts the server at the specified URL address and obtains the search results with the
additional requested information in step 236. In step 240, the additional information for
the specified topic may be formatted in a data structure as described above. Namely, the
data structure may include a title for the additional information and a link where the
additional information can be obtained by the media service server 102 if selected by the
user via the client device 104.

[038] The data structures for the additional requested information are transmitted from
the media service server 102 to the client device 104 in step 244. The following is an
example of an XML version of the additional information for a selected topic sent from
the media service server to the client device. In this example, the user has selected “MSN

Video” from the media directory displayed on the user interface.

- <MsnVideoMediaMenu xmlns="http://schemas.datacontract.org/2004/07/MSN.VideoPlugin"
xmlns:i="http://www.w3.0rg/2001/’XMLSchema-instance">
<Header xmlns="http://schemas.datacontract.org/2004/07/">
<Title>MSN Video</Title>
<Class>header</Class>
</Header>

10
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<List xmIns="http://schemas.datacontract.org/2004/07/">
<Children>

<CAMLNode>
<Poster />
<Title>What's Hot</Title>
<Url>http://157.56.144.163:9999/msn
video/genre?dp=STB;SL;1024;768;32;Xml&requesttoken=&name=What's Hot</Url>
<CAMLNode>

<CAMLNode>
<Poster />
<Title>News</Title>
<Url>http://157.56.144.163:9999/msn
video/genre?dp=STB;SL;1024;768;32;Xml&requesttoken=&name=News</Url>
<CAMLNode>

<CAMLNode>
<Poster />
<Title>Money</Title>
<Url>http://157.56.144.163:9999/msn
video/genre?dp=STB;SL;1024;768;32; Xml&requesttoken=&name=Money</Url>
<CAMLNode>

<CAMLNode>
<Poster />
<Title>Sports</Title>
<Url>http://157.56.144.163:9999/msn
video/genre?dp=STB;SL;1024;768;32; Xml&requesttoken=&name=Sports</Url>
<CAMLNode>

<CAMLNode>
<Poster />
<Title>Celebrity</Title>
<Url>http://157.56.144.163:9999/msn
video/genre?dp=STB;SL;1024;768;32;Xml&requesttoken=&name=Celebrity</Url>
<CAMLNode>

<CAMLNode>
<Poster />
<Title>Movies</Title>
<Url>http://157.56.144.163:9999/msn
video/genre?dp=STB;SL;1024;768;32; Xml&requesttoken=&name=Movies</Url>
<CAMLNode>

<CAMLNode>
<Poster />
<Title>Music</Title>
<Url>http://157.56.144.163:9999/msn
video/genre?dp=STB;SL;1024;768;32;Xml&requesttoken=&name=Music</Url>
<CAMLNode>

<CAMLNode>
<Poster />
<Title>TV</Title>
<Url>http://157.56.144.163:9999/msn
video/genre?dp=STB;SL;1024;768;32;Xml&requesttoken=&name=TV</Url>
<CAMLNode>

<CAMLNode>
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<Poster />
<Title>Life</Title>
<Url>http://157.56.144.163:9999/msn
video/genre?dp=STB;SL;1024;768;32;Xml&requesttoken=&name=Life</Url>
<CAMLNode>

<CAMLNode>
<Poster />
<Title>Autos</Title>
<Url>http://157.56.144.163:9999/msn
video/genre?dp=STB;SL;1024;768;32; Xml&requesttoken=&name=Autos</Url>
<CAMLNode>

<CAMLNode>
<Poster />
<Title>Soapbox User Videos</Title>
<Url>http://157.56.144.163:9999/msn
video/genre?dp=STB;SL;1024;768;32;Xml&requesttoken=&name=Soapbox User
Videos</Url>
<CAMLNode>

</Children>
<Total>11</Total>
<Class>list</Class>
</List>
<ViewStyle xmIns="http://schemas.datacontract.org/2004/07/">XB</ViewStyle>
<Class xmIns="http://schemas.datacontract.org/2004/07/">menulist</Class>
</MsnVideoMediaMenu>

[039] As above in step 214, the media service server 102 formats the returned
information into data structures and then forwards the data structures to the client device
104. The additional information is then displayed by the client device 104 in a user-
friendly format over the user interface 140 in step 230 as described above. An example of
the additional information which may be displayed on user interface 140 is shown in Fig.
5A. As indicated in the above data structures, the media service server can also return
“posters” as well as thumbnails and descriptions (shown in Figs. 5B and 5C) so that the
client can display a rich user interface. The user can then make further selections from
additional information displayed over the user interface 140. Steps 230-244 may be
repeated as often as the user wishes to focus the media search to specific content the user
wishes to view and/or hear.

[040] One exception to focusing a user search by repeating steps 230-244 is where a user
selects a keyword search instead of a general media topic. In the event the user selects a
keyword search, the user interface displays a window within which the user can enter the
scarch. The user can then enter a text query, using a keyboard or remote control
associated with the client device 104 and/or television. If no keyboard is present, the

client may instead generate a soft keyboard on the user interface from which the user may
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select text to formulate the query. The search query is then sent to the media service
server 102, which passes the query to the predetermined web portal 114 for the web portal
search using the web portal search engine. The results of the search are returned to the
client device 104, which formats the results in a data structure for example as described
above. The formatted results are then sent to the client device 104 for display over the
user interface 140 in a user-friendly format.

[041] Using the above-described steps, a user is able to select a topic or keyword search,
and the client device 104 passes the request on to the media service server 102. This
process may go on for several steps until the user arrives at a video, music or image the
user wishes to download. With this system, the client device 104 does not know which
server it is communicating with. The client device merely makes a request to the URL
associated with a selected topic. The media service server 102 controls the flow by
controlling the URL set in the “URL” section of the CAMLNode. This provides a
significant amount of flexibility. For example, as explained below, this system provides
the ability for the client device 104 to play media content which comes from a site in a
format not supported by the client device.

[042] If the user does not select an additional search for information in step 232, the
media download control engine 124 next determines whether the user has selected a link
to download specific media in step 248. If not, the engine 124 checks in step 250 whether
the user wishes to exit the search for media (an exit option may be provided on user
interface 140). If so, the client device 104 returns to the main menu screen (not shown) in
step 254 and the media download control engine 124 ends.

[043] However, assuming the user selects particular media to download in step 248, the
media is downloaded and played. Figs. 5B and 5C illustrate examples of the user
interfaces 140 a user may be presented with as a result of his or her selections so as to
arrive at content the user wishes to play. Assume a user has selected “Videos” from the
user interface shown in Fig. 4, and then “News” from the user interface shown in Fig. SA.
The media service server 102 may then obtain a list of videos, which are then forwarded
for display on interface 140 as shown in Fig. 5B. A user may scroll though the list, and
select a video of interest. As indicated above, thumbnails 142 or other graphics may
accompany the content list. In this example, the user has selected a video of an interview
with Microsoft’s Steve Ballmer. Once selected, the media service server 102 may retrieve
a summary page with a summary of the content, such as shown in Fig. 5C. If a user elects

to view that content, the media file for that content is then obtained and played over the
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user’s television 106 as described below with respect to steps 256-270 in Fig. 3C. It is
understood that the user interface screens 140 shown in Figs. 4-5C are by way of example
only, and that a wide variety of alternative and/or additional user interface screens may be
presented to the user to allow the user to navigate to desired content.

[044] As indicated above, the media service server 102 is aware of the capabilities of
client device 104, and in particular, the media service server 102 is aware of what file
types the client device is capable of playing. When the media service server 102 sends the
data structures with a list of media files to the client device 104 for review by the user, the
media service server sends a list of both supported and unsupported media files. For those
media files the computing system knows are supported by the client device, the computing
system formats the link in the data structure for that file so that the client device can go get
that media file itself. That is, if a media file is in a format that the client device can play,
then the link in the data structure from media service server 102 for that media file will
point directly to the remote server where that file is located. Thus, if a user selects a
supported file for download, the selected link points directly to the remote server, and the
request is made directly from the client device 104 to the remote server. The remote
server then downloads (or streams) the file directly to the client device 104 (step 256).
[045] On the other hand, the list sent by the media service server may include links to
media files that are in a format that the client device cannot play. For these unsupported
files, the media service server 102 encodes the associated data structure with a link
pointing back to the media service server. That is, the link in the data structure sent to the
client device 104 will include the local address of the media service server 102. Thus, if a
user selects an unsupported file for download, the selected link points to the media service
server 102, and the client device 104 makes the request to the media service server 102 for
the media service server to obtain the file (step 260). The media service server then
contacts the specified website and downloads the unsupported file to the media service
server 102 (step 264).

[046] Upon receipt, the media service server transcodes the media file in step 266. The
transcoding process takes the original media file and generates a new media file in a
format supported by the client device. Methods of transcoding media files from one
format to another format are known in the art. There are many existing schemes of
transcoding content, some can take advantage of changing client network conditions and
provide adaptive control (i.e., variable bit rate when available network bandwidth falls).

The media service server 102 could use this type of transcoding, as well as any other
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known transcoding scheme.

[047] Once the file is transcoded, the media service server 102 may store the transcoded
file in a storage location on media service server 102. The link sent from the client device
points to this storage location. Thus, once the file is transcoded, the file may be sent to the
client device 104 in step 268 for playback in step 270. As used herein, playback or
playing of a media file means displaying a video on television 106 (or other monitor)
and/or playing audio over speakers associated with the television 106 (or other device). In
a further embodiment, the media service server 102 could transcode the content “on the
fly” in real time without having to wait for the file to be transcoded. In such embodiments,
the client will be able to start viewing the content prior to having all the source content
transcoded.

[048] As one example, a client device 104 may support Windows media video (WMV)
but not flash video (FLV). If a user selects an FLV video file (or other unsupported file
format) for download from a remote server, the data structure link selected at the client
device 104 will direct the media service server 102 to obtain the file from the remote
server. Upon receipt, the media service server 102 will live transcode the .flv video file
into a new file having a format the client device supports (e.g., .wmv), and send the
transcoded .wmv file to the client device. The client device can then play the transcoded
video in step 270. On the other hand, if the user sought to download a file in a supported
format (e.g., .wmv) from a remote server, the client device 104 would download the .wmv
file directly from the remote server without the assistance of the media service server. It
would then play the .wmv video in step 270. A similar process may be performed for
supported/unsupported audio files, supported/unsupported graphics files and
supported/unsupported text files.

[049] Where a client device 104 supports multiple formats for a given media, there may
be a default supported file format to which unsupported file formats are transcoded.
Alternatively or additionally, the media download control engine 124 may employ rules in
transcoding unsupported file formats to a supported file format. For example, where it is
known that a given file format transcodes more cleanly into a supported file format other
than the default file format, the engine 124 may transcode the unsupported file format into
the file format having the cleaner transcoding.

[050] The above system provides users with the ability to search and download media
content directly to their television systems. This provides users with increased flexibility

in their content searching experiences, and enables a variety of Internet search applications
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to be performed from a television system. One such application in accordance with the
present system is the virtual channel engine 128 mentioned above with respect to Fig. 2
and explained now in greater detail with respect to Figs. 6 and 7. While embodiments of
the virtual channel engine 128 make use of the above-described media download control
engine 124, it is understood that the virtual channel engine 128 need not use the media
download control engine 124 in alternative embodiments of the present system.

[051] In general, virtual channel engine 128 allows a user to enter a search query using
the client device 104 indicated above, and the engine 128 then generates programs relating
to the search query. The engine 128 schedules those programs and makes them available
for viewing by the user over his or her television. The schedule of assimilated programs
may be listed under a new, virtual channel in an EPG shown to the user along with
scheduled content on other channels.

[052] The operation of virtual channel engine 128 will now be described with reference
to the flowchart of Figs. 6A-6C and the user interfaces of Figs. 7-9. It is understood that
the virtual channel engine 128 may be carried out by the media service server 102, the
client device 104, or a combination of the two. It is also contemplated that the virtual
channel engine 128 be located on a remote server which the user can access and run the
routine to create one or more virtual channels.

[053] In step 300, the engine 128 displays a user interface allowing the user to enter a
desired search query. In particular, where the virtual channel engine 128 is hosted on the
media service server 102, the device 102 sends a message to the client device 104, which
in turn sends a message to the television 106 to generate the user interface on television
106. Where the virtual channel engine 128 is resident on the client device, the client
device sends a message to the television 106 to generate the user interface on television
106.

[054] An example of such a user interface 148 is shown in Fig. 7. The user enters a
search query using a keyboard associated with the client device 104 or television 106.
Alternatively, where there is no keyboard, a soft keyboard may be displayed on interface
148 which the user can interact with using their remote control. Upon receipt of a search
query in step 302, a search of that query is performed via a remote search engine website,
such as for example that supported by portal 114 (Fig. 1). Searches may relate to people,
movies or shows, music, events, or any other topic of interest to a particular user. The
specific search query entered by the user is referred to herein as the root search query or

the 1% generation search query.
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[055] The results of the 1% generation search query are received in step 304. As is
normal for search engine search results, the results obtained will be ranked in order of
relevance, and may include links to text files, video files, graphics files and audio files. In
embodiments, programs included on the virtual channel are formed only from the video
files. However, it is understood that a program may be formed that includes video files,
graphics files, audio files, text files, or any combination thereof. In embodiments, a user
may limit the search to only one type of media, e.g., video. In these embodiments, the
programs will be compiled from only the selected media type. Other search criteria may
also be employed to refine the search results. Such additional criteria include duration of
the search result, aspect ratio of the search result, resolution of the search result, source
from which the search results are obtained, and genre of search result (e.g., movie, music
video, documentary, news, etc.). Other search criteria may be used.

[056] Scarch queries relating to popular search topics may generate a large corpus of
material from which programs may be formed as explained below. However, it may
happen that a search query may yield few results, or that a user wishes to branch out to
obtain search results from different search queries that are related to the root search query.
As such, the virtual channel engine 128 may obtain additional results using a 2™
generation search query.

[057] In particular, the search may be performed by the search engine using a metadata
mining engine that is capable of deriving search queries that are related to the original root
search query. Such a metadata mining engine may use various known algorithms for
obtaining derived search queries that relate to the root search query. In general, the
metadata mining engine may examine the logs of search queries from the search engine to
determine derived search queries that are related to the root search query. The relation
may be semantic, contextual, temporal or other known correlation for determining derived
search queries from a root search query. Search queries derived from the root search
query are referred to herein as the derived search queries or the 2™ generation search
queries.

[058] In one example, the mining engine may be that used on an existing search website,
such as for example the Wikipedia® search site. In such an example, the mining engine
may take the 1*' generation search query and search through an index of queries on that
search site that have results including a link back to the 1% generation search query. As
one example, a user may enter the name of the actor “John Cleese” as the 1% generation

root search query. The mining engine would then search through the results for other
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queries to see which of them include a link back to John Cleese. As one example, the
search queries “Monty Python” and “James Bond” may both have search results including
the name “John Cleese,” as well as a link to the John Cleese page. These search queries
would then form at least part of the 2™ generation search queries. The mining engine may
also generate 2™ generation search queries relating to wide variety of other topics, such as
for example “John Cleese biographies,” and “John Cleese films.” 1t is understood that the
derivative search queries may be determined according to a wide variety of other schemes.
[059] In embodiments, the generation of 2nd, 3rd, etc. generation search queries may be
controlled by the user. In alternative embodiments explained below, the virtual channel
engine may create generational search queries from the root search query automatically.
In an embodiment where the user controls the creation of further generation search
queries, after the user enters the 1% generation root search query, the 2™ generation search
queries may be obtained in step 306 and displayed to the user in step 308 over user
interface 148 on the television 106. Such a user interface 148 is shown in Fig. 11, using
the above example of 1% and 2™ generations of search queries. The user is given the
option to select one or more of the 2™ generation search queries to search (step 312). If
the user elects not to search any 2 generation queries, the search ends and the root search
query and its results are stored (step 336, Fig. 6B). On the other hand, if the user elects to
search one or more of the 2™ generation search queries, the search results for each selected
2" generation search query are obtained in step 314.

[060] As shown in Fig. 11, the user is also given the option to create further generation
search queries (step 318). For example, a set of 3™ generation (n=3) of search queries
would be search queries that the metadata mining engine determines are related to one of
the 2™ generation search queries. Each 2™ generation search query may result in a set of
3" generation search queries. Thus, the search queries may branch out exponentially with
cach successive generation.

[061] Steps 318-332 represent the steps for generating n generation search queries and
results. The 2™ generation search queries were obtained in step 306, so the first time
through steps 318-332, n begins at 3 (i.e., 3" generation), and increments one generation
cach time through the loop. Thus, the first time through steps 318-332, the user indicates
whether he or she wishes to see 3" generation search queries (step 318). If so, 3"
generation search queries are obtained in step 320. In step 324, the 3™ generation of
search queries are displayed to the user over user interface 148 (Fig. 11). The user is then

given the option to search the 3™ generation of search queries (step 326).

18



10

15

20

25

30

WO 2010/135101 PCT/US2010/034286

[062] If the user does not select any of the 3™ generation queries to search, all of the
search queries (1% and any selected 2™ generation queries) and results obtained for these
search queries are stored (step 336, Fig. 6B). On the other hand, if the user elects to
search one or more of the 3" generation search queries in step 326, the search results for
cach sclected 3" generation search query are obtained in step 330. The generation
counter, n, is then incremented (e.g. to 4™ generation) in step 332, and the routine returns
to step 318. With n=4, the user is again given the option to obtain the n™ generation of
search queries in step 318, where the n™ generation of search queries are the search queries
derived from each of the n-1 generation of search queries. The then process proceeds
again through steps 318-332.

[063] In practice, it may be rare that derived search queries more than 2 to 3 generations
out would need to be obtained. However, it is contemplated that steps 318 to 332 may be
repeated as often as the user wishes to obtain as many generations of search queries and
results as the user would like. In embodiments, the results for generational searches
beyond the 2™ generation may cross-referenced against the root search query to ensure
that the remote generational search results bear some relation to the root search query
(though this cross-referencing may be omitted in embodiments).

[064] In embodiments, instead of the user deciding how many generations of search
results he or she would like, the virtual channel engine may automatically generate one or
more generations of search queries and search results. In this embodiment, a variety of
criteria may be employed to determine how many generations of search terms are used. In
one embodiment, searches of the root and derived search queries may be performed until
there is enough content to form programs lasting a predetermined period of time in
aggregate, for example a few hours, a day, a week or a few weeks. Thus, if a search result
produces content that, when formed into programs, lasts for the predetermined period of
time, no further generations of searches need be performed.

[065] In a further embodiment, different generations of searches may be performed to
ensure there is a variety of different content relating to the original search query. Thus, in
the above example of John Cleese, providing results relating to John Cleese, Monty
Python and James Bond provides a good cross-section and variety of content relating to
John Cleese.

[066] The search results obtained for the root and any derived search queries are obtained
through a search of the World Wide Web by a search engine of the portal 114. In addition

to these search results, the virtual channel engine 128 may also search for relevant content
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stored within a content store in the local storage on media service server 102 and/or client
device 104. The engine 128 may also search the schedule of upcoming content on other IP
or network broadcast channels to find relevant content (i.e., content or metadata for the
content which includes the root or derived search query terms). Content from any of these
sources may be included within a program as explained below.

[067] Referring now to Fig. 6B, upon completion of the search process, all search queries
for the first and any additional generations are stored, together with the search results for
these search queries (step 336). Thereafter, in step 340, the name of the virtual channel is
defined. The virtual channel may take the same name as the root query. Thus, in the
above example, the virtual channel engine 128 may create a virtual channel called “John
Cleese.” The name of the virtual channel corresponding to long search terms may be
truncated.

[068] In step 342, program titles for the various programs may be created. In one
embodiment, the program titles may take the same name as the root search query and any
derived search queries. Each search query may be used to form a different program name.
Thus, in the above example, programs may be created called “John Cleese,” “Monty
Python,” “James Bond,” “John Cleese Biography” and “John Cleese Films.” These
program names are by way of example only. In step 344, the name of the virtual channel
and program titles may be stored in the data store 130 in media service server 102, or it
may be stored in a data store of the client device 104 or on a remote server. Search results
for a given search query are linked in memory with the program name corresponding to
the given search query.

[069] In step 346, content for the programs may be added to the programs. Further
details of one embodiment of step 346 are shown in the flowchart of Fig. 6C. In this
embodiment, program names are successively retrieved from memory in step 354. Thus,
in the above example, the first program name is “John Cleese.” The length of the program
is also retrieved. Programs may be set to predefined lengths (e.g., %2 hour, an hour, two
hours, etc.). All programs may be set to the same length, or different programs may be
different lengths.

[070] In order to add content to a program, the length of the next highest ranked search
result for a given program is taken (step 356). This measure is returned as part of the
metadata associated with a search result. A check is then made in step 358 to see if there
is sufficient available time in the current program to add the next highest ranked search

result to the program. If there is, the content is added to the program in step 360, and the
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routine returns to step 356 to check the next highest ranked search result. If there is not
room for the next ranked content, the routine checks if there are more results associated
with the current program title in step 361. If there is, the routine goes back to step 356 to
check if next search result fits within the program.

[071] Thus, in one example, the first program may be set to be 2 hour. The virtual
channel engine retrieves the first program and retrieves the length of time for the first
ranked search result associated with that program. The engine determines the first ranked
search result is a 10 minutes long video. As it is the first content to be added to the 2 hour
program, and the content length is less than % hour, it is added to the program. The length
of time of the second ranked search result is then taken. If it is less than 20 minutes long
(the time remaining in the program after the addition of the first content piece), the second
content piece is added. If a content piece is too long for the time remaining in a program,
that content piece is skipped and the next content piece is considered. A skipped content
piece may be tagged for first addition to a program if and when a program is modified (as
explained below).

[072] The process of steps 356-361 continues until the 2 hour of the program in this
example is filled with content. As lower down search results may be not very relevant to a
program, the virtual channel engine may truncate the results to consider, for example, to
only the first 20 results. The truncation line may be omitted, or may be more or less than
20 results, in further embodiments. A small time buffer may be added to each content
piece to prevent a rushed transition between content pieces. When a program is completed
(no more content to fit within the allotted time), it may be stored in step 362.

[073] It may happen that a few minutes are left in a program and it may be difficult to
find content that will fit into that few minutes. This may be handled one of many ways.
Advertisements may be selected to fill the few minutes. Alternatively, the length of time
of a program may be shortened or lengthened to fit the length of the content pieces within
the program. As another option, content may be added, but only part of it is included in
the program.

[074] After a program is stored, the virtual channel engine may next see if there are more
stored programs to add content to in step 364. If so, the routine returns to step 360 to add
content for the next program as explained above. If there are no more programs, step 346
of adding content to programs is completed. In embodiments, what is stored is the name
of a program, and links to the content pieces that are included in that program. As

explained below, when a program is played, the engine may go out and get the content
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from the stored link. In an alternative embodiment, the actual content itself may be
downloaded when a program is created and stored as part of a program.

[075] In the above example, higher ranked search results are compiled into a program
before lower ranked search results. It is understood that content may be added to
programs according to other steps in further embodiments. As one alternative, instead of
adding content pieces to a program by their rank, a group of content pieces associated with
a given program may be selected whose time in aggregate add up to the length of time of a
program. As content may be left over after the above processes, a program may either be
made longer, or different episodes of the program may be created so that the program
becomes a series.

[076] While programs may typically be made up of only video or video and audio files,
programs may also include text and or graphics files. For text and/or graphics files, a
default display period of time may be assigned to each file, depending on the size of the
file. Thus, shorter text or graphics files may be displayed, for example for 30 seconds, and
longer text or graphics files may be displayed longer. The time periods for displaying text
or graphics files may then be counted when including such files in a program.

[077] Returning to Fig. 6B, after programs are created, the programs may next be
scheduled in step 348. Programs may be added to the schedule so that the most closely
related programs to the original root search are first in the schedule, and less closely
related programs are scheduled later. The virtual channel engine may build up a schedule
of programs to last different periods of time into the future, but may be about 1 — 2 weeks
into the future. After all of the programs in a schedule have been played, the schedule
may be repeated. As time passes, unwatched programs can be repeated. Moreover, as
explained below, the virtual channel engine includes a feedback mechanism. Watched
programs given a high rating may be added again to the schedule and repeated. Skipped
programs, or those given a low rating, may be omitted from the schedule going forward.
[078] An example of a schedule of programs for the created virtual channel of the above
example is shown in the user interface EPG 150 in Fig. 9. The EPG 150 in general may be
a grid including schedule times shown horizontally across the top and the various available
channels vertically down a side. The EPG 150 of Fig. 9 is a simple example, but in
general, the EPG may have a large number of channels though which the user may scroll
and select content for viewing over their television 106 at a particular time. The EPG is
populated with content information received from a variety of external sources including

network broadcasters (ABC, NBC, etc.) via a cable or satellite service provider, or from a
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web server (such as server 112) streaming Internet Protocol television (IPTV). The EPG
may also be populated with information from local storage (e.g. storage 130) resident on
the media service server 102 and/or client device 104.

[079] Recorded media content may have embedded data such as subtitles, teletext or
other data components that can be searched to indicate that this content is relevant to the
current search query. The subtitles, teletext or other data can be decoded by a search
indexer and used to index a specific program for a given search query. For example,
where the user has a personal search channel for John Cleese, the user may have a
recorded news program that includes a subtitle stream. This subtitle stream could be read
into a subtitle decoder and the resultant text can be used by the search indexer to index this
specific recorded program content. As another example, if a news article covers John
Cleese then this can be indexed and this content can be potential content to be used for the
personal search channel.

[080] The client device 104 receives EPG content data for the EPG 150, as well as
metadata from the external and/or internal sources. This metadata relates to the scheduled
content on the various channels, and may include for example title, synopsis, genre,
category, classification, review, cast, crew, artist, producer, time, duration, location,
content type, content provider, source, resolution, cost, subscriber, or other data relating to
particular media content. Although not shown in the EPG 150 of Fig. 9, this metadata
may also be made available to the user through interaction with the EPG 150 via the user’s
remote control.

[081] In accordance with the present system, the virtual channel engine 128 may add a
new channel to the EPG 150 which is shown along side the other channels available on the
EPG 150. Upon completion of step 348, the virtual channel engine 128 may add the new
channel name to EPG 150, along with the schedule of programs available on the channel,
which information is stored on media service server 102, client device 104 or on a remote
server. Continuing with the above example, a channel called “John Cleese” was created,
and various programs are shown by their scheduled times. The EPG 150 in Fig. 9 includes
only a few programs, but there may be many more.

[082] When it comes time to watch a particular program, the media service server 102 or
client device 104 may contact the source server having the content included in the
program, and the device 102 or 104 may then download (or stream) the content for that
program. The download or streaming of content may be accomplished by the media

download control engine 124 and steps 248 and 256-270 of Figs. 3B and 3C described
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above with respect to the media download and control engine 124. Namely, supported
file types may be obtained by, and downloaded or streamed directly to, the client device
104. Some of the files used within a program may be in formats that are not supported by
the client device 104. These files may be sent to the media service server 102 for
transcoding, and then sent to the client device 104. It is understood that the virtual
channel engine 128 may be used in embodiments without the media download control
engine. In such embodiments, programs that are added to a virtual channel may be limited
to content supported by the client device 104.

[083] All of the content for a program may be downloaded from the different sources at
the start of the program, or the content may be streamed from the different sources at the
time a particular content is to be shown during a program. In further embodiments, the
content for upcoming programs may be downloaded in advance of its scheduled viewing
time, transcoded (if necessary) and stored on media store 130 in media service server 102
or within client device 104. Space may be provided between or during programs for
insertion of advertisements. In embodiments, the advertisements may be targeted to
individual users based on the content selected for their programs.

[084] As indicated above, the virtual channel engine 128 may allow for feedback on
content within a given program and/or on programs as a whole. Feedback may be
received in step 350. Such feedback may be passive; that is, the client device 104 detects
the user’s viewing patterns of program content. A user may skip through a content piece
or an entire program. Alternatively, a user may rewind or fast forward through a portion
of a content piece or program. The engine 128 causes this passive feedback to be stored,
and uses it to modify the schedule over time to further customize the virtual channel to a
particular user’s tastes (step 352). Alternatively, feedback in step 350 may be active. The
user may be given the option to expressly rate content that is presented to the user. Such
feedback may be obtained via a user interface that is displayed to a user upon completion
of a program.

[085] Using the virtual channel engine 128, a user may create a channel that schedules a
continuous stream of content for the user, which content is selected based on topics of
interest to the user. Once the user inputs his or her search query and selects any derivative
search queries, the virtual channel and programs are automatically created and the user is
provided with the programs without further interaction on the user’s part. While the above
example shows the creation of a single virtual channel, it is understood that the above,

steps may be used to create a number of virtual channels on any topics of interest to the
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user. Each of these virtual channels will appear in the EPG 150, and the user can select
content for viewing on a single channel or switch between them.

[086] In the embodiments described above, programs for a virtual channel are scheduled
at particular times. However, in an alternative embodiment, programs may be generated
as described above, but instead of being scheduled, these programs may be stored in a
storage local to the media service server 102 and client device 104, or on remote media
server 112. In this embodiment, the content programs may be made available as on-
demand content, and selected on-demand for viewing at any time the user wishes.

[087] In embodiments, virtual channels are personal to each user. However, in a further
embodiment, an individual user’s virtual channel lineup may be uploaded and stored in a
backend server, for example media server 112 (Fig. 1). Thereafter, where a subsequent
user enters a search query to create a virtual channel, the subsequent user’s client or media
service server may call to the backend server to check if any other users have entered the
same search query in creating a virtual channel. If so, the virtual channel engine 128 can
construct a new virtual channel for the subsequent user from the stored program data
associated with the early creation of a virtual channel from the same root search query.
[088] The above described media download control engine 124 and virtual channel
engine 128 may be described in the general context of computer executable instructions,
such as program modules, being executed on media service server 102, client device 104
or a remote server such as media server 112. Generally, program modules include
routines, programs, objects, components, data structures, etc., that perform particular tasks
or implement particular abstract data types. The present system may also be practiced in
distributed computing environments where tasks are performed by remote processing
devices that are linked through a communication network. In a distributed computing
environment, program modules may be located in both local and remote computer storage
media including memory storage devices.

[089] Fig. 10 shows an example configuration of a broadcast-enabled electronic media
device 368, which may for example be a set top box associated with television 106.
Device 368 includes a central processing unit 370 having a processor 372, volatile
memory 374 (e.g., RAM), and program memory 376 (e.g., ROM, Flash, disk drive, floppy
disk drive, CD-ROM, etc.). The device 368 has one or more input devices 380 (e.g.,
remote control, keyboard, mouse, etc.), a video display, which may be television 106 or
other VGA, SVGA display, and a stereo 1/0 382 for interfacing with a stereo system.

[090] The device 368 has one or more tuners 384 that tune to appropriate addresses on a
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network, such as the Internet 110, a LAN or WAN, or frequencies not on a network. The
tuner can be coupled to an antenna, cable or satellite dish. Alternatively, the tuner may be
a “virtual tuner” 386 implemented in software that allows access to a content server such
as server 112 (Fig. 1) through a network interface 388. The tuner card 384 may be
configured to receive analog and/or digital data. For example, the tuner card 384 can
receive MPEG-encoded digital video and audio data, as well as data in many different
forms, including software programs and programming information in the form of data
files. Network interface 388 provides access to a network and may be a modem, network
card, an RF receiver, or other type of port/receiver that provides access to an external
network.

[091] The device 368 runs an operating system that supports multiple applications. The
operating system may be a multitasking operating system that allows simultancous
execution of multiple applications. The operating system may employ a graphical user
interface windowing environment that presents the applications or documents in specially
delineated areas of the display screen called “windows.”

[092] The device is illustrated with a key listener 390 to receive authorization and
session keys transmitted from a remote server such as server 112, if necessary. The keys
received by listener 390 are used by cryptographic security services implemented to
enable decryption of the session keys and data. Cryptographic services are implemented
through a combination of hardware and software. A secure, tamper-resistant hardware
unit 392 is provided external to the CPU 370. Software layers executing on the processor
372 are used to facilitate access to the resources on the cryptographic hardware 392.

[093] The software layers include a cryptographic application program interface (CAPI)
394 that provides functionality to any application seeking cryptographic services (e.g.,
encryption, decryption, signing, or verification). One or more cryptographic service
providers (CSPs) 396 implement the functionality presented by the CAPI to the
application. The CAPI layer 394 selects the appropriate CSP for performing the requested
cryptographic function. The CSPs 396 perform various cryptographic functions such as
encryption key management, encryption/decryption services, hashing routines, digital
signing, and authentication tasks in conjunction with the cryptographic unit 392. A
different CSP might be configured to handle specific functions, such as encryption,
decryption, signing, etc., although a single CSP can be implemented to handle them all.
The CSPs 396 can be implemented as dynamic linked libraries (DLLs) that are loaded on
demand by the CAPI, and which can then be called by an application through the CAPI
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394.

[094] Fig. 11 shows a computing environment which may for example be media service
server 102. A computing environment for implementing aspects of the present system
includes a general purpose computing device in the form of a computer 410. Components
of computer 410 may include, but are not limited to, a processing unit 420, a system
memory 430, and a system bus 421 that couples various system components including the
system memory to the processing unit 420. The system bus 421 may be any of several
types of bus structures including a memory bus or memory controller, a peripheral bus,
and a local bus using any of a variety of bus architectures. By way of example, and not
limitation, such architectures include Industry Standard Architecture (ISA) bus, Micro
Channel Architecture (MCA) bus, Enhanced ISA (EISA) bus, Video Electronics Standards
Association (VESA) local bus, and Peripheral Component Interconnect (PCI) bus also
known as Mezzanine bus.

[095] Computer 410 typically includes a variety of computer readable media. Computer
readable media can be any available media that can be accessed by computer 410 and
includes both volatile and nonvolatile media, removable and non-removable media. By
way of example, and not limitation, computer readable media may comprise computer
storage media and communication media. Computer storage media includes both volatile
and nonvolatile, removable and non-removable media implemented in any method or
technology for storage of information such as computer readable instructions, data
structures, program modules or other data. Computer storage media includes, but is not
limited to, RAM, ROM, EEPROM, flash memory or other memory technology, CD-ROM,
digital versatile disks (DVDs) or other optical disk storage, magnetic cassettes, magnetic
tapes, magnetic disk storage or other magnetic storage devices, or any other medium
which can be used to store the desired information and which can be accessed by computer
410. Communication media typically embodies computer readable instructions, data
structures, program modules or other data in a modulated data signal such as a carrier
wave or other transport mechanism and includes any information delivery media. The
term “modulated data signal” means a signal that has one or more of its characteristics set
or changed in such a manner as to encode information in the signal. By way of example,
and not limitation, communication media includes wired media such as a wired network or
direct-wired connection, and wircless media such as acoustic, RF, infrared and other
wireless media. Combinations of any of the above are also included within the scope of

computer readable media.
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[096] The system memory 430 includes computer storage media in the form of volatile
and/or nonvolatile memory such as ROM 431 and RAM 432. A basic input/output system
(BIOS) 433, containing the basic routines that help to transfer information between
elements within computer 410, such as during start-up, is typically stored in ROM 431.
RAM 432 typically contains data and/or program modules that are immediately accessible
to and/or presently being operated on by processing unit 420. By way of example, and not
limitation, Fig. 11 illustrates operating system 434, application programs 435, other
program modules 436, and program data 437.

[097] The computer 410 may also include other removable/non-removable,
volatile/nonvolatile computer storage media. By way of example only, Fig. 11 illustrates a
hard disk drive 441 that reads from or writes to non-removable, nonvolatile magnetic
media, a magnetic disk drive 451 that reads from or writes to a removable, nonvolatile
magnetic disk 452, and an optical disk drive 455 that reads from or writes to a removable,
nonvolatile optical disk 456 such as a CD ROM or other optical media. Other
removable/non-removable, volatile/ nonvolatile computer storage media that can be used
in the exemplary operating environment include, but are not limited to, magnetic tape
cassettes, flash memory cards, DVDs, digital video tape, solid state RAM, solid state
ROM, and the like. The hard disk drive 441 is typically connected to the system bus 421
through a non-removable memory interface such as interface 440, and magnetic disk drive
451 and optical disk drive 455 are typically connected to the system bus 421 by a
removable memory interface, such as interface 450.

[098] The drives and their associated computer storage media discussed above and
illustrated in Fig. 11 provide storage of computer readable instructions, data structures,
program modules and other data for the computer 410. In Fig. 11, for example, hard disk
drive 441 is illustrated as storing operating system 444, application programs 445, other
program modules 446, and program data 447. These components can either be the same
as or different from operating system 434, application programs 435, other program
modules 436, and program data 437. Operating system 444, application programs 445,
other program modules 446, and program data 447 are given different numbers here to
illustrate that, at a minimum, they are different copies. A user may enter commands and
information into the computer 410 through input devices such as a keyboard 462 and
pointing device 461, commonly referred to as a mouse, trackball or touch pad. Other input
devices (not shown) may include a microphone, joystick, game pad, satellite dish, scanner,

or the like. These and other input devices are often connected to the processing unit 420
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through a user input interface 460 that is coupled to the system bus 421, but may be
connected by other interface and bus structures, such as a parallel port, game port or a
universal serial bus (USB). A monitor 493, discussed above, or other type of display
device is also connected to the system bus 421 via an interface, such as a video interface
490. In addition to the monitor 120, computer 410 may also include other peripheral
output devices such as speakers 497 and printer 496, which may be connected through an
output peripheral interface 495.

[099] The computer 410 may operate in a networked environment using logical
connections to one or more remote computers, such as a remote computer 480. The remote
computer 480 may be a personal computer, a server, a router, a network PC, a peer device
or other common network node, and typically includes many or all of the elements
described above relative to the computer 410, although only a memory storage device 481
has been illustrated in Fig. 11. The logical connections depicted in Fig. 11 include a local
arca network (LAN) 471 and a wide area network (WAN) 473, but may also include other
networks. Such networking environments are commonplace in offices, enterprise-wide
computer networks, intranets and the Internet.

[0100] When used in a LAN networking environment, the computer 410 is connected to
the LAN 471 through a network interface or adapter 470 (such as interface 126). When
used in a WAN networking environment, the computer 410 typically includes a modem
472 or other means for establishing communication over the WAN 473, such as the
Internet. The modem 472, which may be internal or external, may be connected to the
system bus 421 via the user input interface 460, or other appropriate mechanism. In a
networked environment, program modules depicted relative to the computer 410, or
portions thereof, may be stored in the remote memory storage device. By way of example,
and not limitation, Fig. 11 illustrates remote application programs 485 as residing on
memory device 481. It will be appreciated that the network connections shown are
exemplary and other means of establishing a communications link between the computers
may be used.

[0101] The foregoing detailed description of the present system has been presented for
purposes of illustration and description. It is not intended to be exhaustive or to limit the
present system to the precise form disclosed. Many modifications and variations are
possible in light of the above teaching. The described embodiments were chosen in order
to best explain the principles of the present system and its practical application to thereby

enable others skilled in the art to best utilize the present system in various embodiments
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and with various modifications as are suited to the particular use contemplated. It is

intended that the scope of the invention be defined by the claims appended hereto.
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CLAIMS
1. A computer-readable medium (441, 456) having computer-executable instructions
for programming a processor (420) of a computing device (102, 400) to perform a method
of enabling a client device (104, 368) networked to the computing device to play media
files, the method comprising the steps of:
(a) detecting (step 204) the media file formats supported by the client device;
(b) directing (step 240) the client device to contact the computing device to
obtain a media file in a format not supported by the client device;
(©) directing (steps 240) the client device to contact a remote location directly
to obtain a media file in a format supported by the client device;
(d) receiving (steps 256, 260) a request from the client device to obtain a media
file in a format not supported by the client device;
(e) obtaining (step 264) the media file requested in said step (d);
() transcoding (step 266) the media file obtained in said step (¢) into a format
supported by the client device; and
(2) forwarding (step 268) the media file transcoded in said step (f) to the client
device for playing by the client device.
2. The computer-readable medium of claim 1, further comprising the steps of:

(h) receiving a request from the client device to perform a search of media

files,
(1) contacting a remote location,
() obtaining categories of available media files from the remote location,

(k) formatting the categories into data structures including links to the
categories of available media files at the remote location, and
)] sending the formatted data structures to the client device.
3. The computer-readable medium of claim 2, further comprising the step of
receiving a request from the client device to view one or more of the categories of
available media files and contacting the remote location to obtain the requested one or
more categories.
4. The computer-readable medium of claim 1, wherein said steps (b) and (¢) comprise
the step of sending data structures to the client device for use by the client device in
obtaining the media files.
5. The computer-readable medium of claim 4, further comprising the step of the data

structures specifying links to be used by the client device in requesting the media files.
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6. The computer-readable medium of claim 5, wherein said step (b) of directing the
client device to contact the computing device to obtain a media file in a format not
supported by the client device comprises the step of sending the client device a data
structure having a link specifying a connection to the computing device.

7. The computer-readable medium of claim 5, wherein said step (c) of directing the
client device to contact a remote location directly to obtain a media file in a format
supported by the client device comprises the step of sending the client device a data
structure having a link specifying a direct connection to the location of the requested
media file.

8. A computer-readable medium (441, 456) having computer-executable instructions
for programming a processor (420) to perform a method of enabling a client device (104,
368) to play media files on virtual television channel, the client device networked to a
computing device, the method comprising the steps of:

(a) receiving (step 302) a root search query;

(b) generating (step 304) search results for the root search query;

(©) generating (step 306) one or more derivative search queries from the root
search query;

(d) generating (314) search results for the one or more derivative search
queries;

() creating (steps 340, 342, 346, 348) the virtual television channel including
content from the search results of the root query generated in said step (b)
and including content from the search results of the one or more derivative
search queries in said step (d);

(H detecting (step 204) by the computing device the file formats supported by
the client device;

(2) obtaining (step 264) the content included in the virtual television channel,
content in a format supported by the client device being sent directly from a
source of the supported content to the client device, and content in a format
not supported by the client device being sent from a source of the
unsupported content to the computing device;

(h)  transcoding (step 266) content sent to the computing device in said step (g)
into a file format supported by the client device; and

(1) sending (step 268) content transcoded in said step (h) to the client device.

9. The computer-readable medium of claim &, further comprising the step of playing
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the content on the virtual television channel according to a schedule setting the time for
content playback some predetermined period of time into the future.

10.  The computer-readable medium of claim 8, further comprising the step of the
client device directly contacting a source of the supported contact to request the supported
content.

11. A method of generating a virtual channel including media content, the method
comprising the steps of:

(a) receiving a root search query;

(b) generating search results for the root query;

(©) generating one or more derivative search queries from the root search
query;

(d) generating search results for the one or more derivative search queries;

() creating the virtual television channel including content from the search
results of the root query generated in said step (b) and including content
from the search results of the one or more derivative search queries in said
step (d);

() parsing the content into different programs, each program created from the
root search query results and the one or more derivative search query
results; and

(2) displaying the programs to a user without the user specifying the content to
be displayed.

12.  The method of claim 11, further comprising the steps of generating one or more
additional derivative search queries from the one or more derivative search queries, and
generating search results for the one or more additional derivative search queries.

13.  The method of claim 11, further comprising the step of playing the content on the
virtual television channel according to a predetermined schedule setting the time for
content playback some predetermined period of time into the future.

14.  The method of claim 13, further comprising the step of adjusting the schedule of
programs to omit originally scheduled programs and/or add new programs based on a step
of receiving feedback received from the user.

15. The method of claim 11, wherein said step (g) of displaying the programs to a user
comprises the step of displaying the programs to a user via an electronic program guide,
where the virtual television channel appears along with other channels in the electronic

program guide and the different programs for the virtual television channel are presented
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along with programs on the other channels.

34



WO 2010/135101 PCT/US2010/034286

114

Fig. 1



WO 2010/135101

2/14

PCT/US2010/034286

116

Processor

124

Media Download

Control Engine

Media Service Server

118

Operating System

128

Virtual Channel
Engine

Fig. 2

120

Network Interface

Media
Content
Store



WO 2010/135101 PCT/US2010/034286

314
Computing Device 102 Client Device 104
I 200
[ Power Up Client Device ]
| '
/204 202
[Determine Device Capabilities]< | [ Link to MSS 102
I 208
I Display User Interface with Menu
Having Option for Media Search
I
206
y T |
Respond to Client w/ Instructions >l
For Initiating Media Search
I
Yes
| Initiate Search?
214 | /212
[ Contact URL and ObIaln ]q I Transmit Request to Initiate
Menu of Search Topics l Search to Computing Device 102
I
[ Format Menu into Data Structure |
w/ Links to Search Topics
I /224 |
[ Transmit Data Structures to | 5 GoTosStep230
Client Device 104 ' (Fig. 3B)




WO 2010/135101

PCT/US2010/034286

4/14
. . l . .
Computing Device 102 Client Device 104
| Ja 230
From Step 224 Display Search Results in User
(Fig. 3A) I Interface
/244
Transmit Data Structures to |
Client Device 104
T /240 |
Format Search Results info Data
Structure w/ Links to Search
Results |
T /236 |
Contact URL and Obtain Search Yes
Results
|
| Yes
Link To Download
r Media?
| Go To Step 258
(Fig. 3C)
250
| Exit Search
Functionality? No
|
/354
Return to Client Device Main
I Menu
|




WO 2010/135101 PCT/US2010/034286

5/14
I
Computing Device 102 Client Device 104
I
From Step 248
| (Fig. 3B)
I l /256
For Link to Compatible File
I Format, Connect to Specified
URL and Download Media File
I l
260
24 [
. | For Link to Incompatible File
Link to UI\I/T L dgnlcillDownIoad ]1 Format, Make Request for File
edia rie l to MSS 102
I
I
/266
Transcode Media File into
Format Compatible with Client I
Device
l |
/268 LJ /270
Transmit Traqscoded Media ] Display Media File
File J
I

Fig. 3C



WO 2010/135101 PCT/US2010/034286

6/14

{ N

Medi rch - Pl I Topi
Music by album

Music by artist
Music by song
Photos by album
Photos by date
Videos

Favorites
Recently played
Keyword Search

—
5
(e

Fig. 4

Vi rch — Pl l Topi
What's Hot

News '
Money
Sports

Celebrity

Movies

Music

TV

Life 14
Autos
Soapbox User Videos J

(e

Fig. 54



WO 2010/135101

7114

PCT/US2010/034286

Ben and Jerry Speak at Graduation —
Bob Smith in Washington
Can Yahoo-AOL Beat Microsoft Bid 42

Can you do this in Vista?

CES 2009 - Robbie Bach interview A =

T T ETTTTETTT

MASRERCEH

RS

Compare HD TVs f

10 of 320v

Fig. 58

Program Info »

Summary

CES 2009 - Steve Ballmer Interview
Microsoft CEO Steve Ballmer chats /142
about his keynote address
and his favorite gadgets.

&)

Fig. 5C




WO 2010/135101 PCT/US2010/034286
8/14 300
Display Search Query Ul ]
* 302
Receive 1t Generation
Search Query
+ 304
[ Obtain 1¢t Generation URL )
Search Results
v
[ Obtain 2n¢ Generation Search )
L Queries
¢ 308
[ Display 2n¢ Generation Search )
L Qeuries
No
314
Obtain Search Results for 2n
Generation Search Queries
Y
No Go To Step 336
(Fig. 6B)
A
320
[ Obtain n Generation Search ]
/332 Queries
[Increment n to next generation]
' /324
Display n Generation Search
Queries
/330
Obtain Search Results for
Yes No

New Generation Search Generation

Queries Queries?




WO 2010/135101 PCT/US2010/034286

9/14

From Fig. 6A

l /336

Store All Search Queries and
Search Results For All Search
Queries

¢ /340

[ Create Title of Channel From 1st
Generation Search Query

l /342

Create Program Titles from 1st and
Future Generation Search Queries

-
]

[ Store Channel and Program

Names

l /346
)

[ Define Programs

l 348
)

[ Schedule Programs

350

User Interaction No

or Feedback?

End

Yes
/352

4[ Refine Program Schedule ]

Fig. 68



WO 2010/135101 PCT/US2010/034286

10/14

/354

Retrieve Next Program Title and
Program Length From Storage
l /356

Obtain Length of Time of Next
Highest Ranked Search Result

358 /360
Yes Add Next Highest Ranked ]

Time
Left in Program for Next
Highest Ranked Search
Result

Search Result to Program

361
More
Search Results Associated
With Program?

Yes

/362

Store Program ]

364

Yes More

Stored Programs?

Next Step

Fig. 6C
(Step 346)



WO 2010/135101 PCT/US2010/034286

11/14 106

r miz hannel

Enter a Search Query for your new Channel:

—
&
Co

Fig. 7

106

r miz hannel

The following topics have been identified as being
related to your Search Query. Please indicate if you
would like search results for any of these topics:

Monty Python

James Bond

Fawlty Towers 14
John Cleese Biography _
John Cleese Films

Define Additional Search Topics?

Fig. 8



WO 2010/135101 PCT/US2010/034286

12/14
106
150
6pm | 6:30 | 7pm | 7:30 | spm ] 8:30_||
Comedy <<Midnight Run Stripes >>
Action Terminator |Iron Man >>
John Cleese | Biography | Films| Monty Python | James Bond

lolololo) 0000

Fig. 9



WO 2010/135101 PCT/US2010/034286

13/14
Client Device 8
Media Content, Network
EPG Data (Internet/LAN)
92 388
84 Cryptographic f
Unit [ Network Interface ]

[ i 0

of
| I
I I
I 72 ) 36
I Program Memory |
: Processor ,38§ :
Virtual Tuner
| T [ |
I > A0 I
I * Key Listener |
' 2374 \ !
| ) £394 I
: Volatile Memory CAPI :
! ) 396 !
| CSP(S) I
I \ I
I I
I I
I I
I I
\

U U U

[Input Devices] [ Display ] Stereo 1/0

380 06

82

Fig. 10



PCT/US2010/034286

WO 2010/135101

14/14

LL b4

sweiboid
uoneolddy
210WaY
|
[mm———=o———————o- Jggy asnoj Bleq S8|NPOY sweiboid waysAs
_ 18y weiboid weiboid JoyO |  uoneoiddy Bunesedp
T 08 N . < 7
A4 AN by Sy .7 444
Jaindwon
a0Way o/t T
0%
YOMISN i -.mm.w.* . 1% o e s R -—--
ealy 8pIm | o !
! 0Bl RTINS 20BLIAU] (]
v mw%tmwc_ indu Kowa "JoA-UON Alows|y "[OA-UON weiboid N-cp
YOMISN / ! HOMEN Jasn g|geroway 9]qeAOWSY-UON STooT, m
LBV m sng Wajskg v m
sioyeads i N _ _ _ _ sweiBoid uogeayddy i
56 | 2 Teey
/- ! ERENEI T |
Jojulg _ lesoyduag SOELISI| WISISAS N
! Ao 08pIA nn Bunesado N ey
— \cap \-06¥ buisseooid S S [ . |
| |
Aeydsig _ . Amo_m_v //Tmmw
— ! A______\ WOW) | !
£6y ! ey Kowap wajshs !
L P DR T———————— 4
~-0by
(/%w



	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - description
	Page 30 - description
	Page 31 - description
	Page 32 - description
	Page 33 - claims
	Page 34 - claims
	Page 35 - claims
	Page 36 - claims
	Page 37 - drawings
	Page 38 - drawings
	Page 39 - drawings
	Page 40 - drawings
	Page 41 - drawings
	Page 42 - drawings
	Page 43 - drawings
	Page 44 - drawings
	Page 45 - drawings
	Page 46 - drawings
	Page 47 - drawings
	Page 48 - drawings
	Page 49 - drawings
	Page 50 - drawings

