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ABSTRACT
In accordance with some embodiments, classification of input/output requests from a database to a storage system may be performed. Each input/output request may be associated with a database class, and each database class may be mapped to a quality of service policy. Thus, quality of service may be enforced such that different data blocks within the storage system of the database may be afforded appropriate quality of service.
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<table>
<thead>
<tr>
<th>CLASSIFIER</th>
<th>QoS POLICY</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOG</td>
<td>FAST WRITES</td>
</tr>
<tr>
<td>SMALL TABLE</td>
<td>LOW LATENCY</td>
</tr>
<tr>
<td>INDEX</td>
<td>LOW LATENCY</td>
</tr>
<tr>
<td>LARGE TABLE</td>
<td>HIGH BANDWIDTH</td>
</tr>
</tbody>
</table>
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SYSTEM AND METHOD FOR PROVIDING DIFFERENTIATED STORAGE SERVICE IN A DATABASE

BACKGROUND

[0001] This relates generally to computer databases and storage systems.

[0002] Storage systems may be implemented using a block interface that abstracts databases from the internal details of the storage system. Storage systems can be composed of disk drives, disk arrays, Redundant Array of Independent Disks (RAID) arrays, and other storage devices. The internal details of the storage system may refer to the presence and size of caches, different types of RAID levels, the number of disks, and more. Example block interfaces may include, but are not limited to, the Small Computer System interface (SCSI) and Advanced Technology Attachment (ATA) block command sets. To this end, block interfaces may be designed for ease-of-use and interoperability between different database systems and storage systems.

[0003] However, due to the level of abstraction provided by the storage block interface, certain information may be lost while communicating an input/output (I/O) operation regarding the source of the I/O and its contents. For example, it may not be possible for the storage system to determine whether the I/O operation relates to a database record, table, index, journal, or any other database structure. In other words, storage systems may be unable to differentiate between different types of I/O operations.

[0004] Thus, quality of service policies of storage systems within a database system are actually implemented at a volume-wide level. Certain inefficiencies can arise under this framework since a quality of service policy for a particular volume may only benefit a fraction of storage requests (i.e., I/O operations) to that volume. As a result, valuable resources may be unnecessarily expended while executing the quality of service policy.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] Some embodiments are described with respect to the following figures:

[0006] FIG. 1 is a system depiction for one embodiment of the present invention;
[0007] FIG. 2 is a table depiction for one embodiment of the present invention;
[0008] FIG. 3 is a flowchart for one embodiment of the present invention; and
[0009] FIG. 4 is a flowchart for another embodiment of the present invention.

DETAILED DESCRIPTION

[0010] In accordance with some embodiments, identification of database I/O requests facilitates the classification of those I/O requests and/or operations. Classification of those requests in turn enables each classification to be matched to at least one quality of service policy. Thus, quality of service policies may be enforced so that different database I/O requests can be afforded appropriate quality of service.

[0011] In some embodiments read/write operations may be implemented using the Portable Operating System Interface for Unix (POSIX) read/write commands. To this end, a database classifier may be associated with each command. In other words, each command may include a pointer that points to a particular database class depending on the particular nature of the request. For example, depending on the I/O request to the storage system, the pointer may point to different database classes such as a database index, a database log, a database table, a database record, or any other database data structure.

[0012] In one embodiment, an unsigned integer may be associated with the scatter/gather lists passed to the POSIX writev() and ready() functions. Each unsigned integer may correspond to a different database class as described above. However, one of ordinary skill in the art would understand that other classification schemes are also possible. The particular classification method may be implemented according to particular database design, and as such, may be designed with specific vendors in mind.

[0013] Thus, I/O requests issued to a storage system in a database system may be classified according to one or more database classes. Furthermore, one or more quality of service policies may be associated with each database class. In one embodiment, a table mapping database classes to quality of service policies may be stored in a memory of the storage system. For example, a database index class may be considered as requiring a low latency response while a database journal class may be identified as requiring redundancy. Such mappings may be stored in the above mentioned table.

[0014] Furthermore, a storage controller within the storage system may enforce or execute the I/O request according to the appropriate quality of service policy. For instance, quality of service policies that relate to low latency or high priority I/O requests from the database may specify the I/O request to be stored in a cache memory. Thus, these I/O requests may be serviced more quickly. As another example, quality of service policies that relate to high reliability or redundancy for certain storage blocks may specify that these blocks be replicated in the storage system.

[0015] Classifying I/O requests in this manner may enable storage system optimization to be performed on a block level. Thus, quality of service policies may be enforced on individual blocks rather than on an entire volume, thereby increasing efficiency of the storage system.

[0016] Referring now to FIG. 1, a host database 105 of the database system 100 may be shown. The host 105 may be any processor based system including a desktop, server, laptop computer, or mobile device. In one embodiment, the host 105 may be a database that generates database I/O requests to a storage system 135. Additionally, the host 105 may include a processor 110 coupled to system memory 115 and an I/O logic complex 120.

[0017] The I/O logic complex 120 may generate I/O requests to the storage system 135 according to instructions from the host 105. As such, the host 105 may be coupled to the storage system 135 via a network layer 130 or otherwise through a direct connection. The network 130 may be any network including, but not limited to, a Local Area Network (LAN), Wide Area Network (WAN), SCSI, ATA, and the Internet.

[0018] In generating the I/O requests, the I/O logic complex 120 may include a management engine 125 to perform classification of those requests. For instance, management engine 125 may associate every I/O request with a database class. Thus, in one embodiment, the management engine 125 may include logic to associate a classifier to each I/O request to indicate that the request belongs to a particular database class or classes. In another embodiment, one or both of the
management engine 125 and the I/O logic complex 120 may be implemented within an operating system of the host database 105.

[0019] The storage system 135 may be supported by any number and combination of storage devices. For instance, the storage system 135 may include combinations of solid state drives, hard disk drives, magnetic tape drives, flash memory, non-volatile memory, random access memory, nontransitory computer-readable mediums, and/or any other storage mediums. Furthermore, the storage system 135 may be capable of representing combinations of the above mentioned storage devices as storage pools 148 or logical volumes. For example, a group of solid state drives may be represented as one logical volume while a group of hard disk drives may be represented as another logical volume.

[0020] As such, different storage quality of services may be associated with different storage pools 148. In some embodiments, a storage pool 148 of solid state drives may represent a highest level of service since solid state drives may be the quickest to respond and service storage requests. In addition, a storage pool 148 of hard disk drives may indicate a medium level of service while a storage pool 148 of magnetic tape drives may be associated with a low level of service.

[0021] Furthermore, the storage system 135 may include management firmware 140 to store database quality of service policies 145. As such, quality of service policies 145 may be associated with each database class and may affect how database I/O requests may be executed. To this end, a storage controller 150 may also be included within the storage system 135 to execute I/O requests according to their associated quality of service policies.

[0022] In one embodiment, for database I/O requests classified under a database class designated as high priority, low latency responses may be desirable. Thus, a quality of service policy for low latency responses may specify that the I/O request is to be stored in a cache memory in the storage system 135. In another embodiment, I/O requests for a database class desiring high reliability may be generated. As such, a corresponding quality of service policy may specify that certain blocks within the logical volumes of the storage system 135 should be replicated. For example, the quality of service policy may apply RAID level to be maintained on certain blocks. Thus, quality of service may be provided for a storage system 135 of the database system 100 on a class-by-class basis.

[0023] Moreover, one of ordinary skill in the art would understand that the above mentioned policies are not to be construed as a comprehensive list. Other policies are also contemplated within the present disclosure. For instance, a security policy could be associated with database I/O requests to provide a desirable level of encryption on certain data blocks within the storage system 135.

[0024] In one embodiment, a table mapping database classes to quality of service policies may be generated and stored in the storage system 135 before initialization of the database system 100. An illustrative example of such a table is provided with reference to FIG. 2. The quality of service table 200 maintains a column for the database class or classifier 210 and another column 220 for the associated quality of service policies. For instance, a database log class may be associated with a fast write policy, a database small table class may be associated with a low latency policy, and a database large table class may be associated with a high bandwidth policy.

[0025] Thus, the management engine 125 or any other logic within the host 105 may generate the quality of service table 200. Then, before initialization of the database system 100, the host 105 may transfer the quality of service table 200 to be stored in the management firmware 140 of the storage system 135. This transfer may be performed out-of-band. The quality of service table may then be accessed during real-time operation of the database system 100.

[0026] Generally, in order for a host database 105 to access data in any storage system 135, an operating system in the host 105 may use a file system to provide information about the particular data blocks necessary to access a file. Once a file system has provided this block information related to a particular file, the request to access the actual storage medium may be made through a driver (e.g., management engine 125) in an I/O layer (e.g., I/O logic complex 120) of the host operating system. The I/O layer may include code to process the access request to one or more blocks. In some embodiments, the driver may implement an I/O protocol, such as the SCSI protocol, the Internet SCSI protocol, the serial advanced technology attachment protocol (SATA) or any other I/O protocol. The driver may process a block request and send the I/O storage request to a storage controller 150 which then proceeds to access the storage system 135.

[0027] In many database system implementations, the Portable Operating System Interface for Unix (POSIX) standard may be used to interface with the storage system. As such, POSIX may provide for vectored I/O requests in the form of the functions writev() and readv(). In other words, these functions may enable data to be written and/or read with respect to multiple data buffers using a single I/O operation. Thus, data from non-contiguous blocks in a storage medium of the storage system may be written or read in a single operation, thereby increasing efficiency of the storage system.

[0028] Typically, a list of pointers, sometimes referred to as scatter/gather lists, may be passed to the writev() and readv() functions. Each of the pointers in the lists may point to a data buffer. These lists may then be passed as part of the I/O requests to the storage system, thereby avoiding separate write/read commands for each block. Additionally, the writev() and readv() functions may be performed directly against a device or may instead be performed on a file in the file system.

[0029] Therefore, in some embodiments, classification of the database I/O requests may be performed with respect to the Portable Operating System Interface for Unix (POSIX) standard. Specifically, an operating system of the database host 105 may include a flag for I/O requests to indicate that such requests have associated classification. In one embodiment, the flag may be referred to as the O_CLASSIFIED flag. Furthermore, logic in the host database 105 may append or otherwise associate an additional data element with the scatter/gather lists (e.g., the list of data buffers) typically passed to the writev() and ready() POSIX functions.

[0030] To this end, the additional element passed with the scatter/gather lists may include a pointer to another buffer containing the database classifier. The database classifier may be any data element. In one embodiment, the database
classifier may be an unsigned integer that maps to a specific database class (e.g., a database index, a database log, a database table, etc.). For example, a table mapping unsigned integer values with database classes may be stored in the system memory 115 of the host 105. One of ordinary skill in the art would understand that the specific classification scheme is not limited to the above embodiment. Instead, the classification framework may be dependent on the particular database and may be designed according to the desires of any user or vendor of the database system 100.

[0031] Thus, operating systems with knowledge of the classification scheme may generate I/O requests having the O_CLASSIFIED flag set for the POSIX write( ) and readv( ) functions. The O_CLASSIFIED flag may provide an indication to the management engine 125 to then extract the database classifier from the scatter/gather lists and attach it to an outgoing storage request (e.g., an outgoing SCSI command). Applications without knowledge of the classification scheme may not have an O_CLASSIFIER flag or its equivalent set, and therefore, may ignore the additional database classifier.

[0032] Once the classified I/O request reaches the storage system 135, management firmware 140 may extract the database classifier. Then, the management firmware 140 may access the quality of service policy 145 stored within. As previously discussed, these policies 145 may be stored as part of a quality of service table 200 mapping database classes to one or more quality of service policies 145. Thus, the management firmware 140 may extract the database classifier from the storage request and perform a lookup to the quality of service table 200 to determine the appropriate quality of service policy 145. The storage controller 150 may then execute the database I/O requests to the storage pools 148 according to the appropriate quality of service policies 145.

[0033] Turning now to FIG. 3, a flow diagram is shown depicting a method for storing database class and quality of service policy associations. The method may be implemented in hardware, software, and/or firmware. In software or firmware embodiments, it may be implemented by computer executed instructions stored in a non-transitory computer readable medium such as an optical, magnetic, or semiconductor storage.

[0037] The method 400 may begin in step 410 where a database I/O request from the host database 105 is received. Then, in step 420, the I/O request may be classified under one or more database classes. In some embodiments, classification may be performed by the I/O logic complex 120, the management engine 125, and/or any other logic within the host 105. In other embodiments, logic in the storage system may be configured to perform classification of the I/O requests.

[0038] In one embodiment, the classification may be performed using the POSIX interface. For example, the database host 105 may generate the I/O request having a class identifier as part of the write( ) and readv( ) functions. The management engine 125 may extract the class identifier and append it to the outgoing I/O request to the storage system 135.

[0039] In step 430, a lookup to a table 200 storing database class and quality of service policy associations is performed. Thus, the appropriate quality of service policy may be determined for the I/O request according to its particular database class. In step 440, the database I/O request may be executed according to the appropriately determined quality of service policy.

[0040] Therefore, database I/O operations in a database system 100 may be individually classified. As a result, quality of service may be performed in the storage system on a class-by-class basis. Thus, efficiency in the storage system may be increased since valuable resources are not wasted on enforcing volume-wide quality of service policies on data blocks that do not benefit from such policies.

[0041] It should be noted that the present disclosure is not intended to be limited by the particular combinations of elements and their related functions described above. As such, other combinations are also contemplated. For example, in one embodiment, classification of the database I/O requests and enforcement of their associated quality of service policies may be performed entirely within the storage system 135. In another embodiment, these functions may be performed entirely within the host database 105. Furthermore, I/O logic complex 120 and the management engine 125 may be located in the storage system. Conversely, the storage controller 150 and/or management firmware 140 may be located in the host database computer 105.

[0042] References throughout this specification to “one embodiment” or “an embodiment” mean that a particular feature, structure, or characteristic described in connection with the embodiment is included in at least one implementation encompassed within the present invention. Thus, appearances of the phrase “one embodiment” or “an embodiment” are not necessarily referring to the same embodiment. Furthermore, the particular features, structures, or characteristics may be instituted in other suitable forms other than the particular embodiment illustrated and all such forms may be encompassed within the claims of the present application.

[0043] While the present invention has been described with respect to a limited number of embodiments, those skilled in the art will appreciate numerous modifications and variations therefrom. It is intended that the appended claims cover all such modifications and variations as fall within the true spirit and scope of this present invention.
21. At least one machine accessible storage medium having instructions stored thereon, the instructions when executed on a machine, cause the machine to:

- determine that a particular one of a plurality of classes is to be associated with a request for data from a database;
- assign a tag to the request, wherein the tag identifies the particular class and the particular class corresponds to one or more performance policies specifying performance characteristics to be applied to servicing of the request; and
- transmit the request with the tag for servicing by a database system, wherein the request is to be serviced by the database system according to the one or more performance policies based on the tag.

22. The storage medium of claim 21, wherein the particular class is based at least in part on a type of system used to implement the database.

23. The storage medium of claim 22, wherein the type of system comprises a server pool.

24. The storage medium of claim 22, the one or more performance policies apply to the type of system.

25. The storage medium of claim 21, wherein the request comprises an input/output (I/O) request.

26. The storage medium of claim 21, wherein the request is received from a particular system and sent to the database system.

27. The storage medium of claim 26, wherein the particular system is remote from the database system.

28. The storage medium of claim 26, wherein the request is received by a particular database manager, the particular class is determined by the database manager, and the request with the tag are transmitted by the database manager to the database system.

29. The storage medium of claim 28, wherein the database manager is remote from the database system.

30. The storage medium of claim 28, wherein the database manager manages a plurality of database systems.

31. The storage medium of claim 21, wherein the particular class corresponds to one or more performance policies identifying the performance characteristics.

32. The storage medium of claim 31, wherein the one or more performance policies comprise one of a fast write policy, low latency policy, and high bandwidth policy.

33. The storage medium of claim 21, wherein the instructions when executed further cause the machine to generate the tag.

34. A method comprising:

- receiving, from a particular system, a request for data from a database;
- determining that a particular one of a plurality of classes is to be associated with the request;
- determining a tag to the request, wherein the tag identifies the particular class and the particular class corresponds to one or more performance policies specifying performance characteristics to be applied to servicing of the request; and
- transmitting the request with the tag for servicing by a database system, wherein the request is to be serviced by the database system according to the one or more performance policies based on the tag.

35. The method of claim 34, wherein the particular class is based at least in part on a type of the database system.

36. The method of claim 35, wherein the type of the database system comprises a server pool.

37. The method of claim 35, the one or more performance policies apply to the type of the database system.

38. The method of claim 34, wherein the request comprises an input/output (I/O) request.

39. The method of claim 34, wherein the request is forwarded to the database system with the tag.

40. The method of claim 39, wherein the particular system is remote from the database system.

41. The method of claim 39, wherein the request is received by a database manager, the particular class is determined by the database manager, and the request with the tag are transmitted by the database manager to the database system.

42. The method of claim 41, wherein the database manager is remote from the database system.

43. The method of claim 41, wherein the database manager manages a plurality of database systems.

44. The method of claim 34, wherein the particular class corresponds to one or more performance policies identifying the performance characteristics.

45. The method of claim 44, wherein the one or more performance policies comprise one of a fast write policy, low latency policy, and high bandwidth policy.

46. The method of claim 34, further comprising generating the tag.

47. A database system comprising:

- a processor to execute instructions stored in the memory, the instructions comprising:
  - receiving a request for data from a database manager, wherein the request comprises a tag;
  - determining, from the tag, that a particular performance policy is to apply to the request for data; and
  - generating a response to the request according to the particular performance policy; and
- send the response according to the particular performance policy.

48. The database system of claim 47, wherein the database manager is remote from the database system.

49. The database system of claim 47, wherein the tag corresponds to a particular class associated with the database system.

50. The database system of claim 49, wherein the particular class is based at least in part on a type of the database system.

51. The database system of claim 50, wherein the type of the database system comprises a server pool.

52. The database system of claim 51, the one or more performance policies apply to the type of the database system.

53. The database system of claim 47, wherein the request comprises an input/output (I/O) request.

54. The database system of claim 47, wherein the request originates from a host system and is forwarded to the database system with the tag by the database manager.

55. The database system of claim 54, wherein the tag is added to the request by the database manager.

56. The database system of claim 54, wherein the host system is remote from the database system.

57. The database system of claim 47, wherein the database manager manages a plurality of database systems.
58. A system comprising:
   a processor;
   a database; and
   a database manager, executable by the processor to:
   determine that a particular one of a plurality of classes
   is to be associated with a request for data from a
database;
assign a tag to the request, wherein the tag identifies the
   particular class and the particular class corresponds
   to one or more performance policies specifying
   performance characteristics to be applied to servicing
   of the request; and
transmit the request with the tag for servicing by a
database system, wherein the request is to be serviced by the
database system according to the one or
   more performance policies based on the tag.
59. The system of claim 58, wherein the request is
   received from a host system remote from the database.
60. The system of claim 58, wherein the database is
   hosted by a host system remote from a host of the database
   manager and the database manager manages classification of
   requests to a plurality of different database host systems.
61. The system of claim 58, wherein the particular class
   is based at least in part on a type of system used to
   implement the database.
62. The system of claim 61, wherein the type of system
   comprises a server pool.
63. The system of claim 61, the one or more performance
   policies apply to the type of system.
64. The system of claim 58, wherein the request comprises
   an input/output (I/O) request.
65. The system of claim 58, wherein the particular class
   corresponds to one or more performance policies identifying
   the performance characteristics.
66. The system of claim 65, wherein the one or more
   performance policies comprise one of a fast write policy,
   low latency policy, and high bandwidth policy.
67. The system of claim 58, wherein the database manager
   is further executable to generate the tag.
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