Title: METHOD AND APPARATUS FOR COORDINATING MULTIPLE COOPERATIVE VEHICLE TRAJECTORIES ON SHARED ROAD NETWORKS

Abstract: A vehicle coordination system is provided for coordinating the trajectories of vehicles on a road network. The vehicle coordination system comprises a plurality of vehicles each having respective vehicle position tracking assemblies that are in communication with respective vehicle communication systems for transmitting vehicle state messages including positions of the vehicles. A task assignment allocator is provided that is arranged to generate task assignments for each of the plurality of vehicles, including destinations in the road network for the vehicles. A vehicle coordination assembly is in communication with the vehicle communication systems via a data network for receiving the vehicle state messages. The vehicle coordination assembly is configured to determine respective paths for each vehicle to arrive at their respective destinations and determine trajectory control commands for each vehicle to traverse their respective paths whilst optimizing a predetermined objective and avoiding active interactions of two or more of the
vehicles occurring in any shared areas of the paths. The vehicle coordination assembly is configured to transmit the trajectory control commands to each vehicle. The predetermined objective may be an aggregate traversal time for the vehicles.
METHOD AND APPARATUS FOR COORDINATING MULTIPLE COOPERATIVE VEHICLE TRAJECTORIES ON SHARED ROAD NETWORKS

RELATED APPLICATIONS

The present application claims priority from Australian provisional patent application No. 2020903061, filed 27 August 2020, the contents of which is hereby incorporated herein in its entirety by reference.

TECHNICAL FIELD

The present disclosure relates to coordinating the trajectories of vehicles as they cross a shared road network whilst ensuring collision avoidance and optimizing an overall objective, such as minimizing aggregated traversal time for all vehicles.

BACKGROUND ART

Any references to methods, apparatus or documents of the prior art are not to be taken as constituting any evidence or admission that they formed, or form part of the common general knowledge.

Embodiments of the invention apply to the coordination of vehicles on road networks in general but will be primarily explained in the context of coordinating haul trucks on a road network in a mine environment. Mine road networks connect various stations in a mining environment where raw material is extracted, stored or processed. Multiple vehicles, typically in the form of haul trucks simultaneously transport material such as iron ore between various locations. Mine road networks typically include many roads, and intersections where vehicles regularly interact during traversal.

It is highly desirable to operate the vehicles in a manner that optimises a desired objective. For example, the objective may be to minimize one of energy consumption;
wait times of machinery at destinations; and queues at destinations; maximisation of material extraction rates. Where it is desired to maximise material extraction rates for example, haul trucks travel in paths across the road network in an attempt to complete allocated task assignments in minimal time, usually travelling at maximum safe speed.

In practice, task assignments are allocated with little consideration of how each trucks’ actions will affect each other truck, beyond that which is required to ensure safety locally.

A major part of planning trajectories for a vehicle to perform an assignment involves a driver or machine controller of a vehicle making local decisions in response to interactions with other vehicles. However, interdependencies between vehicles mean that these decisions can have complex flow-on effects on multiple other vehicles.

It would be desirable if a solution were provided that coordinates the movement of several vehicles to avoid active interactions, such as conflicts and collisions, occurring within a given road network whilst each of the vehicles performs allocated task assignments.

**SUMMARY OF THE INVENTION**

According to a first aspect of the present invention there is provided a vehicle coordination system arranged to coordinate trajectories of vehicles on a road network, the vehicle coordination system comprising:

- a plurality of vehicles each having respective vehicle position tracking assemblies in communication with respective vehicle communication systems arranged to transmit vehicle state messages including positions of the vehicles;
- a task assignment allocator arranged to generate task assignments assigning tasks to each of the plurality of vehicles, the task assignments including destinations in the road network for the vehicles;
- a vehicle coordination assembly in communication with the respective vehicle communication systems via a data network for receiving the vehicle state messages, the vehicle coordination assembly configured to:
  - determine paths for each vehicle to arrive at their destinations;
determine trajectory control commands to cause each vehicle to traverse their respective paths whilst optimizing a predetermined objective and avoiding active interactions of two or more of the vehicles occurring in shared areas of the paths; and transmit the trajectory control commands to each vehicle.
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In an embodiment the vehicle coordination assembly is further configured to identify the shared areas of the paths.

10 In an embodiment the vehicle coordination assembly is configured to determine respective minimum length paths for each vehicle to arrive at their respective destinations.

The predetermined objective may be to minimize an aggregated traversal time of all vehicles in performance of the task assignments.

15 In other embodiments the predetermined objective may be one or more of: minimizing energy consumption of the vehicles; minimizing wait times of machinery at the destinations; minimizing formation of vehicle queues at the destinations.

20 In an embodiment the respective trajectory control commands comprise acceleration commands.

In an embodiment the respective vehicles are configured to respond to the acceleration commands through operation of propulsion systems and braking systems thereof.

25 The vehicles may include driverless vehicles, each including propulsion and braking systems that are each in communication with the vehicle communication system for applying positive and negative acceleration to the vehicle.

30 The driverless vehicles may each include steering systems that are configured to steer said vehicles along their respective paths.
The vehicles may be arranged for operation by drivers wherein each said vehicle includes a Human-Machine-Interface responsive to the vehicle control system to present respective trajectory control messages to respective drivers.

The task assignment allocator may be arranged to transmit the task assignments for each of the plurality of vehicles to the vehicle coordination assembly via the data network.

In an embodiment the predetermined objective comprises an objective of an optimization model.

The optimization model may be in the form of a Mixed Integer Linear Programming (MILP) discrete time model that encompasses the road network.

In an embodiment the MILP includes binary variables for modelling the interaction of the vehicles with the shared areas.

In an embodiment the MILP includes state variables for modelling relative positions of pairs of the vehicles.

In an embodiment the shared areas of the paths comprise intersections of the road network.

In an embodiment the shared areas of the paths comprise sub-paths along the road network.

In an embodiment the MILP model includes binary variables for ensuring that the predetermined objective is optimized without said active interactions occurring.

In an embodiment the binary variables are associated with half-spaces corresponding to conflict borders about the shared spaces.

In an embodiment the half-spaces are defined based on vehicle locations relative to the shared areas. Preferably the half-spaces are defined in a coordination space, which combines vehicle locations along their paths into a joint space representation.
In an embodiment the vehicle locations relative to the shared areas include one or more of locations where: the vehicle starts merging into the sub-path; the vehicle is merged entirely inside the sub-path or intersection; the vehicle starts diverging from the sub-path; the vehicle is diverged entirely from the sub-path or intersection; the vehicle’s goal location.

In an embodiment the optimization model is modified for solution complexity reduction based on a first procedure that computes sub-optimal controls for the vehicle control commands by reducing decision making frequency to reduce the resolution of the binary variables while maintaining the resolution of the continuous state variables.

In an embodiment the first procedure equalizes the values of binary variables that are adjacent in time to thereby keep a joint position of two vehicles in the same half-spaces across a range of adjacent time steps.

In an embodiment the first procedure applies a higher discrete time resolution to the binary variables when a joint trajectory of the two vehicles is adjacent a transition between different half-spaces.

In an embodiment the first procedure implements a non-uniform resolution with short intervals around estimated merging and diverging stages and long intervals elsewhere.

In an embodiment the timing of the interaction stages is estimated from the solution of a further multi-vehicle trajectory planner.

In an embodiment the optimization model is modified for solution complexity reduction based on a second procedure that computes sub-optimal controls by using a predetermined order of travel for the vehicles.

In an embodiment the second procedure pre-sets values of at least some of the binary variables prior to optimizing the predetermined objective.
In an embodiment the second procedure comprises a first stage which selects vehicle travel orders.

In an embodiment the second procedure comprises a second stage that uses the travel orders from the first stage and combines them in a single optimization model with a reduced number of discrete decisions required.

In an embodiment the second procedure pre-sets said binary variables to force one vehicle to be ahead of another vehicle at one or more steps along their respective paths.

In an embodiment the vehicle coordination assembly is configured to implement an iterative lazy interaction constraint MILP procedure for optimization complexity reduction.

In an embodiment the iterative lazy interaction constraint MILP procedure comprises the steps of:

- updating the optimization model by removing collision constraints therefrom;
- solving the optimization model to determine vehicle trajectories;
- identifying active shared areas of the vehicle trajectories;

repeating:

- calculating a sequence of time steps to apply collision avoidance constraints based on active shared areas;
- updating the optimization model by adding avoidance constraints thereto;
- optimizing the optimization model to produce updated vehicle trajectories;
- identify active shared areas of the updated vehicle trajectories;

until:

- no active shared areas are present in the updated vehicle trajectories.

In an embodiment the vehicle coordination assembly is configured to implement a predictive lazy constraint procedure for calculating the sequence of time steps to apply collision avoidance constraints.
In an embodiment the predictive lazy constraint procedure includes iteratively making active shared areas inactive by modifying one vehicle trajectory while others remain unchanged.

According to a further aspect of the present invention there is provided a method for coordinating the trajectories of vehicles on a road network, the method comprising:
- monitoring positions of a plurality of vehicles via a data network;
- receiving task assignments for each of the plurality of vehicles, said task assignments including destinations in the road network for the vehicles;
- processing the task assignments and said positions with reference to topology of the road network to thereby generate paths for each vehicle;
- determining trajectory control commands for each vehicle to traverse its respective path whilst optimizing a predetermined objective and without active interactions of two or more of the vehicles occurring in areas shared by the paths; and
- transmitting the trajectory control commands across the data network to each vehicle for controlling motion thereof.

In an embodiment the method includes processing the paths to identify areas shared by the paths.

In an embodiment the method includes determining respective minimum length paths for each vehicle to arrive at their respective destinations.

In an embodiment the predetermined objective is for minimizing an aggregated traversal time of all vehicles in performance of the task assignments.

In other embodiments the predetermined objective may be one or more of: minimizing energy consumption of the vehicles; minimizing wait times of machinery at the destinations; minimizing formation of vehicle queues at the destinations.

In an embodiment the respective trajectory control commands comprise acceleration commands.
In an embodiment the task assignments are received from a task assignment allocator via the data network.

In an embodiment the predetermined objective comprises an objective of an optimization model.

The optimization model may comprise a Mixed Integer Linear Programming (MILP) discrete time optimization model that encompasses the road network.

In an embodiment the MILP includes binary variables for modelling the interaction of the vehicles with the shared areas.

In an embodiment the MILP includes state variables that model relative positions of pairs of the vehicles.

In an embodiment the shared areas of the paths comprise intersections of the road network.

In an embodiment the shared areas of the paths comprise sub-paths along the road network.

In an embodiment the MILP model includes binary variables for ensuring that the predetermined objective is optimized without said active interactions occurring.

In an embodiment the binary variables are associated with half-spaces corresponding to conflict borders about the shared spaces.

In an embodiment the half spaces are defined based on vehicle locations relative to the shared areas.

In an embodiment the vehicle locations relative to the shared areas include one or more of locations where: the vehicle starts merging into the sub-path; the vehicle is merged entirely inside the sub-path or intersection; the vehicle starts diverging from the sub-
path; the vehicle is diverged entirely from the sub-path or intersection; the vehicle’s goal location.

In an embodiment the method includes modifying the optimization model for solution complexity reduction by implementing a first procedure that computes sub-optimal controls by reducing decision making frequency to reduce the resolution of the binary variables while maintaining the resolution of the continuous state variables.

In an embodiment the first procedure equalizes the values of binary variables that are adjacent in time to thereby keep the joint position of two vehicles in the same half-spaces across a range of adjacent time steps.

In an embodiment the first procedure applies a higher discrete time resolution to the binary variables when a joint trajectory of two vehicles is adjacent a transition between different half-spaces.

In an embodiment the first procedure implements a non-uniform resolution with short intervals around estimated merging and diverging stages and long intervals elsewhere.

In an embodiment the timing of the interaction stages is estimated from the solution of a further multi-vehicle trajectory planner.

In an embodiment the method includes modifying the optimization model for solution complexity reduction by implementing a second procedure that computes sub-optimal controls by using a predetermined order of travel for the vehicles.

In an embodiment the second procedure pre-sets values of at least some of the binary variables prior to optimizing the predetermined objective.

In an embodiment the second procedure comprises a first stage which selects vehicle travel orders.
In an embodiment the second procedure comprises a second stage that uses the travel orders from the first stage and combines them in a single optimization model with a reduced number of discrete decisions required.

In an embodiment the second procedure pre-sets said binary variables to force one vehicle to be ahead of another vehicle at one or more steps along their respective paths.

In an embodiment the method includes implementation of an iterative lazy interaction constraint MILP procedure for optimization complexity reduction.

In an embodiment the iterative lazy interaction constraint MILP procedure comprises the steps of:

- updating the optimization model by removing collision constraints therefrom;
- solving the optimization model to determine vehicle trajectories;
- identifying active shared areas of the vehicle trajectories;

repeating:

- calculating a sequence of time steps to apply collision avoidance constraints based on active shared areas;
- updating the optimization model by adding avoidance constraints thereto;
- optimizing the optimization model to produce updated vehicle trajectories;
- identifying active shared areas of the updated vehicle trajectories;

until:

- no active shared areas are present in the updated vehicle trajectories.

In an embodiment the method includes performing a predictive lazy constraint procedure for calculating the sequence of time steps to apply collision avoidance constraints.

In an embodiment the predictive lazy constraint procedure includes iteratively making active shared areas inactive by modifying one vehicle trajectory while others remain unchanged.
According to another aspect of the present invention there is provided a computer system that is programmed with a software product comprising instructions for execution by one or more processors of the computer system to perform the method for coordinating the trajectories of vehicles on a road network.

According to another aspect of the present invention there is provided a media bearing non-transitory, tangible, machine readable instructions for one or more processors of a computer system to perform the method for coordinating the trajectories of vehicles on a road network.

According to a further aspect of the present invention there is provided a method for coordinating the trajectories of vehicles on a road network, the method comprising:

processing paths for the vehicles to complete tasks assigned thereto to determine trajectory control commands for each vehicle to traverse its respective path whilst optimizing a predetermined objective and without active interactions of two or more of the vehicles occurring in areas shared by the paths; and

transmitting the trajectory control commands across the data network to each vehicle for controlling motion thereof;

wherein computational complexity in optimizing the predetermined objective is reduced by:

- grouping time adjacent binary variables that model interactions of the two or more vehicles in shared areas; or
- implementing an iterative lazy interaction constraint procedure.

According to another aspect there is provided a method for coordinating trajectories of vehicles on a road network, the method comprising:

processing paths for the vehicles to complete tasks assigned thereto to determine trajectory control commands for each vehicle to traverse its respective path whilst optimizing a predetermined objective and without active interactions of two or more of the vehicles occurring in areas shared by the paths; and

transmitting the trajectory control commands across a data network to each vehicle for controlling motion thereof;

wherein computational complexity in optimizing the predetermined objective is reduced by:
grouping time adjacent binary variables modelling interactions of the two or more vehicles in shared areas; or
predetermining an order of travel for the vehicles prior to optimizing the predetermined objective; or
implementing an iterative lazy interaction constraint procedure.

BRIEF DESCRIPTION OF THE DRAWINGS

Preferred features, embodiments and variations of the invention may be discerned from the following Detailed Description which provides sufficient information for those skilled in the art to perform the invention. The Detailed Description is not to be regarded as limiting the scope of the preceding Summary of the Invention in any way. The Detailed Description will make reference to a number of drawings as follows:

Figure 1 depicts a portion of a road network including shared areas being a sub-path and an intersection in which active and inactive vehicle interactions can occur.

Figure 2 depicts vehicles at a task assignment destination.

Figure 3 is a graph of nodes and edges reflecting topology of a road network.

Figure 4 is a block diagram of a system according to an embodiment of the present disclosure.

Figure 5 is a block diagram of a driver operated vehicle of the system.

Figure 6 is a block diagram of a driverless vehicle of the system.

Figure 7 is a block diagram of a vehicle coordination assembly in the form of an electronic processing system such as a computer server and software combination configured for performing a method according to an embodiment of the present disclosure.

Figure 8 depicts two vehicles prior to each crossing an intersection.

Figure 9 depicts two vehicles prior to each crossing a shared road segment or sub-path.
Figure 10 is a graph corresponding to Figure 8 showing a joint trajectory of the two vehicles in coordination space with respect to the intersection.

Figure 11 is a graph corresponding to Figure 9 showing a joint trajectory of the two vehicles in coordination space with respect to the sub-path.

Figure 12 depicts coordination space for an intersection interaction wherein the space is partitioned into half-spaces $H$.

Figure 13 depicts coordination space for a sub-path interaction wherein the space is partitioned into half-spaces $H$. Half-spaces $H_i$ and $H_s$ are indicated.

Figure 14 is a graph depicting coordination space of a sub-path interaction of length 600m, and 15m long vehicles in which $S_i^{m,e}$ indicates where vehicle $i$ completely merges into the subpath, and $S_i^{d,s}$ where it begins to diverge. Similarly for vehicle $j$.

Figure 14A is a flowchart setting forth steps in a method according to an embodiment which is implemented by the vehicle control coordinator of Figure 4.

Figure 15 is a graph of computation time (s) of solving $M$ for a range of adjacent binary variable group sizes. Line represents medians of within each group of 30 Computation time (s) of solving $M$ with and without set travel orders over a range of vehicle quantities. Medians shown within groups of 30 cases, with 25% and 75% quantiles.

Figure 16 is a graph of computation time (s) of solving $M$ with and without set travel orders over a range of vehicle quantities. Medians shown within groups of 30 cases, with 25% and 75% quantiles.

Figure 17 is a graph of computation time (s) for various methods applied to scenarios with a range of vehicle quantities. Lines represent means within groups with the same vehicle quantities. Bands represent the 25% and 75% quantiles.

Figure 18 is a graph of solution costs (flowtime) of a reactive method (which mimics real vehicle behaviour), a modified MILP and lower bound costs (which relax all collision avoidance constraints).
Figure 19 is a graph of solution costs as a proportion of the relaxed solution’s lower bound.

DETAILED DESCRIPTION OF PREFERRED EMBODIMENTS

1. Mining Environment and Vehicle Configuration

Figure 1 stylistically depicts a portion of a road network 1 of a mining environment, in which systems, methods and apparatus according to embodiments of the invention can be implemented. In the mining environment vehicles such as mine haul trucks 2-1,...,2-I traverse the road network 1 in order to perform hauling tasks, for example, by moving material between stations. The stations may include various operational sites such as a crusher site 7, a loading site 9, a dump site 11, a shipping site 13, a stockpile site 15 and a maintenance site 17. In performing their tasks the mine haul trucks 2-1,...,2-I travel along paths over the road network through shared areas such as intersections, e.g. intersection 3 and across shared road segments, e.g. segment 5.

Figure 2 depicts haul trucks 2-1, 2-2, 2-3, 2-4 at an example operational site in the form of a loading site 9 wherein the haul trucks are loaded with material by loaders 19. Figure 3 is a topologically equivalent graph 83 of the entire road network 1 of the mining environment showing many roads (as edges) and intersections (as dots) which vehicles such as the haul trucks 2-1,...,2-I regularly traverse during performance of their task assignments.

Referring now to Figure 4, a vehicle coordination system 101 according to an embodiment of the present invention is illustrated. System 101 includes a data network 31 for placing a communication system of each haul truck 2-1,...,2-I in data communication with a vehicle coordination assembly 33. The data network 31 includes a collection of wireless data transceivers 16a,...,16m including satellite and terrestrial transceivers suitable for implementing wireless communication protocols such as WiFi, WiMax, GPRS, EDGE or equivalent terrestrial and satellite wireless data communications. It will be appreciated that these network architectures are provided as examples only and thus are not limiting.
Each vehicle in the mine environment can be equipped with an array of navigation, communication, and data gathering equipment that assist the vehicle's operator or which in some cases render the vehicle totally autonomous to the extent of the vehicle being driverless or being driven remotely.

Figure 5 presents a block diagram of an embodiment of a haul truck 2-1 that is operated by a driver. Vehicle 2-1 includes a data bus 42 which facilitates electronic data communication between a processor 40 which is configured to coordinate interactions between a number of assemblies 28, 30, 32, 36 and 38. A Human-Machine-Interface (HMI) 28 is provided which may be a suitably programmed mobile computing device, for example, a tablet personal computer or a personal digital assistant. Alternatively the HMI 28 may comprise a mobile industrial computer with screen and operator interface for implementing the present system.

Haul truck 2-1 also includes a position tracker 32, for example a Global Positioning System (GPS) receiver which is configured to generate information about the time-varying position, orientation, and speed of the vehicle. The position tracker may also triangulate a position estimate from terrestrial transmitters such as wireless transceivers 16b, 16c, 16j and 16g of Figure 4. The position tracker 32 may also include gyroscopes or other inertial navigation apparatus that can also be used to generate signals indicating the location of vehicle 2-1 within the mine environment and to ascertain the vehicles orientation, velocity and acceleration. The haul truck 2-1 also includes a sensor assembly 38 which may include sensors for gauging the weight of the load being hauled, brake condition, steering angle, wheel rotation speed, fuel level, engine temperature, tyre pressure, driver fatigue and radar and/or LiDAR sensors for estimating obstacle proximity.

Vehicle 2-1 also includes a navigation and task assist assembly 30 which generates map and direction data that it displays on the HMI 28 to assist the driver to operate the vehicle to complete task assignments. In use the driver refers to information displayed on the HMI 28 and then operates the propulsion system 34, power steering system 44 and braking system 46 accordingly. For example, the HMI may describe a path to be driven and also present vehicle trajectory control commands from vehicle coordination assembly 33, to be applied whilst driving over the path. The control commands may be
in the form of acceleration requirements to be implemented at certain steps along the path in order to avoid interaction with other vehicles performing their task assignments.

Vehicle 2-1 also includes a vehicle communications system 36 which is coupled to an antenna 48 for transmitting radio frequency data communications to the data network 31. The vehicle communication system 36 receives the vehicle trajectory commands 23 from the vehicle coordination assembly 33 and task assignments 21 from a task assignment allocator 55. The vehicle processor 40 monitors output signals from the sensors 38, position tracker 32 and HMI 28 and generates vehicle state messages 21 which the vehicle communications system 36 transmits to the vehicle coordination assembly 33 via the data network 31.

Figure 6 depicts an embodiment of a driverless truck 2-2 in which the HMI 28 and navigation and task assist module 30 of Figure 5 is not required and in which the propulsion system 34, braking system 46 and steering system 44 are operated by the processor 40 taking into account outputs from the position tracker 32, sensors 38, road network map data either held locally in memory accessible to processor 40 or accessible from a remote source across network 31 and the task assignments 25 and trajectory commands 23 received across the network with antenna 48 and vehicle communications system 36.

As previously discussed, one objective in mining is to maximize material extraction rates. In order to do that ore is efficiently hauled from extraction areas to other parts of the network in minimal time. To achieve that goal the operation of the haul trucks is centrally coordinated by the vehicle coordination assembly 33 as shown in Figure 4. Typically, the vehicle coordination assembly 33 receives positional information for each of the haul trucks in the form of vehicle state messages 21 via the data network 31.

The task assignment allocator 55 may include a number of workstations which are manned by human operators and which present information about the status at each of the various material processing sites (e.g. sites 7, 9, 11, 13, 15, 17) in the road network 1. It will be understood that the task assignment allocator 55 is illustrated as assuming a centralized location in Figure 4 but it may be distributed over a number of different places in other embodiments. Based on the ever-changing status of the processing
stations, and on the locations and status of each of the vehicles 2-1, ..., 2-I, the human operators allocate task assignments 25 to each vehicle. For example, the task assignments 25 will typically include information such as a series of destinations and tasks to be performed at each destination. Typically, each task has an associated number of “trigger points” which are actions that must be performed during performance of the task assignment. The task assignment allocator 55 monitors the progress of each vehicle 2-1, ..., 2-I, in relation to its current task assignment by receiving data communications from the vehicles via the data network 31 as each trigger point is completed.

It should be appreciated that the vehicles, namely haul trucks in the presently described embodiments, are very large. Often the haul trucks are as high as a two story building and they are operated with the aim of completing assignments in minimal time, usually travelling at maximum safe speed. Accordingly, particularly when laden, the haul trucks have very large mass and associated momentum so that active interactions, e.g. collisions, between them are highly undesirable.

In practice, task assignments are typically allocated by the task assignment allocator 55 without taking into account how the actions of each truck will affect other trucks beyond what is required to ensure safety locally. The task assignments do not include vehicle trajectory information such as acceleration commands, or other control inputs, for each vehicle for each step along a path to complete its task assignment. As will be explained, the vehicle coordination assembly is configured to generate such vehicle trajectory commands.

2 Vehicle coordination assembly and Methods

In general, a major part of prior art planning of vehicle trajectories assumes that a driver or machine controller of each vehicle will make local decisions in response to interactions arising with other vehicles. However, as previously mentioned, interdependencies between vehicles mean that these decisions can have complex flow-on effects on multiple other vehicles. To resolve an interaction between two vehicles, their relative travel order through a shared area must be selected. Doing this for multiple vehicles with multiple interactions amounts to a challenging combinatorial problem. In
addition to the vehicle travel order, feasible and efficient trajectories must be designed around the interaction.

In an embodiment vehicle coordination assembly 33 implements a method that coordinates the movement of vehicles 2-1,...,2-I and which avoids active interactions, e.g. collisions and simultaneously shares road segments within a given road network. Although it is possible to encode several different objectives in the modelling that is discussed herein, the objective of the preferred embodiment is to minimize the aggregated arrival times of all vehicles at their destinations.

To this end the preferred embodiment uses an optimization model in the form of a Mixed-Integer Linear Program (MILP) model. Due to the presence of collision avoidance constraints, the model also entails binary variables. Consequently, even for relatively confined road networks, such as those found at mine sites, the application of such a global model is challenging due to undesirable computation times, which is illustrated in the experimental section.

Three embodiments will be described that reduce computation times for the vehicle coordination assembly 33 to process the task assignments 25 and vehicle state reports 21 and generate the vehicle trajectory commands 23 whilst optimizing the objective. The first two approaches modify the optimization model, guided by solutions from a fast heuristic that computes potentially sub-optimal plans.

The first exploits multiple vehicles being constrained by their relative order while simultaneously travelling on shared roads. The resolution of discrete decision making is reduced during phases when fine grained decision making is unnecessary without needing to switch to a simpler motion model that requires more conservative and costly plans.

The second method pre-constrains the travel order of vehicles based on the solution of a faster solver. This is similar to hierarchical methods that first create an approximate solution that makes high level decisions, such as vehicle travel order, and a second stage that creates dynamically feasible trajectories. However these can sometimes result in
infeasible plans due to the first stage ignoring vehicle dynamics. This is something avoided here as the first solver uses the same vehicle dynamics as the second stage.

The third method is an iterative process that finds the optimal solution to an optimisation model by adding collision avoidance constraints in a "lazy" way and utilises routines that quickly rectify collisions in a given plan. An approach is used that accounts for more complex vehicle interactions, particularly when multiple vehicles share road segments simultaneously, and which pre-empts future iterations’ additional constraints, leading to fewer iterations and less computation time overall.

Simulated experiments test the computational performance of the presented methods on test cases based on real scenarios in surface mining. Solution quality is also tested and compared to trajectories that imitate the behaviour of real trucks. Tests are based on a real surface mining operation’s road network and haul truck tasks.

Referring now to Figure 7, according to a preferred embodiment of the present invention the vehicle coordination assembly is provided in the form of a specially programmed computational device being a vehicle coordination server 33 that is in data communication with each of the haul trucks 2-1,..,2-I via data network 31.

Whilst vehicle coordination server 33 is a preferred implementation of the vehicle coordination assembly in other embodiments a vehicle coordination assembly may be implemented as a distributed or decentralized assembly. For example, in one such alternative embodiment suitably configured one or more processors of each vehicle may transmit alternate trajectories to other vehicles that it encounters. The onboard processors of the vehicles, implementing the vehicle coordination assembly in a distributed form then negotiate pair-wise solutions using a market- or auction-based approach to decide which vehicle should proceed first through a potentially shared space. Alternatively, in other embodiments the vehicle coordination assembly may be implemented as a number of coordination servers that each act part of the fleet of vehicles, or part of the geographic layout of the road network.

As will be discussed, vehicle coordination server 33 accesses a directed graph $G = (N, E)$ 83 that is stored in database 72. The directed graph 83 includes nodes
representing sinks, sources, and intersections that correspond to the mine environment road network 1.

The server 33 receives time separated vehicle state messages 21 from each vehicle 2-1,...,2-I for each of times 1,...,n, or upon request from the server 33, via the data network 31. Each vehicle state message 21 includes the vehicle’s position, velocity, acceleration and orientation. The vehicle state messages may also include other information generated by the vehicle sensors 38 such as the weight of the material that the vehicle is hauling, condition of the brakes and proximity to obstacles.

The server 33 also receives task assignments 25 for each vehicle 2-1,...,2-I from a task assignment allocator 55. Each task assignment 25 defines start location and a goal location, i.e. a destination, for the vehicle. For example, a task assignment 25 may require that a particular vehicle proceeds from its current location to a specified destination such as a site in the road network 1 to be loaded with ore to be hauled. Task assignment allocator 55 then issues a subsequent task assignment 25 to require that once loaded the vehicle should travel across the road network to a processing site.

Vehicle coordination server 33 is configured by instructions of a vehicle coordination program 70 that it executes to implement a method for processing the vehicle state messages 21 and the task assignments 25 to generate paths, i.e. lists of edges and nodes, through the road network for each vehicle to complete its assigned task. Once server 33 has assigned paths to each vehicle in respect of its current task it then operates to determine vehicle trajectory commands, for example acceleration values, for each vehicle at each of a number of times or “steps” along the path in order to ensure safe, i.e. non-active interactions with other vehicles through intersections and shared paths whilst minimizing an objective function such as the total time for all vehicles to complete their tasks.

As will be discussed in more detail, the server 33 as configured by a program of instructions 70 that will be described issues vehicle trajectory commands 23 for each vehicle 2-1,...,2-I at each of a number of steps along the path of each vehicle for its current task assignment 25. In the presently described embodiment, the trajectory commands comprise acceleration parameters which the vehicles receive via the data
network 31 and which they respond to by braking or increasing the acceleration of the vehicle as it travels along the path corresponding to its current assignment.

Server 33 includes a main board 64 which includes circuitry for powering and interfacing to one or more onboard microprocessors or “CPUs” 65.

The main board 64 acts as an interface between CPUs 65 and secondary memory 77. The secondary memory 77 may comprise one or more optical or magnetic, or solid state, drives. The secondary memory 77 stores instructions for an operating system 69. The main board 64 also communicates with random access memory (RAM) 80 and read only memory (ROM) 73. The ROM 73 typically stores instructions for a startup routine, such as a Basic Input Output System (BIOS) or UEFI which the CPUs 65 access upon start up and which prep the CPUs 65 for loading of the operating system 69.

The main board 64 also includes an integrated graphics adapter for driving display 77. The main board 64 accesses communications adapter 53, for example a LAN adaptor or a modem, that places the server 33 in data communication with data network 31.

An operator 67 of server 33 interfaces with it by means of keyboard 79, mouse 51 and display 77.

Subsequent to the BIOS or UEFI booting up the server the operator 67 may operate the operating system 69 to load the vehicle coordination program 70. The vehicle coordination program 70 may be provided as tangible, non-transitory, machine-readable instructions 89 borne upon a computer readable media such as optical disk 87 for reading by disk drive 82. Alternatively, it might also be downloaded via port 53.

As mentioned, the secondary memory 77, is typically implemented by a magnetic or solid-state data drive and stores the operating system 69, for example Microsoft Windows Server, and Linux Ubuntu Server are two examples of such an operating system.

The secondary storage 77 also includes the vehicle coordination program 70, being a server-side vehicle coordination program 70 according to a preferred embodiment of the
present invention. The vehicle coordination program 70 implements a data source in the form of database 72 that is also stored in the secondary storage 77, or at another location accessible to the server 33. The database 72 stores the directed graph 83 that is used, in conjunction with the vehicle state messages 21 and task assignments 25, by CPUs 65 as configured by the vehicle coordination program 70 to implement a method for determining vehicle trajectories for each vehicle in respect of its currently assigned task across the road network 1. The database 72 stores the road network graph 83 including data defining edges interconnected by nodes and associated information such as the geographical length of each edge. Vehicle coordination program 70 implements an optimization engine 71 such as Gurobi Optimizer provided by Gurobi Optimization, LLC of 9450 SW Gemini Dr. #90729, Beaverton, Oregon, 97008-7105, USA; website: www.gurobi.com.

During operation of the server 33 the one or more CPUs 35 load the operating system 69 and then load the vehicle coordination program 70.

In use the server 33 is operated by the administrator 67 who is able to log into the server interface either directly using mouse 51, keyboard, 79 and display 77 as previously mentioned, or more usually remotely across network 31. Administrator 67 is able to monitor activity logs and perform various housekeeping functions from time to time in order to keep the server 33 operating in an optimal fashion.

It will be realized that server 33 is simply one example of an environment for executing program 70. Other suitable environments are also possible, for example the program 70 could be executed on a virtual machine in a cloud computing environment.

Methods that are implemented by the server 33 under control of the vehicle coordination program 70 in order to process the vehicle state messages and the task assignments to generate the trajectory commands will be described in the following sections of this specification. These methods are coded as machine readable instructions which comprise the vehicle coordination program 70.

In the following, Section 3 provides an overview; Section 4 formulates the MILP model; Section 5 presents modifications of the MILP to reduce the search space; Section 6
presents an iterative MILP method that reduces computation time and presents an example of operation of the server 33; Section 7 presents the results of simulated experiments; and Section 8 provides concluding remarks.

5 Overview

As previously mentioned, all vehicles 2-1, ..., 2-I travel along roads of a connected road network 1 modelled as directed graph 83 $G = (N, E)$, with nodes representing sinks, sources, and intersections. Each vehicle 2-1, ..., 2-I is allocated a task assignment that defines start and goal locations in $G$. Task assignments are allocated by task assignment allocation centre 55. In the following, vehicles are identified as one of 2-1, ..., 2-I or simply as $i$ being elements from the index set of all vehicles $I = (1, ..., I)$.

Server 33 as configured by vehicle configuration program 70 calculates shortest paths with a graph search method such as that of Dijkstra. Each vehicle’s path $P_i$ is stored in table 85 of database 72 and consists of a sequence of connected nodes $P_i = \{n|n \in N\}$, of graph $G = (N, E)$, which also determines a sequence of edges for the vehicle $i$ to travel. Each road segment represented by an edge in graph 83 has an associated length which is stored in database 72. The length of a path is the sum of its edge lengths. The longitudinal position $s_i$ of vehicle $i$ is measured along its given path. Lateral deviations are assumed negligible and not modelled. To reach its destination, vehicle $i$ must travel a distance of $S_i^f$.

Once vehicle coordination assembly 33 has calculated paths for all vehicles, it then calculates their trajectories according to the methods that are subsequently described herein. Program 70 includes instructions for the server 33 to implement a double integrator model for vehicle dynamics. Vehicle $i$’s position trajectory maps each point in time to a position: $s_i(t)$. Similarly, velocity and acceleration are $v_i(t) = \dot{s}(t)$, and $a_i(t) = \ddot{s}(t)$ respectively. Travel begins at time 0, and $i$ reaches its destination at time $T_i$, such that $s_i(0) = 0$ and $s_i(T_i) = S_i^f$.

The objective is to minimise the aggregated traversal time of all vehicles $\sum_{i \in \mathcal{I}} T_i$. For this reason velocity is assumed to be positive $v_i(t) \in [0, \bar{v}]$. Each vehicle’s initial velocity $v_i(0) = v_{i0}$ is defined by its task assignment. Final velocities are assumed to
be zero for all tasks \( v(T_i) = 0 \). This means a problem instance can begin in the middle of a vehicle’s traversal, but trajectories will be planned to the end of their destination, which typically requires stopping. Control input is acceleration, \( u_i(t) \in [\underline{u_i}, \overline{u_i}] \).

3.1 Interactions

If a pair of vehicle trajectories overlap in time while crossing a shared area, this would result in a collision which must be avoided. This type of interaction is labelled “active”, and without overlap in time it is labelled “inactive”. To ensure safety, the server 33 is programmed to only issue trajectory commands to the vehicles that result in inactive interactions so that the trajectory commands do not result in active interactions.

Two types of shared areas are possible between a pair of paths. The first is when they cross at an intersection, as shown in Figure 8. In graph \( G \), the interaction occurs at a node, e.g., node 3 of Figure 4 which is reproduced in Figure 8. The second type of interaction is a sub-path interaction. Figure 9 shows a sub-path, namely sub-path 5 of Figure 4. A sub-path occurs when the paths of two vehicles share at least one common edge of graph \( G \). The shared area of a sub-path is represented by a sequence of one or more connected edges in \( G \). It should be noted that overtaking manoeuvres are not considered here.

Intersection and sub-path interactions can be modelled in coordination space, as visualised in the graphs of Figures 10 and 11 respectively in which each axis corresponds to one vehicle, and its values represent the vehicle’s position along the path. The coordination space of two vehicles is a 2D space, and a point in this space represents the joint position of the two vehicles along their paths: \((s_i, s_j)\). Figure 10 shows an example of a joint position trajectory of both vehicles, visualised as a curve in coordination space parameterised by time.

If two vehicles interact and have paths that share an area, the set of joint positions where the vehicles physically overlap is called a conflict set, which acts as an obstacle in coordination space. To avoid collisions, the joint trajectories must avoid passing through these obstacles. Figure 10 shows the coordination space of two vehicles with an intersection interaction. The obstacle is the rectangle 90 with each side length equal to
the sum of the length ($L_i$) and width ($W_i$) of the corresponding vehicle ($i$), including any safety buffer. Similarly, Figure 11 shows a sub-path interaction as a six-sided polygon obstacle.

Key locations along vehicle $i$’s path are marked in Figures 10 and 11 ($S_i^{m,e}$ and $S_i^{d,s}$ only apply to sub-path interactions):

- $S_i^{m,s}$: Vehicle $i$ starts merging into the sub-path
- $S_i^{m,e}$: Merged entirely inside
- $S_i^{d,s}$: Starts diverging from the sub-path
- $S_i^{d,e}$: Diverged entirely
- $S_i$ : Goal location

The coordination space of a pair of interacting vehicles $i, j$ can be partitioned by lines defined by the edges of the conflict set polygon. Edge $e$’s line segment is extended to create line $a_{e} s = b_{e}$, where $s = (s_i, s_j)$ and vector $a_{e}$ is normal to the line. Each line bounds a half-space $H_e = \{s | a_{e} s \leq b_{e}\}$. Vector $a_{e}$ is in the direction towards the conflict set, and halfspace $H_e$ covers the area away from the conflict. For example, Figure 12 highlights half-spaces $H_1$ and $H_4$ for an intersection conflict, and Figure 13 highlights $H_5$ and $H_6$ for a sub-path. Table 1 lists the values of $a_{e}$ and $b_{e}$ for each half-space. Intersection and sub-path interactions have four and six half-spaces respectively. The half-spaces make up the feasible, conflict-free region of coordination space. To avoid collisions, trajectories must remain in the half-spaces. The feasible region is non-convex due to the presence of the conflict set, which will require the introduction of binary variables in the MILP model presented in Section 4.

<table>
<thead>
<tr>
<th>Edge $e$</th>
<th>Half-space</th>
<th>$a_e$</th>
<th>$b_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$H_1$</td>
<td>$[1,0]^T$</td>
<td>$S_i^{m,s}$</td>
</tr>
<tr>
<td>2</td>
<td>$H_2$</td>
<td>$[0,1]^T$</td>
<td>$S_i^{m,s}$</td>
</tr>
<tr>
<td>3</td>
<td>$H_3$</td>
<td>$[0,1]^T$</td>
<td>$S_i^{d,e}$</td>
</tr>
<tr>
<td>4</td>
<td>$H_4$</td>
<td>$[1,0]^T$</td>
<td>$S_i^{d,e}$</td>
</tr>
<tr>
<td>5</td>
<td>$H_5$</td>
<td>$[-1,1]^T$</td>
<td>$S_i^{m,e} - S_i^{m,s}$</td>
</tr>
<tr>
<td>6</td>
<td>$H_6$</td>
<td>$[1,-1]^T$</td>
<td>$S_i^{m,e} - S_i^{m,s}$</td>
</tr>
</tbody>
</table>

Table 1: List of indices corresponding to the conflict polygon edge. Associated with each edge $e$ is a half-space $H_e$. See Figure 4 for edge and half-space labels.
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Once a set of paths is known, the set of all resulting interactions \( \mathcal{C} \) identified, which contains vehicle pairs \( c = (i, j) \) that have shared areas along crossing paths. This set is composed of intersection and sub-path interactions: \( \mathcal{C} = \mathcal{C}^{\text{int}} \cup \mathcal{C}^{\text{path}} \). If trajectories are available for all vehicles, they can be used to classify each interaction as either active or inactive, and the set of all interactions can be divided into two sets as \( \mathcal{C} = \mathcal{C}^{\text{active}} \cup \mathcal{C}^{\text{inactive}} \).

Real vehicle interactions may have conflict sets with shapes more complex than the polygons presented here, similar to those presented by Alché et al. (2016). The conflict sets shown in Figures 10 and 11 are based on vehicles approximated with bounding rectangles. However, the framework presented here could also use convex polygons that more closely approximate the actual conflict set, by defining a half-space for each edge of the polygon.

Intersection interactions assume vehicles cross perfectly straight at right angles. Deviations from ideal motion can be compensated by more detailed modelling of path geometry, or by adding a safety buffer around obstacles, which also helps avoid relying on perfect motion models, control, and sensing. Similarly ideal motion is assumed for sub-paths.

4 Mixed Integer Linear Program

This section explains the mixed integer linear programming (MILP) problem that server 33 under control of program 70 solves and which is based on a mathematical model that approximates the multi-vehicle system. It includes constraints that describe vehicle dynamics, collision avoidance, and goal constraints. Optimising the MILP problem yields feasible trajectories that minimise vehicle traversal times. The MILP problem is solved by the vehicle coordination assembly 33 as configured by the instructions comprising program 70 including instructions that implement the optimization engine 71. The solution of the MILP problem results in data required for the vehicle coordination assembly, implemented in the present embodiment as server 33, to generate the trajectory commands 23 that it issues to the vehicles via network 31.
When similar multi-vehicle models are constructed for 2D and 3D environments, vehicle-pair interactions are possible across the entire workspace. Consequently, they account for collisions for every vehicle-pair. In contrast, the scenarios encompassed by the presently described embodiments involve vehicles travelling on a road network environment, and their motion is modelled along one dimension. This means interactions only need to be modelled between vehicle-pairs with crossing paths, and only within shared zones. This results in smaller models that can be solved faster.

To implement a MILP, a discrete-time model is used, with \( K = \frac{T}{\Delta t} \) number of steps, where \( \Delta t \) is the time step duration, and \( T \) is selected as a high estimate of the last vehicle’s destination time. The end of step \( k \) corresponds to time \( t_k = k \Delta t \). Vehicle \( i \)'s position and velocity at the end of step \( k \) are \( s_{i,k} = s_i(t_k) \) and \( v_{i,k} = v_i(t_k) \). Control input \( u_k \) is assumed constant throughout the duration of each step: \([t_k, t_{k+1}]\). The model is as follows:

Minimise

\[
J = \min_{s_{i,k}} \sum_{i=1}^{l} \sum_{k=1}^{K_i} |s_i^f - s_{i,k}|
\]

subject to dynamics constraints

\[\forall i \in I, \forall k \in \{0, ..., K - 1\}\]

\[
\begin{bmatrix}
  s_{i,k+1} \\
  v_{i,k+1}
\end{bmatrix} = \begin{bmatrix} A & B \end{bmatrix} \begin{bmatrix}
  s_{i,k} \\
  v_{i,k}
\end{bmatrix} + Bu_k
\]

with

\[
A = \begin{bmatrix} 1 & \Delta t \\ 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} \Delta t^2/2 \\ \Delta t \end{bmatrix}
\]

\[0 \leq v_{i,k} \leq \bar{v}_i\]

\[u_l \leq u_{i,k} \leq u_\bar{u}_i\]

boundary constraints

\[s_{i,0} = 0, s_{i,K} = s_i^f, v_{i,0} = V_{i0}, v_{i,K} = 0\]
and interaction avoidance constraints

Merging:
\[ \forall c = (i, j) \in C, \]
\[ s_{i,k} \leq s_i^{m,s} - M(1 - b_{c,k,1}) \]
\[ s_{j,k} \leq s_j^{m,s} - M(1 - b_{c,k,2}) \] (4)

Diverging:
\[ \forall c = (i, j) \in C, \]
\[ s_{i,k} \leq s_i^{d,e} - M(1 - b_{c,k,3}) \]
\[ s_{j,k} \leq s_j^{d,e} - M(1 - b_{c,k,4}) \] (5)

Following:
\[ \forall c = (i, j) \in C^{\text{path}}, \]
\[ s_{j,k} - s_{i,k} \leq s_j^{m,e} - s_i^{m,s} - M(1 - b_{c,k,5}) \] (6)
\[ s_{i,k} - s_{j,k} \geq s_j^{m,e} - s_i^{m,s} - M(1 - b_{c,k,6}) \]

Intersections:
\[ \forall c \in C^{\text{int}}, \]
\[ \sum_{e=1}^{4} b_{c,k,e} \geq 1 \] (7)

Subpaths:
\[ \forall c \in C^{\text{path}}, \]
\[ \sum_{e=1}^{6} b_{c,k,e} \geq 1 \] (8)

with
\[ \forall e \in \{1, \ldots, 6\}, \quad b_{c,k,e} \in \{0,1\} \]

The MILP problem consisting of equations (1) to (8) will be referred to as model \( M \).

Constraint equations (2) describe vehicle \( i \)'s velocity and position at the end of step \( k \).
Bounds are also placed on velocity and acceleration based on the physical quantities that
govern the motion of the trucks (weight, rolling friction, maximum torque, etc.) and are
enforced in the simulations discussed in Section 7. Since the aim is to minimise traversal
time, velocity is assumed positive.

4.1 Objective Function

Several different objective functions can be used. In the paper by (Gun et al. 2019), an
objective function that directly minimizes arrival time is used, but requires binary
variables. In the present embodiment an objective function (1) is used, which sums the
absolute distance-to-goal values of each vehicle across a range of time steps. It penalises
vehicle positions away from the goal, which means the optimisation process results in
trajectories that pull each vehicle towards its goal. This is an indirect way of minimising
traversal time, but avoids the use of binary variables. The absolute terms are modified
to make them linear as described in Kwon (2013), referenced at the end of this
specification.

The distance-to-goal penalties of vehicle $i$ in (1) are summed over time steps
$\{K_l, \ldots, K_i\}$. $K_l$ and $K_i$ act as lower and upper bounds (LB/UB) on the goal arrival time
of vehicle $i$, and are identified prior to constructing the function. The LB is based on an
optimistic estimate of the vehicle’s arrival time. Let $T_i$ be vehicle $i$’s minimal goal time
while neglecting all interactions. A dynamically feasible trajectory assigned to vehicle $i$
cannot have a goal time earlier than $T_i$ in the multi-vehicle problem. To obtain $K_l$, round
down $\frac{T_i}{\Delta t}$ to the nearest time step.

The UB is based on a feasible, but generally suboptimal solution to the multi-vehicle
problem, which is found using a different solver. A feasible solution provides vehicle
$i$’s goal time $t_i$, which is used to compute a delay time $d_i = t_i - T_i$. An upper bound on
$i$’s arrival time in any optimal multi-vehicle solution is $\overline{T}_i = T_i + \sum_{j \neq i}^{} d_j$. This is
rounded up to obtain $\overline{K}_i$.

An alternative to using the narrow range of time steps is for program 70 to include
instructions for the entire range $\{1, \ldots, K\}$. However, this can cause two problems. First,
vehicle trajectories behave more greedily when they are far away from their destination be-
cause the associated penalties dominate penalties at times when the vehicles are
close to their destination. This can be a problem when low velocity early on results in a
better solution for the vehicle fleet. Second, vehicles may arrive at the goal location with
positive velocity and overshoot. This is caused by the extra penalties—after
overshooting—being similarly dominated. The narrower range results in more direct
optimisation of goal time, better behaved trajectories, and zero final velocity.

4.2 Collision Avoidance

For a trajectory of two vehicles with interaction $c = (i, j)$ to avoid collision, their joint
position in coordination space $s_c = (s_i, s_j)$ must be in at least one of the half-spaces
$\mathcal{H}_e$ in Table 1. Hence the aim of the collision avoidance constraints is to ensure $s_c$ is in
at least one half-space along the entire trajectory. This is done by constraints (4) – (8),
which are applied at all time steps and to all interactions $C$ to ensure they are inactive.
The intersection and sub-path conflict sets represented in Figures 10 to 14 show positions
$s_c$ where vehicle pairs are in collision and must be avoided. The avoidance constraints,
which force the joint trajectories to remain outside of the conflict sets, are constructed
from their polygons, and their shapes determine the number of collision avoidance
constraints. Intersection interactions require the four inequalities in (4) and (5),
corresponding to the four edges of the rectangular conflict set. Sub-paths have six-sided
conflict set polygons and require the additional two inequalities in (6).

To force the joint position $s$ to be contained in half-space $\mathcal{H}_e$, the corresponding values
of $a$ and $b$ in Table 1 are used to construct an inequality constraint. Half-spaces $\mathcal{H}_1$ and
$\mathcal{H}_2$ correspond to the inequalities (4), $\mathcal{H}_3$ and $\mathcal{H}_4$ correspond to (5), and $\mathcal{H}_5$ and $\mathcal{H}_6$
correspond to (6). The six constraints are split into three categories, corresponding to
three stages of motion in relation to the sub-path: Merging, diverging, and following.
The joint position of an interacting vehicle pair cannot be located in all half-spaces
of the coordination space simultaneously. For example, half-spaces $\mathcal{H}_1$ and $\mathcal{H}_4$ are disjoint,
as shown in Figure 4a. For this reason, constraints (4)-(6) use a Big M formulation. This
adds another term to each inequality that includes a binary variable. The value of the
binary variable determines whether its inequality constraint is enforced or relaxed.
For each sub-path interaction $c$ six binary variables are defined $\{b_{c,k,e} \forall e \in \{1,...,6\}\}$, with each one corresponding to an inequality in (4)-(6). Index $e$ in $b_{c,k,e}$ identifies the obstacle polygon’s edges. When $b_{c,k,e} = 1$, its corresponding constraint is enforced, while $b_{c,k,e} = 0$ means the constraint is relaxed. For example, when $b_{c,k,1} = 1$, joint position $s_{c,k} = (s_{i,k}, s_{j,k})$ is in $\mathcal{H}_1$. When $b_{c,k,1} = 0$, the constraint is trivially satisfied and effectively relaxed. In this case, $s_k$ is not constrained to be within $\mathcal{H}_1$. However, it may still feasibly be inside $\mathcal{H}_1$.

For the joint position $s_{c,k}$ to be located outside of the sub-path conflict set at time step $k$, at least one of the constraints in (4)-(6) must be enforced. Summing constraint (8) achieves this by forcing at least one of $b_{c,k,e} \forall e \in \{1,...,6\}$ to equal 1, ensuring that both vehicles are out of the sub-path, or that they are not physically overlapping while simultaneously inside. This constraint is applied for all time steps $k$ to make the interaction inactive. Similarly, constraint (7) ensures that one of constraints in (4)-(5) is enforced for intersection interactions.

Setting $b_{c,k,e} = 1$ means joint position $s_{c,k}$ is located in half-space $\mathcal{H}_e$ at time step $k$. Setting $b_{c,k,e} = 1$ for multiple edges $e$ narrows down $s_{c,k}$ to an intersection of corresponding half-spaces at step $k$. The collective values of $b_{c,k,e}$ across all time steps determine which half-spaces the joint trajectory curve passes through, and which side of the conflict set it sits. This corresponds to the travel order of $i$ and $j$ through the shared area, and when they bypass each other. For example, the curve in Figure 11 means vehicle $i$ crosses the sub-path ahead of $j$. During the optimisation of MILP model $M$, all possible travel orders are considered. In contrast, travel order is determined in decoupled planners by the priorities pre-assigned to vehicles (Erdmann and Lozano-Perez 1987).

5 MILP Complexity Reduction

Although the direct use of monolithic MILP model $M$ (Section 4) works for small sized problems, it is hampered by excessive computation time as the problem scales up, as will be shown in Section 7. It is used as a baseline upon which modifications are made to reduce computation time and make it appropriate for practical applications. The largest effect on the computation time is from the presence of binary variables $b_{c,k,e}$ in
the collision avoidance constraints. Reducing them is the focus of this section, as well as Section 6.

Two modifications to $M$ are described that apply additional constraints: The first exploits the structure of vehicle interactions on road networks to create more efficient models. The second constrains vehicles to use predetermined vehicle travel orders. Both are similar to hierarchical planners, in the sense that they use an initial solver to plan vehicle trajectories, which guide the MILP. For the experiments in Section 7, the Sequential Avoidance Heuristic by Gun et al. (2019) was used to produce these trajectories, which is suboptimal in general. The heuristic selects the travel orders greedily on a first come first serve basis, and finds solutions faster than optimising model $M$.

### 5.1 Binary Variable Resolution Reduction

To construct model $M$, a time step duration $\Delta t$ must first be selected. The shorter $\Delta t$ is, the higher the resolution of the vehicle trajectories. A high resolution can be beneficial for achieving smoother and more realistic motion that vehicle coordination assembly 33 can track closely in real time. However, the solution process also requires making a discrete decision at each time step for each interaction. Namely, in which half-spaces of coordination space is the joint state located. The Inventors hypothesized that large computation time savings can be achieved by vehicle coordination assembly 33—with minor increases in solution costs—by including instructions in program 70 for selecting which half-space of coordination space vehicles are located in, at a lower frequency than $1/\Delta t$.

Model $M$ can be modified by decreasing the resolution of binary variables $b_{c,k,e}$ while keeping the resolution of the continuous state variables $s_{l,k}, v_{l,k}$ unchanged. Variables $b_{c,k,e}$ at different steps $k$ are selected independently of each other in $M$. However, a group of these variables adjacent in time can have their values equalised. For example, take interaction $c = (i,f)$, and a group of adjacent time steps bundled into $\alpha = \{k, \ldots, \overline{k} \}$ with $0 \leq \overline{k} - k \leq K$. The binary variables corresponding to those steps can be tied together by adding the following constraints to $M$: 
\[
\forall k \in \alpha, e \in \{1, \ldots, 6\} \quad b_{c,k,e} = b_{c,k+1,e}
\]  

This keeps the joint position of vehicles \(i\) and \(j\) in the same half-spaces of coordination space between time \(k\Delta t\) and \(\bar{k}\Delta t\). This grouping can be applied across the entire time range. Let \([0, T]\) be split up into \(A\) intervals such that interval \(a\) is \(\tau_a = [t_a, \bar{t}_a]\), with \(\bar{t}_a = t_{a+1}\) for all \(a \in \{1, \ldots, A-1\}\). A group of time steps \(\alpha_a = \{k_a, \ldots, \bar{k}_a\}\) is constructed for each interval, creating the set \(A = \{\alpha_1, \ldots, \alpha_A\}\). Indices \(k_a, \bar{k}_a\) are defined by rounding \(t_a, \bar{t}_a\) to the nearest discrete time steps and adjusting the first and last steps of each group \(\alpha_a\) to avoid overlap: \(\bar{k}_{a+1} = k_a + 1\).

If constraints (9) are applied to every group in \(A\) for \(e\) as follows,
\[
\forall \alpha \in A, k \in \alpha, e \in \{1, \ldots, 6\} \quad b_{c,k,e} = b_{c,k+1,e}
\]

then the resolution of the discrete decision making is effectively reduced, as is the search space of the optimisation problem. If all intervals in \(A\) have equal lengths, then the lower resolution remains uniform, with the duration between independent decisions increasing from \(\Delta t\) to approximately \(T/A\) depending on the discretisation parameters. The longer the time interval and larger the group size \(|\alpha|\), the greater the reduction in resolution and search space. Note that collision avoidance is maintained for all time steps within each group \(\alpha\), not only between their time intervals.

A disadvantage of applying constraints (10) is that the joint trajectory of two interacting vehicles cannot transition between some half-spaces at any time step. It must be done between two intervals \(\tau_a\) and \(\tau_{a+1}\). This could cause vehicle delays, and in general will increase the solution cost. However, consider an optimal solution and a time interval \(\tau\) when the joint trajectory of interacting vehicles \(i, j\) remains within the same half-space. The values of \(b_{c,k,e}\) will not change across steps corresponding to times within \(\tau_k\). If constraints (9) are applied only within \(\tau\), there would be no loss of independent decision making for the eventual solution given by the optimiser.
Rather than a uniform resolution in binary variables across time range \([0, T]\), a higher resolution can be used around times when the joint trajectory is expected to transition between different half-spaces: Around the merging and diverging stages. Far from these stages, a lower resolution can be used without hindering the solution quality. This includes the following stage of a sub-path interaction. If vehicles \(i, j\) traverse a shared sub-path close to each other, their joint trajectory curve will be close to the obstacle in coordination space. The vehicle travel order cannot feasibly change while following, and hence neither can the values of \(b_{c,k,e}\). The longer the sub-path, the longer the sequence of adjacent steps \(k\) in which the values of \(b_{c,k,e}\) remain the same.

A sequence of time intervals \(\{\tau_a|\forall a \in 1, ..., A-1\}\) for an interacting vehicle pair is selected based on a feasible joint trajectory relative to their conflict set. A non-uniform resolution is implemented with short intervals around the estimated merging and diverging stages and long intervals elsewhere. The timing of the interaction stages is unknown a priori, but can be estimated from the solution of another multi-vehicle trajectory planner. In general the timing of these stages is different for each interaction \(c\), hence a different sequence \(\{\tau_a\}\) is defined for each \(c\). Set \(A_c\) is then created, composed of time step groups \(\alpha_a\) corresponding to intervals \(\tau_a\).

Figure 14 shows an example of a sub-path interaction, scaled to match realistic mining scenarios. Namely, the coordination space of a sub-path interaction of length 600m, and 15m long vehicles. \(S_i^{s.e}\) indicates where vehicle \(i\) completely merges into the sub-path, and \(S_i^{d.s}\) where it begins to diverge and similarly for \(j\).

Vehicle \(i\) is entirely physically contained in the shared sub-path region within position segment \([S_i^{s.e}, S_i^{d.s}]\). I.e. No component of \(i\) protrudes outside of the shared area if \(s_i \in [S_i^{s.e}, S_i^{d.s}]\). Consider the time interval \(\tau_i^{inner} = [t_{ime}, t_{ids}]\) when \(i\) crosses these positions. Similarly for \(j\): segment \([S_j^{s.e}, S_j^{d.s}]\) and interval \(\tau_j^{inner} = [t_{ime}, t_{ids}]\). The union of the two intervals, \(\tau_{MD} = \tau_i^{inner} \cup \tau_j^{inner}\), results in the interval between the first vehicle entirely merging and the last vehicle beginning to diverge. The corresponding points of the joint trajectory are marked \(M\) and \(D\) in Figure 14. The long
following stage in this figure suggests that there will be few transitions between halfspaces for most of the interval $\tau_{MD}$, and is hence selected for lower resolution.

A lower resolution can also be applied to the time interval $\tau_{0M} = [0, t_{i\text{me}} - D_m]$ when $i$ is the first vehicle to merge, where $D_m$ is some fixed length of time prior to the estimated merging time. Similarly for interval $\tau_{DT} = [t_{j\text{ds}} + D_d, T]$ when $j$ is the last vehicle to diverge and $D_d$ is a fixed time after divergence. $D_m$ and $D_d$ are user defined parameters. Each interval $\tau_{0M}, \tau_{MD}, \tau_{DT}$ is broken up into sub-intervals $\{\tau_a\}$ which determine time step groups $A_c = \{a_c\}$. The sub-intervals are defined so that the maximum size of each group is $|\bar{a}|$, a pre-selected parameter. For example, if $\tau_{MD}$ contains 13 adjacent time steps with $|\bar{a}| = 5$, three groups are created with sizes of 5, 5 and 3.

A large $|\bar{a}|$ means fewer independent binary variables and lower computation time in general. It can even be selected to fill the interval $\tau_{MD}$. However, this will force the joint trajectory to remain in the same half-space during $\tau_{MD}$ and unnecessarily delay destination arrival. Intervals $\tau_{0M}, \tau_{MD},$ and $\tau_{DT}$ are based on estimated interaction times, which will not match those of the optimal trajectories in general. A smaller $|\bar{a}|$ provides more flexibility to shift the trajectories around and find higher quality solutions.

This method segregates $[0, T]$ into time intervals that are either dense or sparse in half-space selection. Outside of $\tau_{0M}, \tau_{MD},$ and $\tau_{DT}$, independent binary variables are applied at all time steps $k$. Although the number of the decisions available to vehicles still decreases, a sparser resolution within intervals $\tau_{0M}, \tau_{MD},$ and $\tau_{DT}$ will have a smaller loss of decisions compared to a uniformly sparse half-space selection across all of $[0, T]$.

An alternative to uniform group sizes $|\bar{a}|$ in designated dense intervals, is to vary the sizes $|\bar{a}_d|$ across $[0, T]$. This involves using small groups at the estimated merging and diverging times, gradually increasing onwards away from the interaction and within the middle following stage. This reflects the need to make fine-grained actions during the key merging and diverging stages, and the decreasing likelihood of the need for discrete
decisions away from those times. Once groups $A_c$ are defined for each interaction, constraints (10) are applied to all interactions as:

$$\forall c \in C, \alpha \in A_c, k \in \alpha, e \in \{1, \ldots, 6\}$$

$$b_{c,k,e} = b_{c,k+1,e}$$

The collision avoidance constraints (4)-(6) might not be applied to all steps $\{1, \ldots, K\}$. Such cases are considered in Section 6, where the interaction avoidance constraints are targeted to apply to a smaller subset of time steps. In this case, groups $\alpha$ may be created out of sub-groups smaller than those based on the procedure described earlier. For example, if a contiguous sequence of time steps $\{k_s, \ldots, k_f\}$ to be grouped has a break at step $k_b < k < k_f$ in terms of applied collision avoidance constraints, sequence $\{k_s, \ldots, k-1\}$ is first bundled into groups of maximum size $|\alpha|$, and then $\{k + 1, \ldots, k_f\}$ is separately bundled.

5.2 Predetermined Vehicle Order

A further reduction of the search space is possible by including instructions in program 33 to configure vehicle coordination assembly to select in advance the travel orders of interacting vehicle pairs, through shared areas. This is achieved by pre-setting particular binary variables to given values, prior to optimising. The travel orders are guided by trajectories given by another solver.

This strategy breaks the problem down into two stages, with each more suited to different aspects of the planning problem. The first addresses the combinatorial component by heuristically selecting vehicle travel orders. The second stage uses the travel orders of the first, and refines the coupled trajectories by combining them in a single optimisation model. With fewer discrete decisions to make, the new model’s optimisation time also reduces.

The aim of the two stage method is to reduce the overall computation time of the sum of the two stages, compared to solving both aspects of the problem simultaneously. However, pre-setting vehicle travel orders has an impact on the quality of the solutions. This trade-off is discussed in the experimental section.
To constrain the travel order of a sub-path interaction $c = (i, j)$ in the MILP model, the values of binary variables $b_{c,k,5}$, $b_{c,k,6}$ are set. These variables correspond to constraints (6) that ensure the vehicles don’t overlap in the following stage. To force vehicle $i$ ahead of $j$ at time step $k$, set $b_{c,k,6} = 1$. Setting, $b_{c,k,5} = 1$ forces $j$ ahead of $i$. To match the travel order of vehicles $i$ and $j$ to their trajectories in the heuristic solution, the time interval when both vehicles are entirely in the sub-path simultaneously is identified. This determines the sequence of time steps $\{k_g, \ldots, k_f\}$ at which the binary variables are set to values that enforce the desired order. To enforce the travel order of vehicles in model $C$, the following constraints are added:

$$\forall c \in C_{subpath}, k \in \{k_g, \ldots, k_f\} \quad (11)$$

$$b_{c,k,5} = \overline{b}_{c,k,5}$$

$$b_{c,k,6} = \overline{b}_{c,k,6}$$

For intersections, similar constraints are added for the binary variables corresponding to constraints (4)–(5).

The heuristic solver used here to identify vehicle orders, also identifies the timing of the constrained binary variables. This is possible because the heuristic generates dynamically feasible trajectories. An alternative method could be used to select the travel order, but if it does not account for the dynamics of the vehicles, the selected order may be infeasible. In practice this may not be an issue as some off-the-shelf optimisers (e.g. Gurobi) will identify infeasible optimisation models, leaving the option to retry with a different order.

6 Lazy Interaction Constraints

When multiple vehicles are traversing a road network, in general they will not interact during parts of their trajectories. Rather than the typical approach of applying interaction constraints at all time steps, their use can be reduced by only applying them at essential times.
6.1 Iterative Constraint Application

Algorithm 1, which is programmed as instructions of program 70 of vehicle coordination assembly 33, targets the timing of interaction constraints in the MILP model by applying them in a lazy fashion. The algorithm begins by creating a relaxed MILP model on line 3 without avoidance constraints. Optimising the model (line 4) results in trajectories $S$ which may have active interactions $C_{\text{active}}$. These are identified on line 5, and avoidance constraints are added for each one on line 8. The model is re-optimised on line 9 and the process is repeated until no active interactions remain (line 6).

Line 7 selects a sequence of time steps $K_c = \{k_1, \ldots, k_n\}$ to apply collision avoidance constraints (4)–(8) to interaction $c$, resulting in a set of sequences $K = \{K_c|\forall c \in C\}$ for all interactions. The authors’ previous work Gun et al. (2018) explored various strategies to select time step sequence $K_c$. One strategy is to include every step in the time interval when an active interaction occurs, labelled the narrow interval strategy in Gun et al. (2018). The strategy found to have the shortest computation time was the predictive strategy, which is adopted here due to its performance. Optimal solutions returned by the algorithm are feasible in the monolithic MILP model $M$, and therefore also optimal to it.

Algorithm 1 Iterative lazy interaction constraint MILP

1. Input: Network $G(V,E)$, Vehicles $ \mathcal{I}$ with paths $P$
2. Output: Vehicle trajectories $S$
3. $M \leftarrow \text{RelaxedMultiMILP}(G,P)$
4. $S \leftarrow \text{Optimise}(M)$
5. $C_{\text{active}} \leftarrow \text{ActiveInteractions}(S)$
6. while $C_{\text{active}} \neq \emptyset$ do
7. $K \leftarrow \text{InteractionTimes}(S)$
8. $M \leftarrow \text{AddAvoidanceCons}(M,K)$
9. $S \leftarrow \text{Optimise}(M)$
10. $C_{\text{active}} \leftarrow \text{ActiveInteractions}(S)$
11. return $S$

6.2 Predictive Lazy Constraints

The predictive timing strategy is implemented in Algorithm 2 which is programmed as instructions of program 70 of vehicle coordination assembly 33. Algorithm 2, which is called in line 7 of Algorithm 1, and returns time steps $K$. Its purpose is to reduce the number of iterations of Algorithm 1, and hence the overall computation time compared to timing methods which add avoidance constraints myopically. It achieves this by
essentially acting as an approximation of Algorithm 1, and preempting the addition of interaction constraints.

Algorithm 2 takes a set of vehicle trajectories $S$ and applies a fast heuristic to resolve the active interactions one at a time. During the process of solving, intermediate active interactions are identified and their timing serves as an estimate of the active interactions that would be identified by future iterations of Algorithm 1.

The algorithm begins by identifying the set of active interactions $C_{active}$ that trajectories $S$ will cause on line 3. The narrow timing strategy is used on line 6 to select time steps added to $K_c$. The timing strategy would end here without the predictive elements of the remaining lines, which iteratively resolve interactions and estimate the timing of new ones.

Line 8 selects one active interaction to resolve. In practice, the earliest interaction in time was used. Line 9 resolves the interaction by modifying one of the two interacting trajectories: $s_t$ for agent $i$, which replaces the old trajectory on line 10.

The active interaction set $C_{active}$ is updated on line 11. When a trajectory is modified, it may cause an interaction with another vehicle that was previously inactive to become active. Line 12 identifies agent $i$’s newly active interactions $C_{new}$, and for each one adds time steps to $K_c$ on line 15.

Similarly, line 13 retrieves agent $i$’s interactions that were active previously $C_{prev}$. For each one, line 17 identifies the time steps when the new trajectory $s_t$ crosses their shared area, and adds them to $K_c$. The reasoning is that a previously active interaction can easily become active again at a different time interval. Optimising the MILP model often results in these types of trajectories if they have a lower cost, and the avoidance constraints are not extended to the new time interval where the vehicles cross the shared area.

An active interaction is made inactive by modifying one vehicle trajectory (line 9) while all others remain unchanged. The two interacting vehicles are given high and low
priorities, and a new trajectory is calculated for the low priority vehicle. The calculation is repeated after swapping the priorities. The priority setting causing the smaller effect on solution cost is selected.

Algorithm 2 Interaction prediction algorithm

1: **Input:** Vehicle trajectories \( \mathcal{S} \)
2: **Output:** Time steps \( \mathcal{K} \)
3: \( \mathcal{C}_{\text{active}} \leftarrow \text{ActiveInteractions}(\mathcal{S}) \)
4: \( \mathcal{C}_{\text{new}}, \mathcal{C}_{\text{prev}} \leftarrow 0 \)
5: **for all** \( c \in \mathcal{C} \) **do**
6: \( \mathcal{K}_c \leftarrow \text{ActiveTimeSteps}(c) \)
7: **while** \( \mathcal{C}_{\text{active}} \neq 0 \) **do** \( \triangleright \) While active interactions remain
8: \( c \leftarrow \text{SelectActiveInteraction}(\mathcal{C}_{\text{active}}) \)
9: \( s_t \leftarrow \text{ResolveInteraction}(c) \)
10: \( \mathcal{S}[i] \leftarrow s_t \) \( \triangleright \) Update solution set
11: \( \mathcal{C}_{\text{active}} \leftarrow \text{ActiveInteractions}(\mathcal{S}) \)
12: \( \mathcal{C}_{\text{new}} \leftarrow \text{NewActiveInteractions}(i) \)
13: \( \mathcal{C}_{\text{prev}} \leftarrow \text{PreviousActiveInteractions}(i) \)
14: **for all** \( c \in \mathcal{C}_{\text{new}} \) **do**
15: \( \mathcal{K}_c \leftarrow \text{ActiveTimeSteps}(c) \)
16: **for all** \( c \in \mathcal{C}_{\text{prev}} \) **do**
17: \( \mathcal{K}_c \leftarrow \text{CrossingTimeSteps}(c, i) \)
18: **return** \( \mathcal{K} \)

Trajectories are modified by shifting (delaying) them forward in time by the minimum necessary amount to make the interactions inactive. For an intersection, the delay is the difference between the high priority vehicle’s intersection exit time, and the low priority vehicle’s entry time. For a sub-path, a delay value is calculated for each position where the two vehicles are overlapping. Each of these delays equals the time when the high priority vehicle’s rear crosses the position minus the time when the low priority vehicle’s front crosses it. The delays for all positions are compared, and the largest is the minimum required to avoid the interaction.

Figure 14A is a flowchart of a method performed by vehicle coordination assembly 33 as configured by program 70, in accordance with a preferred embodiment of the present invention.
Initially at box 92, the server 33 operates its communication port 52 to establish data communications via data network 31 with the task assignment allocator 55 and with vehicle communication systems 36 of each of the haul trucks 2-1, ..., 2-I.

At box 94 server 33 retrieves the road network graph 83 from database 72 in preparation for accessing the edges and nodes of the graph for referencing with task assignments 25 received from the task assignment allocator 55. At box 96 the server receives the task assignments 25 for each vehicle 2-1, ..., 2-I via communications port 53. At box 98 the server 33 receives the vehicle state messages 21 across data network 31 from each of the vehicles 2-1, ..., 2-I.

At box 100 the server 33 calculates the shortest paths for each vehicle for its current task assignment by using a shortest paths procedure, for example the procedure described by E.W. Dijkstra (1959). At box 102 the server processes the paths to identify vehicle interactions due to path intersections and shared sub-paths as discussed in section 3.1 herein.

At box 104 the server formulates an arrival times objective function (Eqn 1) for all vehicles and for each step of each path for each vehicle.

At box 106 the server checks to determine if complexity reductions should be implemented for the constraints that will be formulated for the objective function. For example, if the road network graph 83 is quite small and has very few intersections and potentially shared sub-paths then it may not be necessary to implement complexity reductions in order to solve the objective function in a practical timeframe. The decision whether or not to implement complexity reductions may be made automatically, for example depending on the graph complexity, or manually by the operator 67 inputting a command to that effect via keyboard 79 and mouse 51.

If the decision made at box 106 is that no complexity reductions are required then control diverts to box 108 at which the constraints are calculated according to Equations 2-8. Alternatively, if the decision made at box 106 is that the complexity reductions are required then control diverts to box 110 and the constraints are calculated according to one or more of the complexity reduction methods described in sections 5-6 herein.
At box 112 the objective function of box 104 and the constraints of box 108 or box 110 are applied to the optimization engine 71.

At box 114 the outputs from the optimization engine which comprises an acceleration parameter for each vehicle is packaged into a corresponding trajectory command 23 that is then sent to corresponding vehicles via network 31. Upon receiving the trajectory commands 23 the vehicles 2-1,...,2-I, positively accelerate or negatively accelerate (i.e. brake) in accordance with the commands and thus avoid active interactions at the intersections (e.g. intersection 3 of Figure 4) and shared sub-paths (e.g. sub-path 5 of Figure 4).

At box 116, if the current assignments for all of the vehicles have not been completed then control diverts to box 98 where the incoming vehicle state messages are continued to be received and processed in respect of current task assignments.

Alternatively, if at box 116, it is determined that the current assignments 23 for all of the vehicles have been completed then control diverts to box 96 where the previously described method repeats in respect of new task assignments.

7 Experiments and Results
To test the performance of the presented methods, experiments simulate vehicles travelling on both toy and mine-like road networks. The computation times of these methods are compared, including the effect of the MILP modifications of Section 5 and lazy constraint algorithm of Section 6. The solution costs of the MILP methods are compared to a method that mimics the behaviour of vehicles in real scenarios.

The following sections mention several different MILP methods. The baseline model $M$ was introduced in Section 4. In contrast, a modified MILP refers to the additional application of complexity reduction constraints (11) and (12) to $M$. An Ordered MILP means only the application of constraints (12) with predetermined vehicle travel orders. If the MILP model is referred to as iterative, then Algorithm 1 of Section 6 is used to
find a solution. Otherwise it is solved directly, and is *monolithic*. The *relaxed* solution is model $M$ without collision avoidance constraints (4)-(8).

7.1 Scenario Set-up

Two types of road network scenarios are tested. The first is a toy scenario with a road network similar to Figure 9, but with multiple vehicles merging from separate roads onto one sub-path, then diverging onto separate roads. For each instance, road sections are randomly assigned to between 200-210m. The second scenario type uses a realistically sized, mine-like road network containing 348 nodes and 721 connecting edges. The structure of this network is shown in Figure 3. Each test case randomly selects paths generated from trips taken by real haul trucks in the past.

MILPs are optimised with Gurobi 8. For each optimisation problem, a 1% optimality gap was set as a termination criteria, and a maximum optimisation time of 120 seconds unless otherwise stated. If a solution was not found within that time, the method is considered to have failed. All vehicles are identical, with models approximating mining haul trucks: Lengths 15m; mass 200t; coefficient of rolling resistance 0.08; maximum and minimum accelerations $\pm 0.4m/s^2$; and maximum speed of 11m/s. Time step durations $\Delta t$ for all experiments were set at 1s. All vehicles begin traversal simultaneously. Experiments were run on a PC with Windows 7, Intel Core i7-4810MQ 2.8GHz CPU, 16GB RAM.

7.2 Toy cases

This section describes the effect of the two complexity reduction techniques of Section 5 on computation time. In both cases Algorithm 1 is used to solve an MILP model $M$ modified by one of the techniques.

7.2.1 Binary Variable Resolution

Figure 15 plots the computation time when using model $M$ with the additional application of constraints (11) over a range of group sizes $|\Delta t|$. More particularly Figure 15 represents computation time (s) of solving $M$ on a range of adjacent group sizes. The solid line represents medians within each group of 30 cases. Bands represent 25% and 75% quantiles.
A toy scenario (Figure 9) with six vehicles rather than two is tested. For each group, 30 tests were run without a computation time limit. As the group size increases starting from one (no grouping), computation times decrease rapidly, but with each group size increment, the effect diminishes. This is likely because each increment has a smaller relative effect on the search space than the last. For example, the number of binary variables halves between groups of size one to two, but reduces by one third between two to three.

These results are indicative of the effect of grouping adjacent binary variables on computation time. However, the precise relationship between group size and computation time is believed to depend on problem parameters such road segment lengths and velocity bounds. Nevertheless, these results may be used to guide group size selection on experiments in Section 7.3.

7.2.2 Predetermined Vehicle Order

Figure 16 shows the effect of applying constraints (12) to \( M \) on computation time. It shows the Computation time (s) for solving \( M \) with and without set travel orders over a range of vehicle quantities. Medians are shown within groups of 30 cases, with 25% and 75% quantiles.

The toy scenario is used, increasing the number of vehicles from 2 to 20. Without order setting, the computation time rises rapidly at cases with five vehicles, with most six vehicle cases failing to find solutions within the 120s limit. Pre-setting travel orders significantly decreases the computational load and sees timeout failures begin at 17 vehicles. This demonstrates the potential benefit of this technique on computation time and it is expected to also apply with more complex and realistic scenarios, tested in Section 7.3.

7.3 Mine Network

To understand the performance of the presented methods in more realistic scenarios, they are tested with mine-like road networks. To scale up the optimisation problem, the number of vehicles is varied between 2 to 60. The baseline MILP is compared to the
modified MILP, which combines both techniques of Section 5. The comparison is then extended by also applying the iterative scheme of Section 6.

Vehicle paths through the mine network cross each other at multiple shared areas, where sub-path and intersection interactions between vehicle-pairs occur. The number of interactions rises with the number of vehicles, up to an average of approximately 1200 for the 60 vehicle scenarios, with a maximum of 1520. The majority of those are at intersections (approximately 800 of the 1200 in the 60 vehicle case). However, less than 10% of interactions are active in the relaxed solutions that ignore collision avoidance. The 60 vehicle cases have an average of 94 and a maximum of 128. The vast majority of the active interactions are on sub-paths. The maximum number of active intersection interactions is 5. This reflects the long path lengths encountered with the scenarios tested: Intersection areas make up a relatively small fraction of the paths, and an encounter between a pair of vehicles at one is unlikely.

7.3.1 Computation Time
The computation times of three MILP methods are compared in Figure 17. Only results for successfully found solutions are shown. Figure 17 plots computation time (s) of various methods applied to scenarios with a range of vehicle quantities. Lines represent means within groups with the same vehicle quantities. Bands represent the 25% and 75% quantiles. Lower is better.

It may be observed that all methods increase in computation time as the number of vehicles increases. The baseline monolithic MILP increases the fastest, and is the slowest overall method. The largest optimisation problem it could solve involved 16 vehicles, but it failed on some with as few as 6 vehicles.

The modified monolithic MILP decreased the computation time by up to 10 times, showing the benefit of the two modifications of Section 5. Although the modified method solved some cases with 20 vehicles, it began failing at 14 vehicles. It used adjacent constraint groups of size $|\alpha| = 5$. The two monolithic methods were only tested on cases with 2 to 20 vehicles.
The modified iterative MILP further reduced the computation time over the modified monolithic MILP by up to 16 times. To better understand its computational limits, this method was tested on larger cases with up to 60 vehicles, and began to fail between 40 to 45 vehicles. As the size of the optimisation problems increase, the computation times of the three MILP methods increase at an increasing rate.

7.4 Solution Costs

Figure 18 compares the solution costs of the modified MILP method with that of a Reactive solver that mimics the behaviour of real haul trucks on mine sites. This involves vehicles slowing down and stopping while approaching an intersection when they need to give way to another vehicle. Figure 18 plots solution costs (flowtime) of the Reactive method (which mimics real vehicle behaviour), the modified MILP and the lower bound costs (which relax all collision avoidance constraints). Lower is better.

Also shown for reference in Figure 18 are lower bounds on the costs to the optimal solutions, calculated by optimising the relaxed model. This outputs optimal trajectories for individual agents, which would be feasible if they did not need to consider collisions with other agents. Additional costs in other methods’ solutions are due to modifying trajectories to avoid collisions (making active interactions inactive). For this reason, the relaxed solution’s cost can be used as a lower bound.

Solution costs are measured in terms of flowtime—the sum of vehicle travel times—equal to the value of objective function (1). The costs of the relaxed and modified MILP method rise approximately linearly with the number of vehicles, but the Reactive method’s costs rise at a increasing rate. At the largest scenarios tested, the modified MILP method’s solutions have less than half the cost of the Reactive method. The modified MILP solutions stick very closely to the lower bound costs, showing that they are close to optimal.

Figure 19 shows the cost factor of the baseline and modified MILP solutions relative to the relaxed solutions. The baseline MILP solutions show that additional cost savings are possible relative to the modified MILP, but are very small for the scenarios tested. The biggest average cost reduction by the baseline MILP over the modified version is 0.2%, with a maximum single instance of 1%.
The modified MILP solution cost factors show the optimality gap percentage increasing with vehicle quantity. An additional vehicle will typically add more interactions to a scenario with more vehicles than a scenario with fewer vehicles. The extra interaction complexity provides more opportunities for disruption amongst vehicles. Solving the MILP model within the iterative scheme does not affect its solution cost.

7.5 Discussion
The experimental results (in particular, Figure 18) show that embodiments of the present invention confer a large improvement in travel time for vehicle fleets that operate on a shared road network, when they can coordinate their motion. The majority of the reduction in solution cost towards optimality was realised in the experiments by using a method that presets the vehicle travel orders with a fast heuristic. Optimising travel orders would save additional travel time, albeit a smaller percentage.

If the computation time results are also considered, then it is apparent that there is a tradeoff between computation time and solution cost. A solution cost lower than the modified MILP can be achieved with the baseline MILP, but requires extra computation time. However, the extra computation time may be justified if the reduction in flowtime is valuable enough. Figure 19 shows that the gap in the cost factor between the modified and baseline MILPs increases for scenarios up to 20 vehicles. It is conceivable that for scenarios with more vehicles, this gap could reach a meaningful level, and may justify the extra computational resources required to use the baseline MILP method.

For reference, the impact of a 1% flowtime saving is estimated for a 30 haul truck case. Load-haul cycles typically involve two trips to deliver one load of material: One loaded with material, and one empty on the way back. The average number of cycles performed by haul trucks in Australian metalliferous mines is estimated at 3.3 per hour (TASMAN 1998). After accounting for 1 hour of refueling (Bellamy and Pravica 2011), 76 cycles per day equate to 152 trips. Based on Figure 18, the average flowtime of 30 trucks is approximately 2.5 hours for modified MILP solutions. Extrapolating to a whole day gives 380 hours, and a 1% reduction is 3.8 hours. Over one year the mine’s flowtime reduction accumulates to over 57 days.
Embodiments described herein include method to plan trajectories for multiple vehicles using a static road network. One embodiment optimises a MILP that incorporates the motion of all vehicles in the problem simultaneously. To reduce the optimisation time, two modifications of the model are introduced. One of these modifications is guided by a fast heuristic solver to set the relative travel order of vehicles through shared areas, using a first come first serve strategy. Although this increases the solution costs, the reduction in computation time allows larger problem cases to be solved within practical times. The MILP is also used within an iterative algorithm that further reduces the computation time required to find solutions, and allows multiple vehicles to share road segments simultaneously.

Methods according to other embodiments may use different optimisation objectives including energy consumption, wait times of machinery at destinations, and queues at destinations.
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Claims:

1. A vehicle coordination system arranged to coordinate trajectories of vehicles on a road network, the vehicle coordination system comprising:
   - a plurality of vehicles each having respective vehicle position tracking assemblies in communication with respective vehicle communication systems arranged to transmit vehicle state messages including positions of the vehicles;
   - a task assignment allocator arranged to generate task assignments assigning tasks to each of the plurality of vehicles, the task assignments including destinations in the road network for the vehicles;
   - a vehicle coordination assembly in communication with the respective vehicle communication systems via a data network for receiving the vehicle state messages, the vehicle coordination assembly configured to:
     - determine paths for each vehicle to arrive at their destinations;
     - determine trajectory control commands to cause each vehicle to traverse their respective paths whilst optimizing a predetermined objective and avoiding active interactions of two or more of the vehicles occurring in shared areas of the paths; and
     - transmit the trajectory control commands to each vehicle.

2. The vehicle coordination system of claim 1, wherein the vehicle coordination assembly is further configured to identify the shared areas of the paths.

3. The vehicle coordination system of claim 1 or claim 2, wherein the vehicle coordination assembly is configured to determine respective minimum length paths for each vehicle to arrive at their respective destinations.

4. The vehicle coordination system of any one of claims 1 to 3, wherein the predetermined objective is to minimize an aggregated traversal time of all vehicles in performance of the task assignments.

5. The vehicle coordination system of any one of claims 1 to 3, wherein the predetermined objective is one or more of: minimizing energy consumption of the vehicles; minimizing wait times of machinery at the destinations; and minimizing formation of vehicle queues at the destinations.
6. The vehicle coordination system of any one of the preceding claims, wherein the trajectory control commands comprise acceleration commands.

7. The vehicle coordination system of claim 6, wherein the vehicles are configured to respond to the acceleration commands through operation of propulsion systems and braking systems thereof.

8. The vehicle coordination system of claim 7, wherein the vehicles comprise driverless vehicles, each including propulsion and braking systems that are each in communication with their respective vehicle communication system and arranged to apply positive and negative acceleration.

9. The vehicle coordination system of claim 8, wherein the driverless vehicles each include steering systems that are configured to steer said vehicles along their respective paths.

10. The vehicle coordination system of claim 6, wherein the vehicles are arranged for operation by drivers wherein each of the vehicles includes a Human-Machine-Interface responsive to the respective vehicle communication system and arranged to present respective trajectory control messages to respective drivers of the vehicles.

11. The vehicle coordination system of any one of the preceding claims, wherein the task assignment allocator is arranged to transmit the task assignments to the vehicle coordination assembly via the data network.

12. The vehicle coordination system of claim 1, wherein the predetermined objective is an objective of a Mixed Integer Linear Programming (MILP) discrete time optimization model that encompasses the road network.

13. The vehicle coordination system of claim 12, wherein the MILP includes binary variables modelling interactions of vehicles with the shared areas.
14. The vehicle coordination system of claim 13, wherein the discrete time optimization model is modified for solution complexity reduction based on a first procedure that computes sub-optimal controls by reducing decision making frequency to reduce resolution of the binary variables while maintaining resolution of continuous state variables.

15. The vehicle coordination system of claim 14 wherein the MILP includes state variables modelling relative positions of pairs of the vehicles.

16. The vehicle coordination system of claim 15, wherein the shared areas of the paths comprise intersections of the road network.

17. The vehicle coordination system of claim 16, wherein the shared areas of the paths comprise sub-paths along the road network.

18. The vehicle coordination system of claim 17, wherein the binary variables implement constraints ensuring that the predetermined objective is optimized without said active interactions occurring.

19. The vehicle coordination system of claim 18, wherein the binary variables are associated with half-spaces corresponding to conflict borders about the shared areas.

20. The vehicle coordination system of claim 19, wherein the half-spaces are defined based on vehicle locations relative to the shared areas.

21. The vehicle coordination system of claim 20, wherein the vehicle locations relative to the shared areas include one or more of locations being: where the vehicle starts merging into a sub-path; where the vehicle is merged entirely inside a sub-path or intersection, where the vehicle starts diverging from a sub-path; where the vehicle is diverged entirely from a sub-path or intersection; a goal location of for the vehicle.

22. The vehicle coordination system of claim 21, wherein the first procedure equalizes values of binary variables that are adjacent in time to thereby keep joint position of two vehicles in the same half-spaces across a range of adjacent time steps.
23. The vehicle coordination system of claim 22, wherein the first procedure applies a higher discrete time resolution to the binary variables when a joint trajectory of two vehicles is adjacent a transition between different half-spaces.

24. The vehicle coordination system of any one of claims 21 to 23, wherein the first procedure implements a non-uniform resolution with short intervals around estimated merging and diverging interaction stages and long intervals elsewhere.

25. The vehicle coordination system of claim 24, wherein timing of the interaction stages is estimated from a solution of a further multi-vehicle trajectory planner.

26. The vehicle coordination system of any one of claims 13 to 20, wherein the discrete time optimization model is modified for solution complexity reduction based on a second procedure, and wherein the second procedure computes sub-optimal controls by using a predetermined order of travel for the vehicles.

27. The vehicle coordination system of claim 26, wherein the second procedure presets values of at least some of the binary variables prior to optimizing the predetermined objective.

28. The vehicle coordination system of claim 27, wherein the second procedure comprises a first stage which selects vehicle travel orders.

29. The vehicle coordination system of claim 28, wherein the second procedure comprises a second stage that uses travel orders from the first stage and combines them in a single optimization model with a reduced number of discrete decisions required.

30. The vehicle coordination system of claim 27, wherein the second procedure presets said binary variables to force one vehicle to be ahead of another vehicle at one or more steps along their respective paths.

31. The vehicle coordination system of any one of claims 13 to 20, wherein the vehicle coordination assembly is configured to implement an iterative lazy interaction constraint MILP procedure for optimization complexity reduction.
32. The vehicle coordination system of claim 31, wherein the iterative lazy interaction constraint MILP procedure comprises the steps of:
   updating the discrete time optimization model by removing collision constraints therefrom;
   solving the discrete time optimization model to determine vehicle trajectories;
   identifying active shared areas of the vehicle trajectories;
repeating:
   calculating a sequence of time steps to apply collision avoidance constraints based on active shared areas;
   updating the discrete time optimization model by adding avoidance constraints thereto;
   optimizing the discrete time optimization model to produce updated vehicle trajectories; and
   identify active shared areas of the updated vehicle trajectories;
until:
   no active shared areas are present in the updated vehicle trajectories.

33. The vehicle coordination system of claim 32, wherein the vehicle coordination assembly is configured to implement a predictive lazy constraint procedure for calculating the sequence of time steps to apply collision avoidance constraints.

34. The vehicle coordination system of claim 33, wherein the predictive lazy constraint procedure includes iteratively making active shared areas inactive by modifying one vehicle trajectory while others remain unchanged.
35. A method for coordinating trajectories of vehicles on a road network, the method comprising:
   monitoring positions of a plurality of vehicles via a data network;
   receiving task assignments for each of the plurality of vehicles, said task assignments including destinations in the road network for the vehicles;
   processing the task assignments and said positions with reference to topology of the road network to thereby generate paths for each vehicle;
   determining trajectory control commands for each vehicle to traverse its respective path whilst optimizing a predetermined objective and without active interactions of two or more of the vehicles occurring in areas shared by the paths; and
   transmitting the trajectory control commands across the data network to each vehicle for controlling motion thereof.

36. The method of claim 35 including processing the paths to identify the areas shared by the paths.

37. A method for coordinating trajectories of vehicles on a road network, the method comprising:
   processing paths for the vehicles to complete tasks assigned thereto to determine trajectory control commands for each vehicle to traverse its respective path whilst optimizing a predetermined objective and without active interactions of two or more of the vehicles occurring in areas shared by the paths; and
   transmitting the trajectory control commands across a data network to each vehicle for controlling motion thereof;
   wherein computational complexity in optimizing the predetermined objective is reduced by:
   grouping time adjacent binary variables modelling interactions of the two or more vehicles in shared areas; or
   predetermining an order of travel for the vehicles prior to optimizing the predetermined objective; or
   implementing an iterative lazy interaction constraint procedure.
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