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ABSTRACT
A system and method of monitoring and diagnosing on-line multivariate process variable. Multivariate process data includes multiple process variables each having a multiple observations. On-line process data is collected from a process control system when the process is on-line. The on-line process data includes multiple observations of multiple process variables. A multivariate statistical analysis represents the operation of the process based on a set of the on-line process data. The representation a result. The representation and the set of on-line process data are stored. An output is generated based on a parameter of the representation. The parameter includes a result generated by the representation of the operation of the process, a process variable used to generate the representation of the operation of the process and/or the set of collected on-line process data.
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### FIG. 7

**Control Studio**

#### [AREA_A/MARCTEST3 [On-Line Mode] Running]

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value 1</th>
<th>Value 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>IN1</td>
<td>1388.9</td>
<td>1402.1</td>
</tr>
<tr>
<td>IN2</td>
<td>9.373</td>
<td>9.1684</td>
</tr>
<tr>
<td>IN3</td>
<td>288.21</td>
<td>287.95</td>
</tr>
<tr>
<td>IN4</td>
<td>727.74</td>
<td>727.29</td>
</tr>
<tr>
<td>IN5</td>
<td>482.97</td>
<td>482.52</td>
</tr>
<tr>
<td>IN6</td>
<td>0.52798</td>
<td>0.52659</td>
</tr>
<tr>
<td>IN7</td>
<td>11.489</td>
<td>11.478</td>
</tr>
<tr>
<td>IN8</td>
<td>-7.0466</td>
<td>-7.0373</td>
</tr>
<tr>
<td>IN9</td>
<td>302.47</td>
<td>302.08</td>
</tr>
<tr>
<td>IN10</td>
<td>146.08</td>
<td>145.39</td>
</tr>
</tbody>
</table>

#### Parameters
- PCR1
- PCR11
- false
- false
- false
- 0.95
- 0.95
- 120

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEARN</td>
<td>0</td>
</tr>
<tr>
<td>ALARMID</td>
<td>0</td>
</tr>
<tr>
<td>RESET</td>
<td>0</td>
</tr>
<tr>
<td>ALARMMESSAGE</td>
<td>0</td>
</tr>
<tr>
<td>MODEL</td>
<td>0</td>
</tr>
<tr>
<td>NUMOBSERVATIONS</td>
<td>24</td>
</tr>
<tr>
<td>SCORE</td>
<td>0</td>
</tr>
<tr>
<td>PRINCOMP</td>
<td>6</td>
</tr>
<tr>
<td>CONFIDENCELIMIT</td>
<td>0</td>
</tr>
<tr>
<td>SCORE1</td>
<td>0</td>
</tr>
<tr>
<td>PCLIMIT</td>
<td>0</td>
</tr>
<tr>
<td>SCORE2</td>
<td>0</td>
</tr>
<tr>
<td>NUMVARS</td>
<td>0</td>
</tr>
<tr>
<td>SCORE3</td>
<td>0</td>
</tr>
<tr>
<td>YIN</td>
<td>0</td>
</tr>
<tr>
<td>SCORE4</td>
<td>0</td>
</tr>
<tr>
<td>IN1</td>
<td>0</td>
</tr>
<tr>
<td>SCORE5</td>
<td>0</td>
</tr>
<tr>
<td>IN2</td>
<td>0</td>
</tr>
<tr>
<td>IN3</td>
<td>0</td>
</tr>
<tr>
<td>EIGENVAL1</td>
<td>3.4942</td>
</tr>
<tr>
<td>IN4</td>
<td>0</td>
</tr>
<tr>
<td>EIGENVAL2</td>
<td>3.1609</td>
</tr>
<tr>
<td>IN5</td>
<td>0</td>
</tr>
<tr>
<td>EIGENVAL3</td>
<td>1.3787</td>
</tr>
<tr>
<td>IN6</td>
<td>0</td>
</tr>
<tr>
<td>EIGENVAL4</td>
<td>0.84351</td>
</tr>
<tr>
<td>IN7</td>
<td>0</td>
</tr>
<tr>
<td>EIGENVAL5</td>
<td>0.48184</td>
</tr>
<tr>
<td>IN8</td>
<td>8.6177</td>
</tr>
<tr>
<td>LIMIT1</td>
<td>8.1954</td>
</tr>
<tr>
<td>IN9</td>
<td>0</td>
</tr>
<tr>
<td>LIMIT2</td>
<td>5.4131</td>
</tr>
<tr>
<td>IN10</td>
<td>4.2341</td>
</tr>
<tr>
<td>LIMIT3</td>
<td>3.2001</td>
</tr>
<tr>
<td>IN11</td>
<td>0</td>
</tr>
<tr>
<td>LIMIT4</td>
<td>0</td>
</tr>
<tr>
<td>IN12</td>
<td>0</td>
</tr>
<tr>
<td>LIMIT5</td>
<td>0</td>
</tr>
<tr>
<td>IN13</td>
<td>0</td>
</tr>
<tr>
<td>ERRORCODE</td>
<td>0</td>
</tr>
</tbody>
</table>

For Help, press F1
FIG. 22
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1. GATHER TRAINING DATA

2. DETERMINE DEPENDENT AND INDEPENDENT VARIABLES

3. RUN PCA

4. DEVELOP T2 LIMITS

5. DEVELOP PCR MODEL

6. USE PCA AND PCR FOR MONITORING AND DETECTION

7. CALCULATED T2 ONLINE

8. PREDICT Y

9. IS T2 WITHIN ACCEPTABLE LIMIT?
   - YES: PREDICT Y
   - NO: TRANSIENT REGION
FIG. 43

STEP 1: Specify size of data file X, and create X to develop baseline model.

STEP 2: Evaluate PCA model:
   - Loading matrix P
   - Diagonal matrix D

STEP 3: Use elements of P and D to evaluate Z values for dependent PVs.

STEP 4: Set limits L to Z values.

STEP 5: Repeat Steps 1, 2, and 3 for data file Y created at different times of process operations.

STEP 6: Compare L & Z

Z>\(L\) (Alternatively Z<\(L\))

ALERT

Z<\(L\)
MULTIVARIATE MONITORING AND DIAGNOSTICS OF PROCESS VARIABLE DATA

RELATED APPLICATIONS

This application claims priority from U.S. Provisional Application Ser. No. 60/827,631 the contents of which are expressly incorporated by reference herein.

TECHNICAL FIELD

This disclosure relates generally to process plant diagnostics and, more particularly, to monitoring and diagnostic systems involving multivariate statistical techniques.

DESCRIPTION OF THE RELATED ART

Process control systems, like those used in chemical, petroleum or other processes, typically include one or more centralized or decentralized process controllers communicatingly coupled to at least one host or operator workstation and to one or more process control and instrumentation devices such as, for example, field devices, via analog, digital or combined analog/digital buses. Field devices, which may be, for example, valves, valve positioners, switches, transmitters, and sensors (e.g., temperature, pressure, and flow rate sensors), are located within the process plant environment, and perform functions within the process, such as opening or closing valves, measuring process parameters, increasing or decreasing fluid flow, etc. Smart field devices such as field devices conforming to the well-known FOUNDATION Fieldbus protocol or the HART® protocol may also perform control calculations, alarming functions, and other control functions commonly implemented with in the process controller.

The process controllers, which are typically located within the process plant environment, receive signals indicative of process measurements or process variables made by or associated with the field devices and/or other information pertaining to the field devices, and execute controller applications. The controller applications implement, for example, different control modules that make process control decisions, generate control signals based on the received information, and coordinate with the control modules or blocks being performed in the field devices such as HART and Fieldbus field devices. The control modules in the process controllers send the control signals over the communication lines or signal paths to the field devices, to thereby control the operation of the process.

Information from the field devices and the process controllers is typically made available to one or more other hardware devices such as operator workstations, maintenance workstations, personal computers, handheld devices, data historians, report generators, centralized databases, etc., to enable an operator or a maintenance person to perform desired functions with respect to the process such as, for example, changing settings of the process control routine, modifying the operation of the control modules within the process controllers or the smart field devices, viewing the current state of the process or of particular devices within the process plant, viewing alarms generated by field devices and process controllers, simulating the operation of the process for the purpose of training personnel or testing the process control software, and diagnosing problems or hardware failures within the process plant.

As is known, problems frequently arise within a process plant environment, especially a process plant having a large number of field devices and supporting equipment. These problems may take the form of broken or malfunctioning devices, logic elements, such as software routines, residing in improper modes, process control loops being improperly tuned, one or more failures in communications between devices within the process plant, etc. These and other problems, while numerous in nature, generally result in the process operating in an abnormal state (i.e., the process plant being in an abnormal situation) which is usually associated with suboptimal performance of the process plant.

Many diagnostic tools and applications have been developed to detect and determine the cause of problems within a process plant and to assist an operator or a maintenance person to diagnose and correct the problems, once the problems have occurred and been detected. For example, operator workstations, which are typically connected to the process controllers through communication connections such as a direct or wireless bus, Ethernet, modem, phone line, and the like, have processors and memories that are adapted to run software, such as the DeltaV™ and Ovation® control systems, sold by Emerson Process Management. These control systems have numerous control module and control loop diagnostic tools. Likewise, maintenance workstations, which may be connected to the process control devices, such as field devices, via the same communication connections as the controller applications, or via different communication connections, such as object linking and embedding (OLE) for process control (OPC) connections, handheld connections, etc., typically include one or more applications designed to view maintenance alarms and alerts generated by field devices within the process plant, to test devices within the process plant and to perform maintenance activities on the field devices and other devices within the process plant. Similar diagnostic applications have been developed to diagnose problems within the supporting equipment within the process plant.

Thus, for example, software available commercially as the AMS™ Suite: Intelligent Device Manager from Emerson Process Management enables communication with and stores data pertaining to field devices to ascertain and track the operating state of the field devices. See also U.S. Pat. No. 5,960,214 entitled “Integrated Communication Network for use in a Field Device Management System.” In some instances, the AMS™ software may be used to communicate with a field device to change parameters within the field device, to cause the field device to run applications on itself such as, for example, self-calibration routines or self-diagnostic routines, to obtain information about the status or health of the field device, etc. This information may include, for example, status information (e.g., whether an alarm or other similar event has occurred), device configuration information (e.g., the manner in which the field device is currently or may be configured and the type of measuring, units used by the field device), device parameters (e.g., the field device range values and other parameters), etc. Of course, this information may be used by a maintenance person to monitor, maintain, and/or diagnose problems with field devices.

Similarly, many process plants have included software applications such as, for example, RHMware provided by CSI Systems, to monitor, diagnose, and optimize the operating state of various rotating equipment. Maintenance personnel usually use these applications to maintain and oversee the performance of rotating equipment in the plant, to determine problems with the rotating equipment, and to determine when and if the rotating equipment must be repaired or replaced. Similarly, many process plants include power control and
diagnostic applications such as those provided by, for example, the Liebert and ASCO companies, to control and maintain the power generation and distribution equipment. It is also known to run control optimization applications such as, for example, real-time optimizers (RTO+), within a process plant to optimize the control activities of the process plant. Such optimization applications typically use complex algorithms and/or models of the process plant to predict how inputs may be changed to optimize operation of the process plant with respect to some desired optimization variable such as, for example, profit.

These and other diagnostic and optimization applications are typically implemented on a system-wide basis in one or more of the operator or maintenance workstations, and may provide preconfigured displays to the operator or maintenance personnel regarding the operating state of the process plant, or the devices and equipment within the process plant. Typical displays include alarming, displays that receive alarms generated by the process controllers or other devices within the process plant, control displays indicating the operating state of the process controllers and other devices within the process plant, maintenance displays indicating the operating state of the devices within the process plant, etc. Likewise, these and other diagnostic applications may enable an operator or a maintenance person to retain a control loop or to reset other control parameters, to run a test on one or more field devices to determine the current status of those field devices, or to calibrate field devices or other equipment.

While these various applications and tools are very helpful in identifying and correcting problems within a process plant, these diagnostic applications are generally configured to be used only after a problem has already occurred within a process plant and, therefore, after an abnormal situation already exists within the plant. Unfortunately, an abnormal situation may exist for some time before it is detected, identified and corrected using these tools, resulting in a suboptimal performance of the process plant for the period of time during which the problem is detected, identified and corrected. In many cases, a control operator will first detect that some problem exists based on alarms, alerts or poor performance of the process plant. The operator will then notify the maintenance personnel of the potential problem. The maintenance personnel may or may not detect an actual problem and may need further prompting before actually running tests or other diagnostic applications, or performing other activities needed to identify the actual problem. Once the problem is identified, the maintenance personnel may need to order parts and schedule a maintenance procedure, all of which may result in a significant period of time between the occurrence of a problem and the detection of that problem, during which the process plant runs in an abnormal situation generally associated with the sub-optimal operation of the plant.

Additionally, many process plants can experience an abnormal situation which results in significant costs or damage within the plant in a relatively short amount of time. For example, some abnormal situations can cause significant damage to equipment, the loss of raw materials, or significant unexpected downtime within the process plant if these abnormal situations exist for even a short amount of time. Thus, merely detecting a problem within the plant after the problem has occurred, no matter how quickly the problem is corrected may still result in significant loss or damage within the process plant. As a result, it is desirable to try to prevent abnormal situations from arising in the first place, instead of simply trying to react to and correct problems within the process plant after an abnormal situation arises.

One technique that may be used to collect data that enables a user to predict the occurrence of certain abnormal situations within a process plant before these abnormal situations actually arise, with the purpose of taking steps to prevent the predicted abnormal situation before any significant loss within the process plant takes place. This procedure is disclosed in U.S. patent application Ser. No. 09/972,078, now U.S. Pat. No. 7,085,610, entitled “Root Cause Diagnostics,” (assigned to the Process Control Company, Inc., of Richardson, Texas), and U.S. patent application Ser. No. 08/623,569, now U.S. Pat. No. 6,017,143. The entire disclosures of both of these applications are hereby incorporated by reference herein.

Generally speaking, this technique places statistical data collection and processing blocks or statistical processing monitoring (SPM) blocks, in each of a number of devices, such as field devices, within a process plant. The statistical data collection and processing blocks collect process variable data and determine certain statistical measures associated with the collected data, such as the mean, median, standard deviation, etc. These statistical measures may then be sent to a user and analyzed to recognize patterns suggesting the future occurrence of a known abnormal situation. Once a particular suspected future abnormal situation is detected, steps may be taken to correct the underlying problem, thereby avoiding the abnormal situation in the first place.

Principal Component Analysis (PCA) is a multivariate data analysis technique that has been used in the process control industry for analysis of multidimensional data sets. PCA techniques generally involve reducing data from a high-dimensional space to a lower-dimensional space, which still explains most of the significant variations in the original data. For example, PCA may be used to reduce the dimensionality of a multivariate data space (e.g., multidimensional data) to a data space of a few dimensions (e.g. 2 or 3 dimensions), such that the multidimensional data is projected (scored) onto a lower dimensional principal component space. Further details regarding the typical implementation of PCA techniques for fault detection in industrial processes may be found in L. H. Chiang, et al., “Fault Detection and Diagnosis in Industrial Systems,” Springer-Verlag London Limited, pp. 35-54 (2001), and E. L. Russell, et al., “Data-Driven Techniques for Fault Detection and Diagnosis in Chemical Processes,” Springer-Verlag London Limited, (2000).

A number of software packages provide PCA functionality, but most of these packages utilize offline process data from a database. In other words, PCA has been an off-line multivariate statistical analysis tool. This is useful for an after-the-fact analysis of an abnormal situation in the process data, such as historical data or stored multidimensional data files, but it cannot be used to detect the abnormal situation in real time (e.g., on-line, at-line or in-line data analysis). Some existing PCA software packages may be capable of doing real-time analysis of the data, but only if the software would have access to the process data from the control system, often through an interface such as an OPC server. As a result, plant personnel would unfortunately have the burden of maintaining a software package separate from the control system, including supporting its access to, and interface with, the control system. Further, detection of abnormal process situations should be available at all times and for various abnormal situations (e.g., a continuous process vs. a one-time solution), in order for the abnormal situation prevention tools to exhibit alertness and accuracy at various times for various abnormal situations.

Traditional PCA techniques also may fail to easily convey information indicative of process dynamics. The results of PCA analysis, i.e., the scores, are often displayed through scatter plots that are static representations of the underlying
process data. Regardless of the manner in which score data is recorded or interpreted in the scatter plots, there will generally be a small uncertainty associated with data being characterized incorrectly. As described below, without more information, a process operator often cannot be certain that a given score is normal or abnormal. For example, the first two principal components of a PCA analysis capture the largest variations in the multidimensional data, such that the first two scores from a PCA analysis may be plotted because they represent the most significant information about the behavior of the multidimensional data, including the largest variations in the process.

For these reasons, traditional PCA techniques have exhibited unreliable performance in the detection of abnormal situations. A PCA score can suggest an abnormal situation when one does not exist (i.e., a false alarm), and conversely can indicate normal operation when the process is behaving abnormally (i.e., missed diagnostics). Further, in order to implement PCA, a PCA model is developed using training data (e.g., data from a “normal” process operation), and the resulting model is applied for detecting abnormal process situations. The training data is used to derive the model in terms of the principal components. As such, the PCA scores are not directly related to the actual process variables, and the physical process limits of the process variables being monitored using PCA are lost in the analysis, thereby requiring a statistical interpretation (e.g., to quantify the “goodness of data”).

SUMMARY OF THE DISCLOSURE

In accordance with certain aspects of the disclosure, a number of techniques are disclosed to facilitate the monitoring and diagnosis of the implementation of a process control system and any elements thereof. Such monitoring and diagnosis generally includes or involves the integration of principal component analysis (PCA) and other multivariate statistical analysis techniques, such as principal component regression (PCR), partial least squares (PLS), Fisher discriminant analysis (FDA) or canonical variate analysis (CVA), with the process control system. The multivariate nature of the monitoring may then support diagnostics, abnormal situation prevention, and other fault detection. Such monitoring and diagnosis may also generally include or involve the integration of a univariate analysis that monitors multivariate process data with a single monitoring variable. Each of the multivariate or univariate analyses may facilitate a number of fault monitoring and detection techniques, such as abnormal situation detection and prevention.

In particular, on-line process data is collected from a process control system, and is representative of a normal operation of the process when the process is on-line and operating normally. A multivariate statistical analysis, such as PCA, is used to develop a model of the process based on the collected data. The model is stored along with the collected process data. Alternatively, or in conjunction, monitoring of the process is performed which uses a model of the process developed using multivariate statistical analysis to generate an output based on a parameter of the multivariate model. The output may use a variety of parameters from the model, including principal components (if PCA is used), the training data used to develop the model and results (e.g., score if PCA used) from the model. The output may include a statistical output based on the results of the model, normalized process variables based on the training data, process variable limits or model components, and process variable ratings based on the training data and model components. Each of the outputs may be used to verify existing models (e.g., compare process variable ratings), generate visualizations for process monitoring and diagnostics, and perform alarm diagnostics to detect abnormal situations in the process.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an exemplary block diagram of a process plant having a distributed process control system and network including one or more operator and maintenance workstations, controllers, field devices and supporting equipment;

FIG. 2 is an exemplary block diagram of a portion of the process plant of FIG. 1, illustrating communication interconnections between various components of an abnormal situation prevention system located within different elements of the process plant;

FIG. 3 is a graphical plot of a process variable over time with operational requirements or control limits for monitoring operation of the process plant;

FIG. 4 is a graphical, multivariate visualization or plot of a number of process variables relative to operational requirements or control limits, the visualization or plot being suitable for incorporation into a user interface generated in accordance with certain embodiments and aspects of the disclosure for on-line process monitoring;

FIG. 5 is another view of the visualization plot of FIG. 4 after one of the process variables has exceeded the operational requirement or control limit, which may be indicative of an abnormal situation or fault condition;

FIG. 6 is a representation of an exemplary function block configured for implementing principal component analysis (PCA) techniques and instantiated within a process control system for training and operation in accordance with one aspect of the disclosure;

FIG. 7 is a representation of another exemplary PCA function block shown during implementation of the PCA techniques in accordance with another aspect of the disclosure;

FIG. 8 is a block diagram of a multivariate monitoring and diagnostics module (MMDM) in accordance with another aspect of the disclosure, components of which, in some embodiments, may be implemented in the function blocks of FIGS. 6 and 7;

FIGS. 9-12 are exemplary user interface displays generated in accordance with another aspect of the disclosure, which, in some embodiments, may be created or supported by the Function blocks of FIGS. 6 and 7 or by the MMDM tool(s) of FIG. 8, for multivariate monitoring and fault detection;

FIGS. 13 and 14 are further exemplary user interface displays generated in accordance with another embodiment and created or supported in manners similar to the user interface displays of FIGS. 9-12 for multivariate monitoring and fault detection;

FIGS. 15-19 are still further exemplary user interface displays generated in accordance with another embodiment and created or supported in manners similar to the user interface displays of FIGS. 9-12 for multivariate monitoring and fault detection;

FIGS. 20 and 21 are still further exemplary user interface displays generated in accordance with yet another embodiment and created or supported in manners similar to the user interface displays of FIGS. 9-12 for multivariate monitoring and fault detection;

FIGS. 22 and 23 are block diagrams of PCA-based steady state detection systems and techniques in accordance with another aspect of the disclosure that may utilize the function blocks of FIGS. 6 and 7;
FIG. 24 is a schematic diagram of a fired heater, an exemplary process to which the disclosed techniques and MMDM tools of the present disclosure may be applied for monitoring, diagnostics, and fault detection; FIG. 25 is a graphical representation of training data scores mapped to a two-dimensional space based on principal components 11 and 12, the training data being used for PCA-based monitoring, diagnostics and fault detection in connection with the fired heater of FIG. 24; FIGS. 26 and 27 are exemplary user interface displays generated by the MMDM tool in connection with the PCA-based monitoring, diagnostics and fault detection for the fired heater of FIG. 24; FIG. 28 is a graphical plot of crude oil flow rate data to be used as validation data in connection with a multivariate statistical technique for detecting or determining dynamic operation in accordance with another aspect of the disclosure; FIG. 29 is a graphical plot comparing the actual output temperature data (T_{out}) associated with the flow rates depicted in FIG. 28 with the output temperatures predicted by a PCR model of the multivariate statistical technique for detecting or determining dynamic operation; FIGS. 30-36 are exemplary user interface displays generated in connection with the implementation of the multivariate statistical technique for detecting or determining dynamic operation; FIG. 37 is a flow diagram of the multivariate statistical technique for detecting or determining dynamic operation in accordance with one embodiment; FIGS. 38 and 39 are graphical plots comparing actual output temperature data for an exemplary fired heater with data predicted by a multivariate statistical model that may be used for detection of coking in accordance with another aspect of the disclosure; FIGS. 40 and 41 are graphical plots comparing actual and predicted output temperature data in accordance with one embodiment of the coking detection technique based on the multivariate statistical model; FIG. 42 is a graphical plot of a PCA model parameter for the output temperature of a fired heater demonstrating another, non-regression-based technique for coking detection in accordance with another aspect of the disclosure; and FIG. 43 is a flow diagram of one embodiment of the non-regression-based coking detection technique depicted in the graphical plot of FIG. 42.

DETAILED DESCRIPTION

Referring now to FIG. 1, an exemplary process plant 10 in which an abnormal situation prevention system may be implemented includes a number of control and maintenance systems interconnected together with supporting equipment via one or more Communication networks. In particular, the process plant 10 of FIG. 1 includes one or more process control systems 12 and 14. The process control system 12 may be a traditional process control system such as a PROVOX or RS3 system or any other control system which includes an operator interface 12A coupled to a controller 12B and to input/output (I/O) cards 12C which, in turn, are coupled to various field devices such as analog and Highway Addressable Remote Transmitter (HART) field devices 15. The process control system 14, which may be a distributed process control system, includes one or more operator interfaces 14A coupled to one or more distributed controllers 14B via a bus, such as an Ethernet bus. The controllers 14B may be, for example, DeltaVTM controllers sold by Emerson Process Management of Austin, Tex., or any other desired type of controllers. The controllers 14B are connected via I/O devices to one or more field devices 16, such as, for example, HART or Fieldbus field devices or any other smart or non-smart field devices including, for example, those that use any of the PROFI BUS®, WORLD FIP®, Device-Net®, AS-Interface and CAN protocols. As is known, the field devices 16 may provide analog or digital information to the controllers 14B related to process variables as well as to other device information. The operator interfaces 14A may store and execute tools 17, 19 available to the process control operator for controlling the operation of the process including, for example, control optimizers, diagnostic experts, neural networks, tuners, etc.

Still further, maintenance systems, such as computers executing the AMS application and/or the monitoring, diagnostics and communication applications described below may be connected to the process control systems 12 and 14 or to the individual devices therein to perform maintenance, monitoring, and diagnostics activities. For example, a maintenance computer 18 may be connected to the controller 12B and one or more of the field devices 16. Again, in many cases, outside consultants or service organizations may use service applications that terminate in the controller 14B. The controller 14B may store and execute any number of monitoring and diagnostic applications 23, including commercially available applications, such as those provided by CSI (an Emerson Process Management Company), as well the applications, modules, and tools described below, to diagnose, monitor and optimize the operating state of the rotating equipment 20 and other equipment in the plant. Maintenance personnel usually use the applications 23 to maintain and oversee the performance of rotating equipment 20 in the plant, to determine problems with the rotating equipment 20 and to determine when and if the rotating equipment 20 must be repaired or replaced. In some cases, outside consultants or service organizations may temporarily acquire or measure data pertaining to the equipment 20 and use this data to perform analyses for the equipment 20 to detect problems, poor performance or other issues affecting the equipment 20. In these cases, the computers running the analyses may not be connected to the rest of the system or via any communication link or may be connected only temporarily.

Similarly, a power generation and distribution system 24 having power generating and distribution equipment 25 associated with the plant 10 is connected via, for example, a bus, to another computer 26 which runs and oversees the operation of the power generating and distribution equipment 25 within the plant 10. The computer 26 may execute known power control and diagnostics applications 27 such as those provided by, for example, Liebert and ASCO or other companies to control and maintain the power generation and distribution equipment 25. Again, in many cases, outside consultants or service organizations may use service applications that tem-
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porarily acquire or measure data pertaining to the equipment 25 and use this data to perform analyses for the equipment 25 to detect problems, poor performance or other issues effecting the equipment 25. In these cases, the computers (such as the computer 26) running the analyses may not be connected to the rest of the system 10 via any communication line or may be connected only temporarily.

As illustrated in FIG. 1, a computer system 30 implements at least a portion of an abnormal situation prevention system 35, and in particular, the computer system 30 stores and implements a configuration application 38 and, optionally, an abnormal operation detection system 42, a number of embodiments of which will be described in more detail below. Additionally, the computer system 30 may implement an alert/alarm application 43.

Generally speaking, the abnormal situation prevention system 35 may communicate with (or include) abnormal operation detection systems, modules or tools (not shown in FIG. 1) optionally located it the field devices 15, 16, the controllers 12B, 14B, the rotating equipment 20 or its supporting computer 22, the power generation equipment 25 or its supporting computer 26, and any other desired devices and equipment within the process plant 10, and/or the abnormal operation detection system 42 in the computer system 30, to configure each of these abnormal operation detection systems and to receive information regarding the operation of the devices or subsystems that they are monitoring. The abnormal situation prevention system 35 may be communicatively connected via a hardwired bus 45 to each of at least some of the computers or devices within the process plant 10, or, alternatively, may be connected via any other desired communication connection including, for example, wireless communications, dedicated connections which use OPC (or OLE for process control), intermittent connections, such as ones which rely on handheld devices to collect data, etc. Likewise, the abnormal situation prevention system 35 may obtain data pertaining to the field devices and equipment within the process plant 10 via a LAN or a public connection, such as the Internet, a telephone connection, etc. (illustrated in FIG. 1 as an Internet connection 46) with such data being collected by, for example, a third party service provider. Further, the abnormal situation prevention system 35 may be communicatively coupled to computers/devices in the plant 10 via a variety of techniques and/or protocols including, for example, Ethernet, Modbus, HTML, XML, proprietary techniques/protocols, etc. Thus, although particular examples using OPC to communicatively couple the abnormal situation prevention system 35 to computers/devices in the plant 10 are described herein, one of ordinary skill in the art will recognize that a variety of other methods of coupling the abnormal situation prevention system 35 to computers/devices in the plant 10 can be used as well. In any case, the abnormal situation prevention system 35 may communicate with, and receive process variable data from, any of the computers, devices or other aspects of the plant 10, including, but not limited to a process control system (e.g., DeltaV®, Ovation® or other distributed control systems), devices and computers that conform to various standards or protocols (e.g., Foundation Fieldbus, HART, OPC, Modbus, wireless, etc.), and various transmitters, sensors and actuators which may be implemented with the devices or distributed throughout the process plant 10. As discussed further below, the data received and used by the abnormal situation prevention system 35 may be historical data, such as data from a data historian, but may also be on-line data (e.g., data collected when the process is on-line), which includes, but is not limited to, data collected on-line, at-line or in-line, as well as data collected in real-time as the process is operating.

By way of background, OPC is a standard that establishes a mechanism for accessing process data from the plant or process control system. Typically, an OPC server is implemented in a process control system to expose or provide process information from, for example, field devices. An OPC client creates a connection to an OPC server and reads or writes real-time information to or from a field device. OPC servers use OLE technology (i.e., Component Object Model or COM) to communicate with such clients so that the software applications implemented by the clients can access data from the field devices or other process plant equipment.

FIG. 2 illustrates a portion 50 of the example process plant 10 of FIG. 1 for the purpose of describing one manner in which the abnormal situation prevention system 35 and/or the alert/alarm application 43 may communicate with various devices in the portion 50 of the example process plant 10. While FIG. 2 illustrates communications between the abnormal situation prevention system 35 and one or more abnormal operation detection systems within HART and Fieldbus field devices, it will be understood that similar communications can occur between the abnormal situation prevention system 35 and other devices and equipment within the process plant 10, including any of the devices and equipment illustrated in FIG. 1.

The portion 50 of the process plant 10 illustrated in FIG. 2 includes a distributed process control system 54 having one or more process controllers 60 connected to one or more field devices 64 and 66 via input/output (I/O) cards or devices 68 and 70, which may be any desired types of I/O devices conforming to any desired communication or controller protocol. The field devices 64 are illustrated as HART field devices and the field devices 66 are illustrated as Fieldbus field devices, although these field devices could use any other desired communication protocols. Additionally, each of the field devices 64 and 66 may be any type of device such as, for example, a sensor, a valve, a transmitter, a positioner, etc., and may conform to any desired open, proprietary or other communication or programming protocol, it being understood that the I/O devices 68 and 70 must be compatible with the desired protocol used by the field devices 64 and 66.

In any event, one or more user interfaces or computers 72 and 74 (which may be any types of personal computers, workstations, etc.) accessible by plant personnel such as configuration engineers, process control operators, maintenance personnel, plant managers, supervisors, etc. are coupled to the process controllers 60 via a communication line or bus 76 which may be implemented using any desired wired or wireless communication structure and using any desired or suitable communication protocol such as, for example, an Ethernet protocol. In addition, a database 78 may be connected to the communication bus 76 to operate as a data historian that collects and stores configuration information as well as on-line process variable data, parameter data, status data, and other data associated with the process controllers 60 and field devices 64 and 66 within the process plant 10. Thus, the database 78 may operate as a configuration database to store the current configuration, including process configuration modules, as well as control configuration information for the process control system 54 as downloaded to and stored within the process controllers 60 and the field devices 64 and 66. Likewise, the database 78 may store historical abnormal situation prediction data, including statistical data collected by the field devices 64 and 66 within the process plant 10,
statistical data determined from process variables collected by the field devices 64 and 66, and other types of data that will be described below.

While the process controllers 60, I/O devices 68 and 70, and field devices 64 and 66 are typically located down within and distributed throughout the sometimes harsh plant environment, the workstations 72 and 74, and the database 78 are usually located in control rooms, maintenance rooms or other less harsh environments easily accessible by operators, maintenance personnel, etc.

Generally speaking, the process controllers 60 store and execute one or more controller applications that implement control strategies using a number of different, independently executed, control modules or blocks. The control modules lay each be made up of what are commonly referred to as function blocks, wherein each function block is a part or a subroutine of an overall control routine and operates in conjunction with other function blocks (via communications called links) to implement process control loops within the process plant 10.

As is well known, function blocks, which may be objects in an object-oriented programming protocol, typically perform one of an input function, such as that associated with a transmitter, a sensor or other process parameter measurement device, a control function, such as that associated with a control routine that performs PID, fuzzy logic, etc. control, or an output function, which controls the operation of some device, such as a valve, to perform some physical function within the process plant 10. Of course, hybrid and other types of complex function blocks exist, such as model predictive controllers (MPCs), optimizers, etc. It is to be understood that while the Fieldbus protocol and the DeltaV™ system protocol use control modules and function blocks designed and implemented in an object-oriented programming protocol, the control modules may be designed using any desired control programming scheme including, for example, sequential function blocks, ladder logic, etc., and are not limited to being designed using function blocks or any other particular programming technique.

As illustrated in FIG. 2, the maintenance workstation 74 includes a processor 74A, a memory 74B and a display device 74C. The memory 74B stores the abnormal situation prevention application 35 and the alert/alarm application 43 discussed with respect to FIG. 1 in a manner that these applications can be implemented on the processor 74A to provide information to a user via the display 74C (or any other display device, such as a printer).

Each of one or more of the Field devices 64 and 66 may include a memory (not shown) for storing routines such as routines for implementing statistical data collection pertaining to one or more process variables sensed by sensing device and/or routines for abnormal operation detection, which will be described below. Each of one or more of the field devices 64 and 66 may also include a processor (not shown) that executes routines such as routines for implementing statistical data collection and/or routines for abnormal operation detection. Statistical data collection and/or abnormal operation detection need not be implemented by software. Rather, one of ordinary skill in the art will recognize that such systems may be implemented by ally combination of software, firmware, and/or hardware within one or more field devices and/or other devices.

As shown in FIG. 2, some (and potentially all) of the field devices 64 and 66 include abnormal operation detection (i.e., abnormal situation prevention) blocks 80 and 82, which will be described in more detail below. While the blocks 80 and 82 of FIG. 2 are illustrated as being located in one of the devices 64 and in one of the devices 66, these or similar blocks could be located in any number of the field devices 64 and 66, could be located in other devices, such as the controller 60, the I/O devices 68, 70 or any of the devices illustrated in FIG. 1. Additionally, the blocks 80 and 82 could be in any subset of the devices 64 and 66.

Generally speaking, the blocks 80 and 82 or sub-elements of these blocks, collect data, such as process variable data, from the device in which they are located and/or from other devices. Additionally, the blocks 80 and 82 or sub-elements of these blocks may process the variable data and perform an analysis on the data for any number of reasons. For example, the block 80, which is illustrated as being associated with a valve, may have a stuck valve detection routine which analyzes the valve process variable data to determine if the valve is in a stuck condition. In addition, the block 80 may include a set of one or more statistical process monitoring (SPM) blocks or units such as blocks SPM1-SPM4 which may collect process variable or other data within the valve and perform one or more statistical calculations on the collected data to determine, for example, a mean, a median, a standard deviation, a root-mean-square (RMS), a rate of change, a range, a minimum, a maximum, etc. of the collected data and/or to detect events such as drift, bias, noise, spikes, etc., in the collected data. Neither the specific statistical data generated, nor the method in which it is generated, is critical. Thus, different types of statistical data can be generated in addition to, or instead of, the specific types described above. Additionally, a variety of techniques, including known techniques, can be used to generate such data. The term statistical process monitoring (SPM) block is used herein to describe functionality that performs statistical process monitoring on at least one process variable or other process parameter, and may be performed by any desired software, firmware or hardware within the device or even outside of a device for which data is collected. It will be understood that, because the SPMs are generally located in the devices where the device data is collected, the SPMs can acquire quantitatively more and qualitatively more accurate process variable data. As a result, the SPM blocks are generally capable of determining better statistical calculations with respect to the collected process variable data than a block located outside of the device in which the process variable data is collected.

It is to be understood that although the blocks 80 and 82 are shown to include SPM blocks in FIG. 2, the SPM blocks may instead be stand-alone blocks separate from the blocks 80 and 82, and may be located in the same device as the corresponding block 80 or 82 or may be in a different device. The SPM blocks discussed herein may comprise known Foundation Fieldbus SPM blocks, or SPM blocks that have different or additional capabilities as compared with known Foundation Fieldbus SPM blocks. The term statistical process monitoring (SPM) block is used herein to refer to any type of block or element that collects data, such as process variable data, and performs some statistical processing on this data to determine a statistical measure, such as a mean, a standard deviation, etc. As a result, this term is intended to cover software, firmware, hardware and/or other elements that perform this function, whether these elements are in the form of function blocks, or other types of blocks, programs, routines or elements and whether or not these elements conform to the Foundation Fieldbus protocol, or some other protocol, such as Profinet, HART, CAN, etc. protocol. If desired, the underlying operation of the blocks 80, 82 may be performed or implemented at least partially as described in U.S. Pat. No. 6,017,143, which is hereby incorporated by reference herein.

It is to be understood that although the blocks 80 and 82 are shown to include SPM blocks in FIG. 2, SPM blocks are not
required of the blocks 80 and 82. For example, abnormal operation detection routines of the blocks 80 and 82 could operate using process variable data not processed by an SPM block. As another example, the blocks 80 and 82 could each receive and operate on data provided by one or more SPM blocks located in other devices. As yet another example, the process variable data could be processed in a manner that is not provided by many typical SPM blocks. As just one example, the process variable data could be filtered by a finite impulse response (FIR) or infinite impulse response (IIR) filter such as a bandpass filter or some other type of filter. As another example, the process variable data could be trimmed so that it remained in a particular range. Of course, known SPM blocks could be modified to provide such different or additional processing capabilities.

The block 82 of FIG. 2, which is illustrated as being associated with a transmitter, may have a plugged line detection unit that analyzes the process variable data collected by the transmitter to determine if a line within the plant is plugged. In addition, the block 82 may be connected to one or more SPM blocks or units such as blocks SPM1-SPM4 which may collect process variable or other data within the transmitter and perform one or more statistical calculations on the collected data to determine, for example, a mean, a median, a standard deviation, etc. of the collected data. While the blocks 80 and 82 are illustrated as including four SPM blocks each, the blocks 80 and 82 could have any other number of SPM blocks herein for collecting and determining statistical data.


In the abnormal situation prevention systems and techniques described above and in the referenced documents, the SPM (or abnormal situation prevention) blocks 80, 82 may be associated with, or considered components of, one or more abnormal situation prevention modules. While abnormal situation prevention blocks may reside in a field device, where the faster-sampled data is available, abnormal situation prevention modules may reside in a host system or controller. The abnormal situation prevention modules may take data from one or more abnormal situation prevention blocks, and use the data to make a decision about the larger system. More generally, an abnormal situation prevention module may be developed and configured to receive data from one or more function blocks (e.g., abnormal situation prevention blocks) to support diagnostics for each type of field device, instrumentation or other equipment (e.g., valve, pump, etc.). Nonetheless, the function blocks associated with an abnormal situation prevention module may reside and be implemented by devices other than the specific equipment for which it was developed. In such cases, the abnormal situation prevention module has a distributed nature. Other abnormal situation prevention modules may be implemented entirely within one device, such as the process controller 60, despite being, directed to diagnostics for a specific field device. In any event, a diagnostics routine or technique may be developed for each equipment type for detecting, predicting and preventing abnormal situations or operation of the equipment (or process). For ease in description only, the term "abnormal situation prevention module" will be used herein to refer to such routines or techniques. An abnormal situation prevention module is therefore responsive to a set of measurements needed to perform the diagnostics, and further includes (i) a set of abnormal conditions to be detected by the module, and (ii) a set of rules, which link a change in the measurements to a corresponding abnormal condition. Furthermore, references to abnormal situation prevention modules in the description of the disclosed techniques to follow are set forth with the understanding that the techniques may be utilized in conjunction with abnormal situation prevention blocks as well.

In some cases, the configuration application 38 or other component of the abnormal situation prevention system 35 may support the development or generation of a template for each abnormal situation prevention module. For example, the configuration and development platform provided by the DeltaV™ control system may be used to create specific instances, or instantiations, of abnormal situation prevention modules from corresponding composite template blocks. Although shown and described in connection with FIG. 2 as abnormal situation prevention functionality, the modules and blocks described above may be more generally directed to implementing multivariate statistical techniques configured for process monitoring and diagnostics and fault detection as described below. In some cases, the techniques described below may include or be integrated with abnormal situation prevention modules or blocks. In any case, references to systems and techniques (and any modules, function blocks, applications, software or other components or aspects thereof) may be utilized, included, be integrated with, or otherwise be associated with the workstation tools 17, 19, operator interfaces 12A, 14A, applications 23, abnormal situation prevention system 25 and interfaces 72, 74 described above.

Turning to FIG. 3, a number of multivariate monitoring and diagnostic techniques described herein may build on and incorporate visualization and other aspects of multivariate and univariate diagnostics tools. For example, the process variable (PV) is shown with its corresponding process requirements in FIG. 3 in a chart often referred to as a Shewhart chart. Each process variable may be described in terms of the Shewhart chart, which plots the variable relative to an upper control limit (UCL) 100, a lower control limit (LCL) 102, and a Target value 104. The UCL 100 and LCL 102 are real physical limits and not statistical limits. During operation, each process variable is preferably constrained between its UCL and LCL, with the ideal value for the process variable being the Target value. Within these limits, the process variable is said to be in-control, otherwise it is said to be out of control. As indicated, the UCL and LCL represent physical limits, which may be provided by the process operating requirements. Although this manner of visualization is based on a multidimensional view of process variable data, this description of the process variables may be useful in combination with further visualization techniques based on process variable normalization, as described below.

However, a brief summary the algorithm underlying PCA is provided for reference to the various aspects that will be described further below. Although PCA is disclosed herein as a multivariate statistical analysis that may be used with various aspects of this disclosure, it should be understood that other multivariate statistical analyses may be used in place of PCA, including, but not limited to, Principal Component Regression (PCR), Partial Least Squares (PLS), Fisher Discriminant Analysis (FDA) and Canonical Variate Analysis (CVA).
For a given process, process unit, process device, etc. there are numerous measured process variables. Each of these can be used as an input variable to the PCA algorithm. Data from each of the process variables is collected either for a certain length of time, or a certain number of points, and are referred to herein as observations of the process variable. Generally, all of the process variables used in PCA are sampled simultaneously.

If \( n \) is the number of input variables, and \( n \) is the number of observations of each input variable, then the matrix \( X \) is an \( n \times m \) matrix which contains all of the observations for all input variables. In a typical process, some variables have magnitudes significantly larger than others. In order to ensure that all process variables have an equal effect on the PCA model, the \( X \) data may be autoscaled (for each input variable, subtract the mean and divide by the standard deviation). After the input variables are autoscaled, the sample covariance matrix is calculated by: \( S = X^T X / (n-1) \), where \( T \) is a transpose operation of the matrix \( X \).

An Eigenvalue-Eigenvector decomposition is performed on the sample covariance matrix: \( S = V \Lambda \), where \( V \) is a diagonal matrix containing the \( n \) Eigenvalues, sorted from largest to smallest. The columns of \( V \) are the corresponding Eigenvectors, and \( T \) is a transpose operation of the matrix \( V \). The largest Eigenvalue, and its corresponding Eigenvector, correspond to the direction in the original input spaces containing the largest amount of variation in the original process data. This is considered the first principal component. The second largest Eigenvalue, and its corresponding Eigenvector, correspond to the direction, orthogonal to the first principal component, containing the next largest amount of variation. This continues until a new orthogonal vector space, explaining all of the original process data, is created.

After the Eigenvalues and Eigenvectors are computed, PCA determines which ones of the Eigenvalues and Eigenvectors are the significant principal components, usually corresponding to the important variation in a process, and which are insignificant, usually corresponding to noise. There are many different methods that have been proposed for selecting the number of significant principal components, including, Kaiser’s Rule (i.e., selecting principal components with Eigenvalues greater than one), percent variance test (i.e., selecting the number of principal components that explain a certain percent (e.g., 80% or 90%) of the total variation in the data), parallel analysis, and cross-validation.

However, method is utilized, the final result determines the number of significant principal components, \( a \), that will be retained for the PCA model. Then, the loading matrix \( P_e \) is created by taking the first \( a \) columns from \( V \). The projection of the original observations onto the subspace defined by the loading matrix is called the score matrix, and denoted by \( T = X \cdot P_e \). The columns of \( T \) are the scores of the PCA model, referred to as \( t_1, t_2, \ldots, t_a \). The loading matrix \( P_e \), along with the means and standard deviations used in the autoscaling, are considered together to be the PCA model. This PCA model may then be applied to any future data set.

After the PCA model is created, statistically-based limits, based on the original process data, may be created for defining the normal operation of the process defined by the original data. One method that is used is Hotelling’s \( T^2 \) test, though it should be understood that other methods for deriving statistically-based limits may be utilized. When the scores exceed the limit, it can be an indication that something is abnormal in the process. Also, 2-\( \sigma \) and 3-\( \sigma \) limits, which accordingly limit the amount of variation, may alternatively be applied.

One can make several plots, based upon score data from the PCA model. The simplest plot is a plot of one of the scores versus time. In this plot, upper and lower limits are created based on statistics, and an alarm could be triggered if either threshold is exceeded. A second common plot is a scatter plot of two of the scores. Most often the first two scores, \( t_1 \) and \( t_2 \), are plotted, because these describe the largest amount of variation in the process. A number of exemplary two-score scatter plots are shown in the user interfaces described below. In these and other cases, the statistical-based limit may include or involve a circle or ellipse around the normal process data. Again, an alarm could be triggered if scores exceed these limits.

Turning to FIGS. 4 and 5, and in accordance with an aspect of the disclosure generally directed to supporting on-line monitoring and analysis of multivariate real-time process data, a process visualization technique utilizes the control limits within a multidimensional (or multivariate) set of process variables, such as in the case of the Shewhart chart above. Despite the multivariate data set, the limits may be represented in univariate form using a transformation, such as the one described below. Generally speaking, the transformation may be based on a univariate technique for monitoring multivariate data. Using the technique, process data and control limits of any number of process variables can be normalized and brought to the same standard by using a single projection parameter.

By contrast, there exist different statistical tools for off-line applications, and some of them can be used for on-line monitoring. For instance, as discussed above, Principal Component Analysis (PCA) is a technique often used to reduce dimensionality of multivariable data space to a few dimensions (often two to three). However, to implement PCA, the PCA model is developed using training data, or data from a “normal” process operation, and then the model is applied for further monitoring of the process. As discussed above, the model derived is in terms of the principal components, which are essentially dominant eigenvectors of the covariance matrix determined by the training data. As such PCA results, also referred to as scores, are not directly related to the true process variables, and hence the physical process limits of variables monitored are lost in analysis. For this reason, when using PCA tool, some statistical interpretation is often used to quantify “goodness of data”, (i.e., 95% or 99% confidence intervals are computed using Hotelling’s \( T^2 \) statistics).

Using a univariate analysis, a deterministic method is proposed for monitoring multivariate process data with a single monitoring variable. The method can be applied easily in both off- and on-line data monitoring and analysis applications. The method and model development are described as follows.

At the outset, \( X_1, X_2, \ldots, X_n \) are disclosed as representing the process variables. Each variable \( X_j \) contains \( n \) time dependent data \( x_{ji} \), where \( j \) designates a j-th sample or component of \( X_j \). For example, \( X_j = [x_{j1}, x_{j2}, \ldots, x_{jn}]^T \) where \( T \) implies a transpose operation on \( X_j \) and \( n \) is the vector dimension that is determined by the data sampling rate and the total time of data collection. With such nomenclature each process variable is described according to the transformation, \( P_j = \frac{[y - \alpha_j]^T S_x j \cdot \alpha_j}{\alpha_j} \), where \( i = 1, \ldots, n \), and \( j = 1, \ldots, m \), and where \( y \) is a variable designated to bundle together multivariable process variables, \( \alpha_j \) is a unique position assigned for variable \( X_j \), \( k_j \) is a scaling parameter and \( x_{ji} \) is the j-th component of \( X_j \). Since the transformation \( P_j \) can uniquely be defined for each variable \( X_j, i = 1, \ldots, n \), then the multivariable transformation can be defined as \( P(y) = p_1(y)^T P_2(y) \cdots P_n(y) \).

Next \( P \) is used to derive the projection model \( M_j(y) = K_j / P_j \), where \( K_j \) is a scaling factor and \( M_j(y) \) designates a
multivariate projection. Using these assignments, multivariate data is projected by the single variable y.

FIGS. 4 and 5 illustrate the resulting visualization of multiple process variables (PV1, PV2, etc.) on a single plot in relation to the respective physical operating limits for each variable. FIG. 4 depicts a plot 106 for a data point in which each of the process variables remain within the operating limits. FIG. 5 depicts a plot 108 for another data point, one in which one of the process variables may have exceeded its control limit.

To further illustrate this method (including how the visualization indicates that a control limit has been exceeded), an example is provided using six process variables, X1, X2, X3, X4, X5, and X6. Under normal operating conditions, each of these variables has an operating limit defined by |XIk| (with the assumption that data points are centered). With this information, each transformation Xp is tuned to the same level with coefficients k, so the visualizations in FIGS. 4 and 5 are obtained. This effectively defines a group of multivariate monitor settings. As can be seen, each of the six process variables has a unique position given by α, α = -10, -5, 0, 5, 10, 15, with respect to the variables y (the horizontal axis).

Furthermore, all process variables are tuned by the parameters k, k, to achieve the equal maximum response, or limit, for the maximum operating ranges given by XIk.

Now if during the monitoring stage any of the six peaks pierce through the process variable indicators, then that particular variable will have encountered an out of range event. This is shown in FIG. 5. As can be seen, process variable #6 is marginal with respect to the allowable limit, while process variable #4 clearly exceeds the limit. Nonetheless, the situation depicted in FIG. 5 clearly illustrates the normal operating condition for the six process variables.

During the monitoring stage, the events of FIGS. 4 and 5 are not isolated, or stand alone, events. They are in reality visual snippets, or frames, of continuously changing variables. That is, as new process data enters the model (at a given sampling rate) the response changes instantly. The monitoring image is therefore refreshed in accordance with the sampling rate, which may be anywhere from 0.1 to 1 second, or longer.

In this monitoring approach, when the limits for all process variables are known, the disclosed method does not require training data. For example, to create the multivariate monitor, one applies the design procedure described above and the univariate model is completed, which is not possible with other approaches. In other cases, if the process variable limits are not all known, then training data for the process variables without predefined limits may be used to determine process variable limits under normal process operating conditions, and the model can then be computed. In the case of either known or unknown limits, each of the process variables may be normalized using the univariate analysis method to define a common process variable limit (see e.g., FIG. 4), and each of the process variables may be monitored relative to the common process variable limit. Further examples of normalization, using both known and unknown process variable limits, as discussed further below and may be implemented with the univariate analysis method.

The disclosed univariate analysis method is not restricted to any particular set or type of process variables. It can be applied to any mix of process variables, (e.g., process inputs, outputs and external variables). In addition the univariate method offers a unique way for creating and analyzing process data patterns. These patterns can further be used for process diagnostics, including, abnormal situation prevention applications. For instance, if most of the time two or more peaks have a tendency to move synchronously up or down, then the corresponding process variables are correlated. Otherwise the variables are uncorrelated. Similarly, the univariate technique can be used to evaluate whether a process variable is malfunctioning. In short, the disclosed univariate data modeling and visualization method offers a technique to implement multivariate monitoring, for either on-line and off-line contexts using a single variable. The method does not require training data if the limits of all process variables are known, and as such it provides monitoring results that can easily be interpreted by the process operators.

Further information is now provided regarding three alternative methods that may be used for normalizing process variables for display in the form illustrated in FIGS. 4 and 5. To describe them, the typical process variable description illustrated in FIG. 3 (the Shewhart chart) may be considered. In this figure, the process variable is constrained between the UCL and the I. CL, and the ideal value for the process variable is the Target value. Within these limits, the process variable is said to be in-control, otherwise it is said to be out of control. As discussed above, UCL and LCL represent physical limits which may be provided by the process operating requirements. Based on this, the following data normalization methods may be utilized.

The first method may be used when process variable control limits are known for each process variable. In particular, the process variable, PV, may be normalized as a function of the control limits and the Target value:

\[ PV^* = 100\% \times \frac{\text{PV} - T}{C^2} \]

where Target = T, CL = [UCL - T] = [LCL - T].

A second method may be used when process variable control limits are not known for all of the process variables. In particular, the process variable, PV, may be normalized as a function of the training data set collected for the process variable when the process is operating normally which includes the observations of the process variable within the training data set:

\[ PV^* = 100\% \times \frac{\text{PV} - M_{pp}}{C^2} \]

where the normal process operation is represented by the training data set T[PV], M_{pp} is the mean of T[PV], and CP = \text{PV} - M_{pp} is the range of T[PV].

A third method uses a statistical autocalculation approach, which may also be used when process variable control limits are not known for all process variables. In particular, the process variable, PV, may be normalized as a function of the training data set collected for the process variable when the process is operating normally, which includes the observations of the process variable within the training data set:

\[ PV^* = 100\% \times \frac{\text{PV} - M_{pp}^2}{\delta^2 \sigma^2} \]

where the normal process operation is represented by the training dataset T[PV], \sigma^2 is the variance of T[PV], M_{pp} is
the mean of $TPV_i$, and $k_0$, $k = 1, 2, \ldots, n$ determines a statistical control limit (e.g., $3\sigma$).

Variations of these methods and other user defined control limits (and methods of determining them) may be utilized in connection with the disclosed techniques as desired.

The above-described data monitoring and analysis technique is ideal for a rapid on-line visualization and understanding of process data behavior. It can be used in process diagnostics and abnormal situation prevention applications. For instance data from multiple intelligent devices spreads over a Fieldbus can rapidly be analyzed and monitored. The same is true for data from sensor arrays and bio-microarrays. The monitoring results can also be used for process optimization and quality control. Furthermore, the method can be used with statistical data modeling methods to enhance data analysis. For instance, it can be used in parallel with the PCA method in order to speed-up and enhance interpretation of scored data.

In accordance with certain aspects of the disclosure, the above-described visualization techniques may be integrated in an operator interface that displays the process data in other ways, such as after processing via other multivariate statistical techniques, as described below. For example, the visualization of process variables with respect to their physical limits can be used in conjunction with a PCA score plot to enable more accurate decisions about the current state of the process.

The above-described univariate technique may be incorporated into a deterministic multivariate data analysis tool (examples of which are described below) that offers a method for monitoring multivariable real-time process data. In this way, the single variable monitoring model may be used for visualization of the behavior of multivariate data.

More generally, an advantage of this approach is that all process variables are bundled together within a single monitoring variable. The disclosed univariate method is well suited for both on-line and off-line applications. As mentioned above, the disclosed method requires no training, data when the operational limits of all process variables are known. The operational limits associated with process variables are used to develop the single variable monitoring model. In some cases, training data may be used for process variables for which the operational limits are not known. The model may be implemented on a number of software platforms, including, for instance, DeltaV™.

With reference now to FIGS. 6 and 7, another aspect of the disclosure is directed to the functionality provided by principal component analysis (PCA) and other multivariate statistical techniques. The PCA and other multivariate statistical techniques described below may be integrated components of a process control system, such as the distributed control systems DeltaV™ and Ovation®. Such integration supports the plant personnel utilization of PCA techniques for on-line monitoring applications. As described below, the visualization and alarms supported by the PCA and other techniques may be fully integrated into the control system along with other visualization schemes, such as the ones described above in connection with FIGS. 4 and 5. For these and other reasons, plant personnel may utilize a streamlined or single user interface without the need to monitor, maintain or support separate software applications. Implementing PCA as part of a process control system also makes it more practical to implement monitoring and diagnostics using on-line process data, as described below.

FIGS. 6 and 7 depict exemplary PCA function blocks 110, 112 for implementation of PCA-based techniques, which were discussed above, within a process control system. Generally speaking, each PCA function block 110, 112 can collect data during a training period, and at the end of the training period, develop a PCA model, and then apply the PCA model to all future data. On the left-hand side of the function block 110, 112 are the inputs to the PCA, which are the raw process variables. The outputs of the function block are the scores, corresponding to the most significant Eigenvalues.

For instance, the function blocks 110, 112 may be custom function blocks made available via the Control Studio of DeltaV™, also sold by Emerson Process Management of Austin, Tex., an interface 114 of which may be used to depict the function block input/output connections and other details. In this example, up to 20 process variables can be provided as inputs to the PCA. Of course, in general any number of inputs can be used for PCA. The outputs to the PCA block 110, 112 are process variables normally available in the DCS. There is also an input for a dependent process variable (YIN) which can be used to do Principal Component Regression (PCR), a statistical technique that may utilized in one or more of the disclosed methods described herein. Although the disclosed example shows a single variable, in general it should be understood that there can be multiple dependent variables.

The PCA function block 110, 112 may include a number of operational modes for both configuration and application of the PCA model. In the exemplary embodiments shown, the PCA function blocks 110, 112 run in two different modes: Learning and Monitoring (as determined by the True/False on the LEARN function block input). During the Learning Mode, the function block collects data from each of the input variables. For example, when a user gives the Learn command, the PCA block 110, 112 begins collecting process data for all of the input variables. The process data is stored in the computer memory, and data collection is continued indefinitely until the user gives the Monitor command.

After a sufficient amount of data has been collected, the user gives the Monitor command to the PCA block. After the Monitor command is given, the PCA block 110, 112 performs the PCA algorithm to develop a PCA model based on the data collected. Model development may include the following steps: autoscaling the input data (for each input variable, subtract its mean, and divide by its standard deviation), calculating the covariance matrix from the scaled data, calculating the Eigenvalues and Eigenvectors, determining the number of significant Eigenvectors to retain for the PCA loading matrix, and calculating statistical limits using $\sigma$-based limits, or $T^2$ Hotelling’s statistics (e.g. 95% or 99%) for the PCA scores.

When this calculation is complete, the PCA block 110, 112 proceeds into monitoring mode, where it calculates the scores, based on new process data input to the block. In particular, the new process data may be on-line process data generated in real-time. If any of the scores exceed the limit, this could indicate an abnormal situation and an alarm parameter on the block 110, 112 is set. This alarm parameter may be tied to any other part of the process control system or network.

Each visualization plot of the PCA results may be provided or generated as part of the control system operator interface. For instance, the interface may be used to generate a PCA score plot in a DeltaV™ Process History View that plots the score over time. Alternatively or additionally, data for two PCA scores may be plotted in a two-dimensional graph, as shown and addressed above and below. The statistical limit computed results either in circular or elliptical shape that may also be provided via the operator interface. An alarm may be triggered if the score exceeds the limit.

In some cases, the multivariate monitoring and diagnostics techniques described herein may be implemented in a module
(or other element or system component) of a system directed to abnormal situation prevention. Like other abnormal situation prevention algorithms, the techniques may therefore be directed to detecting abnormal process situations before they occur. These algorithms generally exhibit “alertness” and accuracy continuously for a number of abnormal situations. Accordingly, the abnormal situation prevention module may be a continuous process, rather than offering a one-time, or non-real-time solution.

The multivariate monitoring and diagnostics techniques described herein may also be utilized in batch processing, whereby the function blocks 110, 112 may collect different sets of process data for the input variables, where each set corresponds to a different on-line state of a process. For example, a user may give the Learn command when the process is operating at various capacities, such that the PCA function blocks collect process data for the input variables for a particular capacity level (e.g., a particular on-line state) when the process is operating normally. Thereafter, the user may give the Monitor command for the PCA block 110, 112 to perform the PCA algorithm to develop a PCA model based on the data collected for the particular on-line state (e.g., level of capacity). As such, a variety of PCA models may be developed, each corresponding to a different on-line state for the process when the process is operating normally. Thereafter, when the process is being executed in a particular on-line state (e.g., 50% capacity), the PCA block 110, 112 proceeds into monitoring mode using the corresponding PCA model, where it calculates the scores, based on new process data input to the block. Accordingly, a user may select from a plurality of multivariate statistical models to select the one most closely associated with the on-line state of the process to analyze the on-line, real-time operation of the process to monitor the process, detect abnormal situations, etc. In one example, the user may select a particular training session and elect to build new models customized to a particular on-line state of a process.

This aspect of the disclosure proposes a general (open source) data-driven approach for on-line (i.e., real-time) multivariate monitoring and diagnostics applications. Moreover, the approach generally supports creating and manipulating data for developing on-line models and comparing model parameters for use in diagnostics, fault detection, etc. The disclosed approach includes the definition of an integration platform for process monitoring and diagnostics, which ultimately may be implemented by using a plant-wide or networked architecture, such as the PlantWeb® architecture sold by Emerson Process Management of Austin, Tex. The proposed integration platform is based on a multivariate approach and can accommodate different computational algorithms, including those utilized in the detection techniques described below. With reference to the open source nature of the data-driven platform, it is understood that the disclosed methods and systems can receive data from different input domains (e.g., Foundation Fieldbus, HART, Modbus, OPC, wireless, etc.). The data received may be on-line process data collected from any number of different transmitters, sensors and actuators and is used to define a multivariate process domain. The same data is used by the process control system and can be stored in a data historian.

The flow of data through the disclosed system and module is shown in FIG. 8. Once data from the process enters the disclosed module, the data may be used for on-line training, on-line monitoring, or both during the same time period. Two switches SW1 and SW2 are implemented in way to support the different data paths, as desired. If training is desired, data may be accumulated until user/operator stops the accumulation process. This procedure may be accomplished by placing SW1 into an on-line training state. Any accumulated data may be stored in a File 120, and then be used in a model builder or generator 122. Each generated model may be stored as shown and made available to the components involved in the monitoring mode via, for instance, the switch SW2. When the model building, operation is completed, the model together with a training data is stored, typically as a .txt file in a model folder which resides in a database or memory (drive C:/).

Models that may be built by this data include, but are not limited to, Principal Component Analysis (PCA), Artificial Neural Networks (ANN), Fuzzy Logic and Bayesian Decision Trees. The tools for each of the algorithms may be provided in a drop-down-window fashion by, for instance, the abnormal situation prevention module. Each of these models may be used to develop predictions, as described below. The same model may also be used for on-line monitoring. When the model is in an on-line monitoring mode, the abnormal situation prevention module uses the model output (OP) to generate three types of outputs: statistical, normalized process variables (PVs), and process variable (PV) ratings. As shown in FIG. 8, each of the outputs (PV ratings, Normalized PVs & Physical Limits, and Scores & Statistical Limits) may be further used to generate alarm status (alarm diagnostics), visualizations (Operator Graphics Interface) and/or verification of the models.

The statistical output is composed of scores which are low dimensional representations of multivariate data points. The low dimensional space is obtained based on directions with largest data variation in the multivariate domain. The PCA modeling is a technique that may be used for developing scores, as has been discussed above, although other modeling techniques produce scores as well. The statistical output can also contain 95% (99%) confidence limits, or σ-based limits.

The concept of normalized process variables was described above in relation to both known and unknown process variable limits. Based on this concept, a bar chart (or other two-dimensional plot or graph) may be used for presenting normalized data. These charts may also contain physical or process limits that are useful for alarm identification.

As described below in connection with further aspects of the disclosure, the combination of the statistical limits and the physical limits in a single user interface provides a useful way for accurately identifying abnormal situation prevention alarm status, and as such offers a technique supportive of the abnormal situation prevention initiative.

Process variable ratings may be useful in connection with abnormal situation prevention because the process variable rating is basically a rating that is given to a process variable for its variability. The more variation that the process variable exhibits the higher is its rating. This is a useful parameter in that it can easily be cross-validated with ratings obtained for monitoring the same process situation at different times. For example, if all process variables exhibit the same ratings for two or more monitoring models, the confidence in monitoring models increases. To obtain the process variable ratio the following calculation may be used:

$$pV_{ratio} = \frac{1}{nS} \sqrt{\frac{1}{k} \sum_{i=1}^{k} \sigma_i \rho_{ij}^2}$$

where PV_{ratio} is the rating of the jth process variable, S is the nxn auto-scaled covariance matrix, n is the dimension of multivariate data space, trS is the trace of S, k<n is the principal component space, σi and ρ for i=1, . . . , k are, respec-
respectively, the principal Eigenvalues and Eigenvectors of $S$, and $p_j$ is the $j$th component of the eigenvector $p_j$. $p_j$ and $p_{j,s}$ are also referred to as the loadings. The ratings may be computed for each developed PCA model and can be stored in model files with other model parameters.

The above equation is composed of model parameters, and the process variable rating obtained in this fashion is intimately related to the model. Thus, if two models correctly describe the same process event, then they rate process variables in the same order. As such, the models may be verified based upon their respective ratings. This also is generally true when models are different. For example, one model may be PCA-based and the other ANN based, and their process variable ratings are generally in the same order. Exceptions may include when the process data is nonlinear (i.e., deviates significantly from the normal distribution).

It is further noted that other model parameters may be used for model validation. PCA parameters such as the eigenvector loadings $p_j$, and Eigenvalues $\lambda_j$, or ANN parameters such as the number of hidden layers and the number of outputs, are also useful parameters. Every model exhibits certain set of parameters that can be used for the validation task.

In accordance with another aspect of the disclosure, the model output data may be used to generate alarm status and, more generally, a composite, multivariate graphical interface for operators. FIGS. 9-13 illustrate exemplary graphical interfaces that display normalized process variables, process variable ratings (see FIG. 13), scores and alarm status. The graphical interface also contains tabs from which other model information and graphs can be accessed. As shown in FIG. 13, the process variable ratings may be given in parentheses, [e.g., (2)], next to the variable description in the upper left part of FIG. 13. In this particular instance there are 10 process variables, and ratings range from 1 to 10. Process variable S21531 has the rating 1, implying, it is the variable with largest variation.

With reference now to FIG. 14, accessing a BiPlot tab 130 provides the operator with an opportunity to view two score presentations as depicted in a score plot panel 132. The bi-plot is used to represent a score simultaneously with process variables, which are in the graph defined by their loadings $p_j$. The lines indicate how much of the principal component is present in process variables. For instance it can be seen that the process variable, S21531 rated 1, has largest first principal component t1 (horizontal axis). In contrast the process variable, S21008 rated 8, has the third largest principal component t3 (vertical axis). This makes perfect sense because t1 defines the direction with the largest variation in the data space, while $t_3$ is significantly one. One can explore process variable relation with other principal components by simply changing the presentation in the window in the upper right part of the graph, (e.g., scores for t1-t2 can be obtained).

The bi-plot offers an easy way to relate an on-line score (black dot) to the process variables. The line closest to the score determines the dominant process variable for the score. Now since the lines are always in the same locations and the score is the only dynamic component on the graph, the operator can quickly understand which process variable, or a group of process variables, are most influential for a score projected at any given instant of time. As such, the operator can become quickly familiar with all process variables through a single display.

With regard to implementation options, the disclosed user interface displays (and the system or module responsible for generating them) may be implemented in DeltaV™, Ovation® or any other control system platform. For instance, the PCA-based function blocks may be utilized to this end. Alternatively, Visual Basic (VB) with .NET technology may also be utilized as an implementation platform. In one case, an exemplary implementation strategy may incorporate some combination of VB.NET and DeltaV™ or Ovation®. Notwithstanding the foregoing, implementation may also be accomplished on different software platforms, (i.e., Java, Delphi, C++). Further details regarding the operator display interfaces of FIGS. 9-13 are provided below.

It is noted that despite the usefulness of PCA, the PCA technique does not readily convey information about process dynamics. This is generally due to the use of scatter plots to display the results of the PCA analysis (scores). The scatter plots, although useful, are generally static representations of process data. As discussed above, multidimensional training or monitoring data sets are projected (scored) onto the lower dimensional principal component space. Typically the first two principal components capture the largest variations in data, and as a result they produce a scatter plot with most significant information about data behavior. Hotelling's $T^2$ distribution may also be used to compute 95% or 99% confidence region, or apply $\alpha$-based limits. A knowledge of this region may be important for detection of abnormal situations because if the training data represents a normal process performance, then for any new score point inside the region one can be 95% (99%) certain that the data point is normal. In contrast, for score points outside the limit region one can be 95% (99%) certain that the data point is not normal (abnormal).

As is apparent from the above, recordation and interpretation of scores through scatter plots results in a degree of uncertainty associated with the data being interpreted incorrectly. Unfortunately, as discussed above, experience has shown that this approach often leads to false alarms. The main reason for this is that the statistically calculated limits do not take into account the actual physical limits of the process variable. Each score is a linear combination of the mean-centered input variables. For example, inside and outside the confidence limit region, there is an ambiguity of 5% (1%), such that there is not a 100% assurance that any given score is normal or abnormal, and traditional PCA is not always reliable in detecting abnormal situations. For example, a PCA score may trigger an abnormal situation when one does not exist (false alarm), and conversely a PCA score can indicate a normal behavior when the process is actually behaving abnormally (missed diagnostics). It is apparent this is not generally acceptable when determining abnormal situations and issuing abnormal alerts. The question is what happens when one takes the same linear combination of the physical limits. Because process variables have different scales, it is not always clear how one would transform these limits onto a PCA score plot.

The interface displays of FIGS. 9-13 show an exemplary manner in which an operator interface may be used to visualize the PCA model applied to the current process data, while addressing the foregoing concerns. In short, both a PCA score plot 146, which may be generated from a PCA or other multivariate analysis, and a physical limit plot 148, which may be generated from univariate analysis, are included. The combination of these two plots gives an indication of the current state of the process. In the example of FIG. 9, because the PCA scores are within the statistical limits and all of the process variables are within their physical limits, this indicates the process is in the normal operating condition, and an indicator block 150 is highlighted to that effect.

FIG. 10 illustrates an example of how, according to the PCA score plot 146, everything appears to be normal. However, one of the process variables has exceeded its physical
operating limits, as shown in the physical limit plot 148. Therefore, an indicator block 152 highlights a Missed Alarm.

Conversely, it is also possible for the PCA Score plot to indicate that there is a problem, while all of the process variables are still within their physical operating limits. FIG. 11 illustrates this case, which we call a False Alarm as depicted by an indicator block 154. Therefore, a true alarm condition is detected when both the statistical limits on the PCA plot and the physical operating limits are exceeded. This is illustrated in FIG. 12 with an indicator block 156.

Referring to FIG. 13, it is shown that the graphical representations are accompanied by a user-selectable graphic for selecting previous sets of collected data, shown as a slide bar, and a user-selectable graphic of principal components, shown as a drop down menu. The slide bar, or other graphical representation, enables the user to select previously collected data based on a previous operation of the process, and generate PCA scores based on the previously collected data. The graphical representations may then be updated with the PCA score, such that a user may readily access and analyze any previous process operations for abnormal behavior. Still further, it is noted that the process variables may be expressed as a function of their process limits, which may include a common process limit as discussed above. Likewise, selection of different principal components enables a user to view the operation of different process variables having different degrees of significance on the process, and the graphical representations may be updated accordingly.

FIGS. 15-19 illustrate different states of an exemplary user interface that presents dynamic process data visualization together with the PCA scoring of control limits in a manner similar to that shown in connection with the embodiments of FIGS. 9-14. As described above, the control limits of seven process variables have been normalized to a unique value, and if the PCA score for this case is outside the 95% confidence region, a warning may be issued. These two graphical illustrations run simultaneously on-line for any incoming data. In addition, the PCA score plot contains one point, which is dynamic, while the peaks in the process variable monitor chance according to the data inputs. When all peaks are below a control limit line 160, the process is in control and operation is normal. The corresponding statistical score should also be inside a limit circle 162. That situation is depicted in FIG. 6. Similarly when one or more peaks cross the limit line 160, the out of control or abnormal condition occurs and the PCA score should be outside the limit circle 162, as shown in FIG. 17.

False call diagnostics may also be experienced. In FIG. 18, the score is outside the limit circle 162 (abnormal), while all process variables are below the limit line 160 (normal). This case is clearly a false alert to be ignored. However, the opposite can also occur. The case illustrated in FIG. 19 shows the situation in which the score is inside the limit circle 162 (normal), while the process variable indicator indicates that process variable #2 has violated limits requirements (abnormal). This is the case of missed detection, or missed alert.

The two on-line graphical representations can accurately diagnose whether a data point corresponds to a normal or abnormal process situation. Moreover if an abnormal situation occurs, process variables that have violated normal status can instantly be identified. The significance of these variables for process operations, however, may not be the same. The importance of process variables for a particular monitoring requirement are determined from the PCA loading values in the loading matrix P. If the process variable signaling an alert is associated with a small PCA loading value it may have a very little significance to process operations, and the alert may be classified simply as warning. In contrast, if the loading value is high a variable is likely to be significant for process operations and high alert should be advised.

The foregoing visualization techniques and accompanying operator interfaces may be realized within any process control system architecture or platform and, in any case, may be supported by the functionality implemented by the PCA block described above.

FIGS. 20 and 21 depict further alternative operator interfaces generated in accordance with the disclosed techniques, both of which support on-line monitoring, diagnostics, and false alarm detection functionality, as described above. In particular, FIG. 20 depicts the process variables in a bar graph as a percentage of their process variable limits, which may include a common process variable limit, as discussed above.

Detection of Steady-State Operation with Multivariate Statistical Techniques

FIGS. 22 and 23 are directed to another aspect of the disclosure relating to recognizing and detecting steady-state operation using a PCA-based statistical signature.

Many abnormal situation prevention algorithms rely on making a detection by learning the initial state of one or more of the process variables, and then triggering an alarm when the process variables change in a certain manner. However, many of these abnormal situation prevention algorithms also require that the process be in a steady-state, both before training for the initial conditions, and before making a detection. It is easy for a human operator to look at a plot of one or more process variables, and tell whether or not they are at a steady-state. However, to create an algorithm which can reliably make this determination is significantly more difficult.

A technique directed to detecting steady-state is now described. The technique is capable of making the determination based on monitoring multiple process variables.

In the past, given a process variable x, the mean and standard deviation can be calculated over non-overlapping sampling windows of a given length (e.g. five minutes). The mean is calculated by

\[ \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \]

and the standard deviation is calculated by

\[ s = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2} \]

where n is the number of samples, and \( x_1, x_2, \ldots, x_n \) are the samples of the process variable x taken over the sampling window.

Let \( \bar{x}_1 \) and \( s_1 \) be the mean and standard deviation calculated in one sampling window, and \( \bar{x}_2 \) and \( s_2 \) the mean and standard deviation calculated over the next sampling window. Then, if \( |\bar{x}_1 - \bar{x}_2| \leq 3s_1 \), one can say the process is in steady-state. Conversely, if \( |\bar{x}_1 - \bar{x}_2| > 3s_1 \), then the process is not in a steady-state.

One next address what should constitute the parameter s used in this calculation. If the process is in steady-state, and the sampling window is chosen correctly, we should find that \( s_{\text{norm}} = s_1 \). In that case, it should not matter whether we take \( s_{\text{norm}} \) or \( s_s \). However a more robust algorithm, which would result in smaller limits for declaring steady-state (and there-
fore, we would be more certain that when the abnormal situation prevention module starts running, the process really is in a steady-state) would be to use the minimum of $s_1$ and $s_2$, or $s = \text{min}(s_1, s_2)$.

In that case, the criteria for declaring steady-state is $\bar{x}_1 - \bar{x}_2 = \text{min}(s_1, s_2)$.

Of course, it would be possible to make the multiple of “2” a user-configurable parameter. However, this complicates the configuration of an abnormal situation prevention system, particularly when there are many process variables.

The functionality of calculating mean and standard deviation of a process variable and determining steady-state, as well as other functionality not documented here, may be encapsulated into a Statistical Process Monitoring (SPM) block, as described above.

In accordance with another aspect of the disclosure, a steady-state detection technique includes using the scores generated by a PCA model (rather than the process variable data directly) to determine whether a process with multiple process variables is in a steady state. FIG. 22 illustrates an SPM block 170 coupled to a PCA block 172 used to determine whether or not a system with multiple process variables (IN1, IN2, IN3, ... ) is currently at steady-state. The PCA block 172 may correspond with the function block described above.

The embodiment shown in FIG. 22 implements steady state detection using only the first score of a PCA model. Recall that in a PCA model, the first score, corresponding to the largest Eigenvalue value, and calculated from the first loading vector, represents the largest amount of variation in the process. So, for example, in some processes, this might correspond to a load change that propagates through to most of the other process variables. In a case like this, if only the first principal component meets the steady-state criteria, then we could probably say that the whole system is in steady-state.

While the first component may be the most statistically significant, alternative embodiments may use multiple scores of the PCA model, as shown in FIG. 23. In this case, the PCA function block 172 is coupled to multiple SPM blocks 170, each SPM block 170 monitoring one of the scores of the PCA model. In this case, there would be one SPM block 170 for each principal component that was determined to be significant according to the chosen method (Kaiser’s rule, percent variance, parallel analysis, etc.). A logic block 174 may then be used to make a steady-state determination for the entire system. If all of the SPM blocks 170 indicate a steady-state, then steady-state can be declared for the entire system. If any of the blocks 170 show an unsteady process, then we declare that the entire system is not at steady-state.

A method implementing this technique may include collecting process data from all process variables, creating a PCA model of the process, coupling the first PCA score to a Statistical Process Monitoring (SPM) block, and declaring the system to be at a steady-state if the SPM block declares the first PCA score to be at a steady-state. The SPM block calculates means ($\bar{x}_1$ and $\bar{x}_2$) and standard deviations ($s_1$ and $s_2$) of an input variable over consecutive non-overlapping sampling windows, and declares that the input variable is at a steady-state if $|\bar{x}_1 - \bar{x}_2| \leq \text{min}(s_1, s_2)$, where $n$ is any real number.

In some cases, steady-state is determined by $|\bar{x}_1 - \bar{x}_2| \leq \text{min}(s_1, s_2)$. Alternatively, steady-state is determined by $|\bar{x}_1 - \bar{x}_2| \leq \text{min}(s_1, s_2)$. In an exemplary embodiment, $n = 3$.

The techniques and methods described above may be implemented with one or more additional SPM blocks coupled to the second and greater PCA Scores, and a logic module which takes as inputs the steady-state detection of each of the SPM blocks and generates an output signal that indicates that the entire system is at a steady-state if all of the SPM blocks indicate a steady-state. The logic module may additionally declare the entire system to be an unsteady process if any of the SPM blocks indicates an unsteady process.

Alternatively or additionally, other multivariate techniques may be used with the SPM block for detecting steady state. Such techniques include PLS, PCR, FDA, CVA, etc.

Although shown in FIGS. 22 and 23 as involving multiple, separate units, the disclosed techniques and methods may be implemented in a single, integrated function block (e.g., a Fieldbus function block) or a field device interface module, a control system, or a standalone software application.

Detection of Transient Dynamics

FIGS. 24-37 are directed to another aspect of the disclosure relating to the detection of transient dynamics using multivariate statistical techniques. Dynamic behavior is commonly encountered in process operations. For instance, a process exhibits transient behavior due to changes in input or load variables such as flow rates. This is quite common in fired heaters because they usually run under various flowrates of crude oil.

When doing fault or abnormal situation detection, it is important to distinguish between normal operating condition and transient data. This is because in transient region a process is not behaving in a normal fashion, and usually a false diagnostic can easily be construed. In fired heaters the outlet temperature of crude oil overshoots and takes time to drop to the normal level when the flowrate of crude oil increases. This is because the change in flowrate is faster than the change in the manipulated variable (fuel flowrate). In other words, in first order dynamic systems, final temperature will need time equal to the time constant plus any lag time to reach its new steady state point. Hence, it is useful to distinguish between dynamic transient region and steady state, or set point, regions of operation when detecting a fault or abnormal situation.

In accordance with another aspect of the disclosure, dynamic transient operation is detected using a multivariate statistical technique based on, for instance, principal component analysis (PCA). The disclosed technique is described in connection with dynamic transients in fired heaters, although the disclosed technique is well suited for implementation in connection with other process control contexts. The detection method may also integrate PCA-based techniques with principal component regression (PCR) to differentiate between abnormal situations and dynamic transients in fired heaters. The example of detecting coking (or fouling) in fired heater tube-passes will be used to illustrate the robustness of the proposed method. It is important to identify transient behavior of the process to avoid false alarms in the detection algorithm. Detection during transient modes can lead to false results and false alarms. It is also important to note that the proposed algorithm in this work can easily be extended to address transient modes in other processes or unit operations such as distillation columns and heat exchangers.

Turning to FIG. 24, fired heaters are important units in refineries and petrochemical plants. They are used to raise temperature of crude oil or heavy hydrocarbons feed to some elevated temperatures. A fired heater indicated generally at 180 includes one or more tube-passes 182. The feed is split evenly among heater passes 182. Each tube-pass 182 acts as a heat exchanger where the feed flowing inside the tube-pass 182 is heated by the burning fuel. The flow of fuel is usually manipulated to achieve desired target final temperature of the crude oil (feed stream).
One of the major problems in fired heaters is coking. Due to elevated temperatures in the fired heaters, crude oil cracks and forms a residue carbon called coke. Coke gets deposited over time on the inside surface of tubes causing lower performance of the tubes or the fired heater in general. This process is called fouling. As time progresses, the performance of fired heaters gets poorer and sudden shut down may take place to clean the fired heater. In some instances some tubes may get severe blockage. It is highly desired to monitor coke formation inside fired heater tube passes to schedule unit cleaning.

Fired heaters present a multivariate data structure that is well suited for analysis using the multivariate monitoring and diagnostics techniques and tools described herein, referred to herein at times as MMDM (i.e. multivariate monitoring and diagnostics module) tools.

The process variables (PVs) set forth in Table 1 are monitored and processed by the MMDM tools in accordance with the techniques described herein. These process variables are also illustrated in FIG. 24. It is also worth noting that all process variable data may be supplied in any desired fashion via the process control system or network, as described above, and in accordance with a variety of different architectures and platforms, such as the PlantWeb® digital plant architecture and by using Emerson Fieldbus devices, (i.e., Micro Motion coriolis flow meters and Rosemount temperature devices).

Table 1

<table>
<thead>
<tr>
<th>Monitored Process Variables</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet temperature of crude oil</td>
<td>Tin</td>
</tr>
<tr>
<td>Flow rate to each pass</td>
<td>Fp</td>
</tr>
<tr>
<td>Total flow of oil</td>
<td>F</td>
</tr>
<tr>
<td>Exit temperature of the targeted pass</td>
<td>Tout</td>
</tr>
<tr>
<td>Final temperature of crude oil (controlled variable)</td>
<td>TF</td>
</tr>
<tr>
<td>Fuel flow rate</td>
<td>FF</td>
</tr>
<tr>
<td>Final temperature of fuel</td>
<td>FTT</td>
</tr>
</tbody>
</table>

FIG. 25 presents training data scores in the space defined by principal components 1 and 2. The underlying training data was gathered for various flowrates with a single set point of the controlled variable. Approximately 30,000 real-time process data points were collected. The training data were used to develop models for the MMDM tool, and one of the scatter plots produced by the MMDM tool may correspond with the plot shown in FIG. 25. The eight clusters in the scatter plot correspond with the eight different flowrate regions in the training data.

The region inside the dashed line 190 shown in the plot of FIG. 25 corresponds with the ellipsoid shown in FIGS. 26 and 27, which, in turn, represents the 99% confidence ellipsoid. That is, the area inside the ellipsoid gives 99% probability that any score within the boundaries of the ellipsoid belongs to a normal operating condition of the fired heater unit.

Turning to FIGS. 26 and 27, the outlet temperature of tube-pass (Tout) was used as the dependent variable in this aspect of the disclosure and the other six variables were treated as independent variables. First, the six independent variables are selected for monitoring. They are used to create a normalized process variable data model, as well as PCA model with score plots. Process variable data provides training data for the model development. The model is then used to define the operator user interface for online monitoring, as depicted in FIG. 26. As described above, the interface displays the six independent process variables in both normalized and scoreplot fashions, as well as the four process alarm status indicators. Generally speaking, the interface may be generated as described above in connection with FIG. 8 and may incorporate any one or more aspects of the exemplary interfaces described in connection with FIGS. 9-21.

As for the dependent process variable (Tout), we use training data to create a regression type PCR model. This is accomplished by the MMDM tool during the model building session. The PCR model is then accessed by pushing the PCR tab in the operator interface window, and the display window depicted in FIG. 27 appears. This display window shows regression coefficients computed for the components T1, T2, . . . , Tn.

To validate a detection of transient behavior by using the PCA model developed, a validation data set (4300 data points) was created for various crude oil flowrates. FIG. 28 shows seven different regions for the crude oil flow rate for the validation data. Hence, there are six different transient (dynamic) regions in the validation data, and the PCR model was used to predict these regions from the validation data. FIG. 29 shows the predicted Tout (Y) vs. actual Tout. The overlapping plots shown in FIG. 29 exhibit the success of the PCR model in predicting the dependent variable (Y) in both steady state and transient regions. The prediction in the transient regions is slightly lagging, which is in agreement with expectations. Nevertheless, the six transient regions present in the validation data set are clearly identifiable in FIG. 29.

FIGS. 30-34 depict the use of the Hotelling (T²) computation, and the corresponding portion of the operator interface for transient region detection. Specifically, FIG. 30 shows a T² plot at the moment the transient region starts. Clearly T² spikes up as flowrate of crude oil starts to change. In addition, FIG. 30 shows that the point of operation is outside the ellipse of scoreplot t2-t3. FIG. 31 shows that dynamic (transient) region was detected by PCA even though none of the independent variables are outside the limit. As dynamic transient progresses T² stays outside the acceptable limit and the scoreplots are outside the ellipsoid. FIG. 32. Once the process settles to the new steady state region, FIG. 33, T² response is below the limit and the scoreplot is inside the ellipsoid region.

As can be seen one can use PCA scoreplots and T² representation to detect transients in process variables, as well as to estimate a transient time constant. FIG. 34 illustrates all six transient regions detected by T² for the whole validation data. The width of each transient region represents the transient duration.

FIGS. 35 and 36 depict the results of an approach that does not utilize the controlled variable in the PCR analysis. In so doing, the usefulness of incorporating the controlled variable, and how it affects the detection robustness of the proposed method, is described. In the fired heater example used in this work, the final temperature (TF) of crude oil is the controlled variable. It is desired to heat crude oil to a desired set point, final temperature. As before, a model was developed using 5 of the 6 independent variables for the same training data: final temperature (TF) of crude oil was removed from the list. The new model was verified by using the same validation data as was used in the 6 variable analysis. FIG. 35 shows that the new model is not able to detect the dynamic behavior of the process.

T² was also obtained for the validation data using the new model. FIG. 36 shows that spikes obtained in the 6 variable model no longer exist.

Based on the foregoing, the inclusion of controlled variables in the model is useful in detecting transient or dynamic behavior. This is expected since controlled variables get affected directly by changing any load or input variables. FIG. 37 is directed to a procedure for coking detection.
From the discussion presented it is apparent that during the transition period, the process behaves dynamically and the predicted Y will be different than the actual Y. Hence, it is important not to do any coke detection during a transient. The way to do that is to use behavior of T2. The detection algorithm disables coke detection if T2 is outside the limit. If T2 goes back within the acceptable limit, then coke detection will start. The procedure is illustrated in FIG. 37. The disclosed detection method and technique may be applied to other processes and unit operations such as distillation columns, heat exchangers, turbines, etc, and is well suited for different process applications in chemical, refining, power, and life science industries.

In accordance with the foregoing aspect of the disclosure, a PCA-based monitoring technique has been implemented for on-line detection of transient behavior in process operations. A PCR regression technique may also be for on-line detection of transient behavior in process operations. The combination of both PCA and PCR techniques supports the characterization of process alerts, as the disclosed techniques can distinguish between an alert of an abnormal situation prevention type and one caused by process transients. Alternative designs are possible by using techniques such as multivariable regression, artificial neural-networks and Bayesian decision trees.

Exemplary Application: Coke Detection in Fired Heaters with PCA and PCR

Turning to FIGS. 38-41, another aspect of this disclosure is directed to using PCA and PCR techniques to detect coking (or fouling) in a fired heater tube-passes. In the embodiments described below, PCA and PCR techniques are used to collect and analyze off-line data and then monitor the process on-line to detect coking. The disclosed methods and techniques may be integrated with any of the controllers, field devices and other process control system elements described herein.

As described below, the disclosed coking detection method generally includes three steps: gathering training data, developing a model using PCA and PCR techniques, and using actual and predicted values of a targeted process variable to detect the coking fault.

The training data gathered is generally real-time data, which is free of faults and representative of the expected operational range of the load variables. For example, training data may include minimum and maximum crude flow rates that are expected to be encountered in running the fired heater. The model to be developed may also benefit from having several flowrates between the minimum and maximum flowrates. In some cases, training data is gathered to cover each range of load variables, and may also include transient (i.e., dynamic) data for changing load variables. Generally, the sampling time and set point for the controlled variable may remain constant throughout the training data set.

Given data having the foregoing characteristics, the training data may be collected in a variety of ways. For instance, data may be collected on-line or be extracted from the process data historian. In any case, practice of the disclosed method is not limited to the manner in which the training data is gathered.

Multiple process variables are used to support robust coke detection in the tube-passes. In this exemplary case, the disclosed method utilizes the process variables set forth in Table 1 and depicted in FIG. 24. Of these, tube-pass outlet temperature (Tout) is the monitored dependent variable, as it should decrease with coke formation inside the tubes. For fired heaters, as coke (fault) starts forming inside the tubes, the overall heat transfer across the tube from hot side to cold side decreases. Compared to normal operation conditions (fault free), the tube-pass outlet temperature (Tout) should therefore also decrease. The other six variables in Table 1 are considered to be independent.

The fired heater provides a multivariate data structure well suited for analysis using the above-described multivariate monitoring and diagnostics module (MMDM). Once the six independent variables are selected for monitoring, the selected variables are used to create a normalized process variable data model, as well as PCA model with score plots. The gathered process variable data provides the training data for model development. The developed model is then used to generate the operator interface for on-line monitoring, as described above. As shown in, for instance, FIG. 26, the six independent process variables are displayed in both normalized and scoreplot fashions in conjunction with the four process alarm status indicators. The details of the model and operator interface are set forth above.

As for the dependent process variable (Tout), the training data is also used to create a regression-type PCR model. As described above, the generation of the PCR model is accomplished automatically by the MMDM tool during implementation of the model building procedure. The PCR model may then be accessed by selecting the PCR tab in the operator interface, which may generate the exemplary display window shown in FIG. 27. As described above, this display window shows regression coefficients computed for the score components T1, T2, , , Tn.

Embodyments of the disclosed fired heater monitoring system and method suitable for coke detection are now described.

Coke formation can be indicated if the actual value of Tout (Y) is consistently lower than the predicted value Tout (Y). This means that the actual pass outlet temperature is continuously lower than the predicted temperature. In this case no false alarms or alerts will be ever issued. Absolute values or mean values of Y can be used for this purpose. It will be illustrated later that the deviation of actual Y from Y can give excellent indication of the severity of coking. This is an excellent tool that can be used by plant engineers and operators to schedule unit cleaning or shut down based on the actual unit performance. It is recommended that the ratio Y/Y be plotted as a function of time. This way the engineers or operators can continuously monitor the performance of the unit and detect unit degradation or coking. Alternatively, the difference between the two values can be monitored as function of time. Based on the ratio of Y to Y, plant personnel can decide what action to take. Since coking is a slow process, plant personnel may not select to enforce alarms or alerts. However, it is easy to activate alerts or alarms based on threshold limits. For example, alerts can be issued if the ratio gets down to a certain limit (λi).

For instance,

\[
\text{if } \left( \frac{Y}{Y} \right) \leq \lambda_i,
\]

then an alert may be issued.

Various alerts can be issued to indicate the severity of coking. For example, λ1 indicates low coking, λ2 indicates medium coking, etc.

More generally, the disclosed coke detection method includes the following steps: obtaining sufficient training data, developing a statistical model, and using the model for monitoring unit performance.
Training and Validation for Disclosed Technique. The training and validation data for the fired heater was generated by, and obtained from, a high-fidelity simulator, SSREGO, commercially available from OSE Systems. The sampling rate was one second. The flowrate of fuel was manipulated to achieve the desired target final temperature of the crude oil. The simulation had flexibility to introduce coking of various severity levels. The simulation was used to obtain training, data and simulation data. The seven process variables were recorded and used in the multivariate analysis provided by the MMDM tool.

The training was run with various flowrates. The flowrate and inlet temperature of the crude oil were allowed to have uniform noise, as to imitate real plant operation. Approximately 30,000 real-time process data points were collected. The training data was used to develop MMDM models, and the scatter plot produced by the MMDM tool is illustrated in FIG. 25, which clearly depicts eight clusters which correspond to the eight flow regimes in the training data. FIG. 25 also displays the 99% confidence ellipsoid. The area inside the ellipsoid gives 99% probability that any score within the boundaries of the ellipsoid belongs to a normal operating condition of the fired heater.

Several real-time simulation data files were collected with various coking levels to test the robustness of the proposed abnormal situation detection. The simulation data points contain both good and faulty data. In order to introduce coking into the tube-pass, the overall heat transfer coefficient (U) was intentionally lowered. Several data sets were gathered as follows. In Set 1, the coefficient U was lowered from 1000 to 995, then to 990, to 980, and to 950. In Set 2, the coefficient U was reduced from 1000 to 500.

In this exemplary application, the PCR regression model developed for this specific case is Y = 0.03B1*T1 + B2*T2 + B3*T3, where B0 = 0.316, B1 = 0.0215154485, B2 = 0.274120980, and B3 = -0.276083039. T1, T2, T3 are the score components determined on-line (validation data) based on variable contributions.

Before using this model for monitoring new data for fault (coke) detection, the model was tested by using new set of validation data. The purpose of this step was to ensure robustness of the model. FIG. 38 shows how accurate the PCR model was in predicting Y (Tout). The model has accuracy higher than 99.9%, excellent accuracy given that the data was scattered among various operational conditions (FIG. 25). Accuracy would be even higher if the range of operation conditions was narrower.

The model was also used to predict Y(tout) for flow rates higher than what was used in the training data by 12%. In other words, the model was used to predict behavior of the process for flow rates outside the range of flow rates used in the training data. FIG. 39 shows that the prediction worked great, again with very high accuracy. Though, it may not be highly recommended to use any model for data outside the training range.

The above-described model was used to detect coking in the validation data. The model was able to detect coking for all simulated validation data. FIG. 40 shows how the actual Y is lower than the predicted Y. The ratio of actual Y to predicted Y gets lower as the coking increases (overall heat transfer coefficient gets lower). The predicted Y is the value of Y at normal conditions (fault/coking free). From the behavior of actual Y with respect to predicted Y, plant personnel can determine the severity of coking inside tube-passes.

Another set of data was used to verify the proposed detection methodology. The set contains good data where a sudden large fault (coking) of high value is introduced. FIG. 41 shows how the ratio of actual Y to predicted Y changes. The first part of data in FIG. 41 demonstrated how good the model is in predicting the normal behavior.

In summary, the above-described technique (and underlying model) is directed to coke, fouling and other fault detection in fired heater tube passes using PCA/PCR. To that end, the inlet temperature of the crude oil, the tube-pass crude flowrate, the total crude flowrate, the tube-pass outlet temperature, the final temperature, the fuel flowrate, and the fuel outlet temperature may be monitored, and the tube-pass outlet temperature may be used as a performance indicator of the fired heater. In some cases, the performance indicator is modeled using PCA and predicted using PCR for operating conditions within the range of training data for the model. Nonetheless, PCR may be used for the prediction of the key performance indicator of the fired heater for operating conditions outside the range of the training data.

Turning to the aspects of the disclosure addressed in FIGS. 42 and 43, a PCA parameter-based technique for on-line multivariate monitoring and diagnostics of coking in fired heaters is now described. The approach is based on developing multiple Principal Component Analysis (PCA) models, and comparing the model parameters for different process operating conditions. Apart from coking detection, the disclosed technique may also be effective for determining or detecting other slow varying process changes involving a variety of different process equipment (e.g., heat exchangers, distillation columns, and membranes, etc.).

As described above, the PCA-based techniques may be integrated with a distributed process control systems (DCS) for implementation in connection with on-line monitoring and diagnostics. The disclosed techniques also enabled the creation and manipulation of data for developing on-line models and comparing model parameters. PCA-based techniques were also applied to the specific details presented by the challenge of determining coking levels in fired heaters using Principal Component Regression (PCR) analysis.

This aspect of the disclosure provides a method or detecting slow varying process changes, such as coking, without using a regression-based approach. The disclosed method is instead based on continuously, repeatedly or otherwise constantly developing PCA models during process operations, and comparing the developed models to a baseline model developed under normal process operating conditions. The disclosed technique may provide a more robust solution in certain applications (e.g., abnormal situation prevention applications) relative to others that use regression for the reasons set forth below. One main reason is that a regression-based technique generates a prediction every time data points are read from a field device communication link (e.g., Fieldbus, Modbus, wireless, etc.). As a result, regression-based techniques provide a current prediction of a process state, which may then be processed or evaluated via logic to determine a diagnostic status. This process often creates false alerts/alarms due to dynamic process changes such as setpoint and steady-state changes, as well as outlier noise in data strings. These types of alerts often become troublesome for operators and, accordingly, should be minimized if not eliminated altogether.

In contrast, the disclosed approach creates data files of predetermined dimension in the background of process operation either continually or on-demand. These data files are then used to generate PCA model updates used for evaluating process performance. As a result, the disclosed method may be more robust, as it is not entirely dependent on the
current process data values. Instead, the disclosed method may generate an alert report based on process performance diagnostic based on a longer term data behavior, which, for instance, may be determined by the size of data files. Further details of the disclosed method are described below.

At the outset, to develop PCA model one starts with a training data file. The training data may represent data collected during normal process operating conditions. As described above, the data file may thus contain rows of data (observations) and columns, where each column corresponds to an assigned process variable (PV). The process variables may be either raw data, or statistical signatures obtained from the raw data, (i.e., abnormal situation prevention block data). Consequently, the data file contains N columns and M rows with a usual assumption that N>>M. With such an assignment, the model addresses N process variables with M observations and contains M×N data matrix X, which is autoscaled as described above. The actual model may then be constructed by evaluating spectral components of the non-covariance matrix S, where \(S = X^TX/(M-1)\), which are used to rewrite S as \(S = V \cdot \Sigma \cdot V^T\),

\[
\begin{bmatrix}
\sigma_1^2 & 0 & \cdots & 0 \\
0 & \sigma_2^2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \sigma_N^2
\end{bmatrix}
\]

where \(V\) and where \(\sigma_i^2\),

\(i = 1, \ldots, N\), are eigenvalues (variances), sorted from largest to smallest, and the columns of \(V\) are the corresponding eigenvectors. The largest eigenvalue, and its corresponding, eigenvector, correspond to the direction in the original input spaces containing the largest amount of variation in the original input data.

This is considered the first principal component. The second largest eigenvalue, and its corresponding, eigenvector, correspond to the direction, orthogonal to the first principal component, containing the next largest amount of variation. This continues until a new orthogonal vector space, explaining all of the original process data, is created.

After the Eigenvalues and Eigenvectors are computed, it is necessary to determine which ones are the significant principal components, usually corresponding to the important variation in a process, and which are insignificant, usually corresponding to the noise. There are a number of known methods that can address this issue.

Whichever method is chosen, the final result is determining the number of significant principal components, a, that will be retained for the PCA model. Then, the loading matrix P \(\in \mathbb{R}^{M \times a}\) is created by taking the first a columns (eigenvectors) from V. The projection of the original observations onto the subspace defined by the loading matrix is called the score matrix, and denoted by \(T = X \cdot P\). The columns of T are called the scores of the PCA model, referred to as \(t_1, t_2, \ldots, t_a\) and the PCA model.

Training data file X. For the purpose of this aspect of the disclosure, the training data X may be selected by selecting independent process variables that affect the process behavior to be resolved, and letting those represent the first k-n columns of X, selecting dependent process variables that describe the process behavior, and letting them be represented by the last n-k columns of X. If a regression technique were to be implemented, then the first k process variables in X are used to predict the last n-k process variables.

Note, however, when developing the PCA model, X has k independent process variables only, n-k. They are used to create the loading n×a matrix P, which contains a principal component vectors (loading vectors) used to create scores t, \(\Omega_\ldots, a\), that are then employed to predict dependent variables. In the disclosed approach, the independent and dependent variables are combined to create the training data file X.

Once the PCA model is specified, the loading matrix \(P=[p_1, p_2, \ldots, p_a]\), where \(P=[p_1, \Omega, \ldots, p_a, \Omega, \ldots, p_a]\) is a loading vector for \(i=1, \ldots, a\), becomes defined. The first \(p_{1, \ldots, a}\) components of \(p_i\) are loading values corresponding to the first k independent variables in X. Similarly, \(p_{k+1, \ldots, a}\) components are loading values corresponding to the last n-k dependent variables in X. As a result, P defines the space of interrelated loading values that are directly related to the original process variables. Now each dependent variable in X, n-k of them, has a loading value metric in this space given by

\[
z_j = \sum_{i=1}^{a} \frac{p_{ji}^2}{\sigma_i^2}
\]

where \(j=k+1, \ldots, n\), and \(z_j\) is i-th eigenvalue in D.

The loading value metric \(z_j\) is the model outcome of a j-th dependent process variable with the following properties. Let X and Y be data files from the same process operation, and collected at different times. Furthermore, let \(z_j\) and v be the model outcomes respectively corresponding to X and Y of the same dependent process variable. Then if \(z_j < v\), the process behavior described by the j-th process variable is similar for X and Y. In contrast, if \(z_j > v\), the process behavior described by the j-th process variable is different for X and Y.

This property is very useful for process diagnostics, and in particular for diagnostics of slowly changing process behavior. The reason is that the loading value metric \(z_j\) reflects process behavior over a period of time specified by the operator, and as such provides a more complete diagnostics than the most current update given by the regression approach.

Fired Heater Application. The foregoing technique may used to determine the level of coking in fired heaters. As described above, the data file X was composed of the process variables defined in Table 1 and FIG. 24. Tout was the only dependent variable, while all other variables were independent. In the technique in accordance with this aspect of the disclosure, however, all variables are used to create the PCA model, and PCR is not needed.

With such an assignment, the baseline model was created under normal operating conditions, or 0% coking, and the loading value metric Z was computed for Tout. Subsequently, the same was done for different percent of coking in fired heaters, and FIG. 42 illustrates the results obtained. As can be seen in FIG. 42, there is a monotonic decrease in Z as percent of coking increases, which implies that there is a structural change in the loading space due to changes in process variable contributions as the percent of coking is varied. Note that this change is collaborative and may not be easily determined by monitoring one variable at the time.

Based on the foregoing, by placing different limits on Z, this technique may be used in a diagnostics/fault detection method or system. Alerts and alarms issued using this technique are more reliable because each model represents the behavior of Z based on the length of time used to gather the model data. Moreover, while running, the detection method
may be entirely transparent to operators. This is because the detection method may be running in the background of the monitoring console, and may be configured to alert operators of abnormal situations only when the set limits are exceeded or violated. The flow chart in FIG. 43 illustrates how the method or system may be implemented in accordance with one embodiment. Note that, with this approach, false alarms and alerts may be avoided and performance of process parameters may nonetheless be rigorously monitored with time.

With this aspect of the disclosure, a PCA model parameter may be defined and applied for on-line diagnostics, which may be useful in connection with coking in fired heaters and a variety of process equipment faults or abnormal situations. The model parameter may be derived using PCA loadings and variance information, and a loading value metric may be defined for the dependent or independent process variables. In some cases, the disclosed method may be used for observing long term coking, rather than instantaneous or most current changes. For instance, the disclosed method may be used for on-line long term collaborative diagnostics. Alternatively or additionally, the disclosed method may provide an alternative approach to regression analysis. The disclosed method may be implemented in connection with a number of control system platforms, including, for instance, DeltaV™ and Ovation®, and with a variety of process equipment and devices, such as the Rosemount 3420 FF Interface Module. Alternatively, the disclosed method and system may be implemented as a stand alone abnormal situation prevention application. In either case, the disclosed method and system may be configured to generate alerts and otherwise support the regulation of coking levels in fired heaters.

One of ordinary skill in the art will recognize that the exemplary systems and methods described above may be modified in various ways. For example, blocks may be omitted or reordered, additional blocks may be added, etc. For example, with regard to FIG. 7, the block 146 could be implemented at a different point in the flow. Similarly, the block 148 could be implemented as part of a separate routine, and thus it could actually occur at various points with the flow of FIG. 7 depending upon when a suitable command is received to initiate implementation of the separate routine.

The above-described examples involving abnormal situation prevention modules and abnormal situation prevention blocks are disclosed with the understanding that practice of the disclosed systems, methods, and techniques is not limited to such contexts. Rather, the disclosed systems, methods, and techniques are well suited for use with any diagnostics system, application, routine, technique or procedure, including those having a different organizational structure, component arrangement, or other collection of discrete parts, units, components, or items, capable of selection for monitoring, data collection, etc. Other diagnostics systems, applications, etc., that specify the process parameters being utilized in the diagnostics may also be developed or otherwise benefit from the systems, methods, and techniques described herein. Such individual specification of the parameters may then be utilized to locate, monitor, and store the process data associated therewith. Furthermore, the disclosed systems, methods, and techniques need not be utilized solely in connection with diagnostic aspects of a process control system, particularly when such aspects have yet to be developed or are in the early stages of development. Rather, the disclosed systems, methods, and techniques are well suited for use with any elements or aspects of a process control system, process plant, or process control network, etc.

The methods, processes, procedures and techniques described herein may be implemented using any combination of hardware, firmware, and software. Thus, systems and techniques described herein may be implemented in a standard multi-purpose processor or using specifically designed hardware or firmware as desired. When implemented in software, the software may be stored in any computer readable memory such as on a magnetic disk, a laser disk, or other storage medium, in a RAM or ROM or flash memory of a computer, processor, I/O device, field device, interface device, etc. Likewise, the software may be delivered to a user or a process control system via any known or desired delivery method including, for example, on a computer readable disk or other transportable computer storage mechanism or via communication media. Communication media typically embodies computer readable instructions data structures, program modules or other data in a modulated data signal such as a carrier wave or other transport mechanism. The term "modulated data signal" means a signal that has one or more of its characteristics set or changed in such a manner as to encode information in the signal. By way of example, and not limitation, communication media includes wired media such as a wired network, direct-wired connection, and wireless media such as acoustic, radio frequency, infrared and other wireless media. Thus, the software may be delivered to a user or a process control system via a communication channel such as a telephone line, the Internet, etc. (which are viewed as being the same as or interchangeable with providing such software via a transportable storage medium).

Thus, while the present invention has been described with reference to specific examples, which are intended to be illustrative only and not to be limiting of the invention, it will be apparent to those of ordinary skill in the art that changes, additions or deletions may be made to the disclosed embodiments without departing from the spirit and scope of the invention. The invention claimed is:

1. A system for monitoring and diagnosing on-line multivariate process variable data in a process plant, wherein the multivariate process data comprises a plurality of process variables each having a plurality of observations, the system comprising:

   a. a data collection tool adapted to collect on-line process data from a process control system within the process plant when the process is on-line, wherein the collected on-line process data comprises a plurality of observations of a plurality of process variables, and wherein the plurality of observations of a set of collected on-line process data comprises a first data space having a plurality of dimensions;

   b. an analysis tool comprising a multivariate statistical analysis engine adapted to represent the operation of the process within a second data space having fewer dimensions than the first data space based on a set of collected on-line process data comprising a measure of the operation of the process when the process is on-line, wherein the representation of the operation of the process is adapted to be executed to generate a result, and wherein the analysis tool is adapted to store the representation of the operation of the process and the set of collected on-line process data; and

   c. a monitoring tool adapted to generate an output based on a parameter of the representation of the operation of the process, wherein the parameter of the representation of the operation of the process comprises one or more of a result generated by the representation of the operation of the process, a process variable used to generate the representation of the operation of the process and the set of collected on-line process data.
2. The system of claim 1, wherein the monitoring tool comprises an execution tool adapted to execute the representation of the operation of the process to generate a score.

3. The system of claim 2, wherein the score comprises a representation of one or more observations in the second data space.

4. The system of claim 3, wherein the monitoring tool is adapted to project the observations from the set of collected data onto the second data space to generate one or more scores.

5. The system of claim 3, wherein the multivariate statistical analysis engine is adapted to represent the operation of the process as a plurality of principal components defining the second data space, wherein each principal component corresponds to an amount of variation in the set of collected process data.

6. The system of claim 2, wherein the monitoring tool is adapted to diagnose the process using the statistical output.

7. The system of claim 2, wherein the monitoring tool is adapted to determine the presence of an abnormal process condition based on the score exceeding a threshold value.

8. The system of claim 7, wherein the analysis tool is adapted to determine the threshold value based upon one or more process variable limits of the plurality of process variables.

9. The system of claim 8, wherein the one or more process variable limits of the plurality of process variables comprises one or more of the group comprising: a statistical process variable limit and a physical process variable limit.

10. The system of claim 7, wherein the monitoring tool is adapted to generate an alarm based on the presence of an abnormal process condition.

11. The system of claim 1, wherein the monitoring tool is adapted to generate a normalized process variable based on a process variable used to generate the representation of the operation of the process.

12. The system of claim 11, wherein each process variable used to generate the representation of the operation of the process comprises a known process variable limit and a known target value, wherein the monitoring tool comprises a normalization tool adapted to normalize each process variable based on the known process variable limit and the known target.

13. The system of claim 12, wherein the known process variable limit comprises a known upper process variable limit and a known lower process variable limit.

14. The system of claim 11, wherein at least one of the process variables used to generate the representation of the operation of the process comprises an unknown process variable limit, wherein the monitoring tool comprises a normalization tool adapted to calculate the unknown process variable limit based on the maximum deviation of an observation from a mean of a set of collected process variable data, wherein the observation is within a set of collected process variable data comprising a measure of the at least one process variable when the process is on-line and operating normally, and normalize the at least one process variable based on the calculated unknown process variable limit and based on the mean of the set of collected process variable data to generate a process variable limit for the at least one process variable.

15. The system of claim 11, wherein at least one of the process variables used to generate the representation of the operation of the process comprises an unknown process variable limit, wherein the monitoring tool comprises a normalization tool adapted to normalize the at least one process variable based on a mean of a set of collected process variable data comprising a measure of the at least one process variable when the process is on-line and operating normally and based on a variance of the set of collected process variable data to generate a process variable limit for the at least one process variable.

16. The system of claim 15, wherein the normalization tool is adapted to determine a statistical control limit based on the variance of the set of collected process variable data and adapted to normalize the at least one process variable based on the statistical control limit.

17. The system of claim 11, wherein the monitoring tool is adapted to generate a common process variable limit for the plurality of process variables based on the normalized process variable, and adapted to monitor each process variable in relation to the common process variable limit.

18. The system of claim 11, wherein the monitoring tool is adapted to determine the presence of an abnormal process condition if the process variable exceeds the common process variable limit.

19. The system of claim 18, wherein the monitoring tool is adapted to generate an alarm based on the presence of an abnormal process condition.

20. The system of claim 18, wherein the monitoring tool is adapted to monitor the process variable in relation to the common process variable limit based upon a result generated by the representation of the operation of the process.

21. The system of claim 1, wherein the monitoring tool is adapted to generate a process variable index based on the set of collected on-line process data and based on a component of the second data space, wherein the process variable index indicates an amount of deviation of one or more of the plurality of process variables and adapted to verify the representation of the operation of the process based on the process variable index.

22. The system of claim 21, wherein the monitoring tool comprises an index tool adapted to determine the process variable index based on a trace of the set of collected process data in the first data space and a component of the second data space, wherein the component of the second data space comprises the component used to determine the representation of the operation of the process.

23. The system of claim 22, wherein the analysis tool is adapted to generate a plurality of principal components within the first data space that define the second data space, wherein each principal component corresponds to an amount of variation in the set of collected process data and wherein the component of the second data space comprises a principal component used to define the second data space.

24. The system of claim 21, wherein the multivariate statistical analysis engine is adapted to represent the operation of the process based on the first set of collected on-line process data comprising a first measure of the operation of the process when the process is on-line, and adapted to represent the operation of the process based on the second set of collected on-line process data comprising a second measure of the operation of the process when the process is on-line, wherein the monitoring tool is adapted to generate a first process variable index based on the first set of collected on-line process data and based on a component used to determine the first representation of the operation of the process and adapted to generate a second process variable index based on the second set of collected on-line process data and based on a component used to determine the first representation of the operation of the process, and wherein the monitoring tool comprises a verification tool adapted to compare the first and second process vari-
ables to determine whether the first and second process variables are on the same order if the first and second representations of the operation of the process represent the same operation of the process.

25. The system of claim 24, wherein the analysis tool comprises a first multivariate statistical analysis engine adapted to represent the operation of the process based on the first set of collected on-line process data comprising the first measure of the operation of the process when the process is on-line, and a second multivariate statistical analysis engine adapted to represent the operation of the process based on the set of collected on-line process data comprising the second measure of the operation of the process when the process is on-line.

26. The system of claim 21, wherein the monitoring tool is adapted to store the process variable index with the representation of the operation of the process and the set of collected on-line process data.

27. The system of claim 21, wherein the index tool is adapted to determine the process variable index as a calculation of:

$$ PV_{index} = \frac{1}{n} \sum_{i=1}^{n} \frac{k}{\sigma_i^2} p_i^2 $$

wherein:

PV_{index} = the process variable index of a jth process variable,

S = an n x n auto-scaled covariance matrix of the set of collected on-line process data,

n = plurality of dimensions of the first data space,

t_S = a trace of S,

k = the plurality of dimensions of the second data space,

\sigma_i = a principal eigenvalue of S,

p_i = a principal eigenvector of S, and

p_j = the jth component of p_i.

28. The system of claim 1, further comprising a display tool adapted to generate a visualization of the output generated by the monitoring tool.

29. The system of claim 28, wherein the display tool is adapted to generate a visualization of a score generated by the representation of the operation of the process in relation to a component used to define the second data space.

30. The system of claim 29, wherein the visualization of a score generated by the representation of the operation of the process in relation to a component used to define the second data space comprises a visualization of an on-line score generated by a representation of an on-line operation of the process when the process is operating on-line in relation to a component used to define the second data space.

31. The system of claim 29, wherein the visualization of a score generated by the representation of the operation of the process in relation to a component used to define the second data space further comprises a visualization of one or more of the plurality of process variables in relation to the component used to define the second data space.

32. The system of claim 28, wherein the visualization comprises a plot of a score generated by the representation of the operation of the process versus time.

33. The system of claim 28, wherein the visualization comprises a plot of a first score generated by the representation of the operation of the process versus a second score generated by the representation of the operation of the process.

34. The system of claim 28, wherein the display tool is adapted to generate a visualization of one or more of the plurality of process variables and a process variable index associated with each of the one or more plurality of process variables indicating an amount of deviation of the associated process variable.

35. The system of claim 28, wherein the display tool is adapted to generate a visualization of one or more of the plurality of process variables in relation to a process variable limit associated with each process variable.

36. The system of claim 1, wherein the monitoring tool is adapted to generate one or more outputs selected from the group consisting of: a statistical output, a normalized process variable, and a process variable rating.

37. A method of monitoring and diagnosing on-line multivariate process variable data in a process plant, wherein the multivariate process variable data comprises a plurality of process variables each having a plurality of observations, the method comprising:

collecting on-line process data from a process control system within the process plant when the process is on-line, wherein the collected on-line process data comprises a plurality of observations of a plurality of process variables, and wherein the plurality of observations of a set of collected on-line process data comprises a first data space having a plurality of dimensions;

performing a multivariate statistical analysis, by a multivariate statistical analysis engine, to represent the operation of the process within a second data space having fewer dimensions than the first data space based on a set of collected on-line process data comprising a measure of the operation of the process when the process is on-line, wherein the representation of the operation of the process is adapted to be executed to generate a result;

storing the representation of the operation of the process and the set of collected on-line process data; and

generating an output based on a parameter of the representation of the operation of the process, wherein the parameter of the representation of the operation of the process comprises one or more of a result generated by the representation of the operation of the process, a process variable used to generate the representation of the operation of the process and the set of collected on-line process data.

38. The method of claim 37, wherein generating an output based on a parameter of the representation of the operation of the process comprises executing the representation of the operation of the process to generate a score.

39. The method of claim 38, wherein the score comprises a representation of one or more observations in the second data space.

40. The method of claim 39, further comprising projecting the observations from the set of collected data onto the second data space to generate one or more scores.

41. The method of claim 39, wherein performing a multivariate statistical analysis to represent the operation of the process comprises generating a plurality of principal components within the first data space, wherein each principal component corresponds to an amount of variation in the set of collected process data, and wherein the principal components define the second data space.

42. The method of claim 38, further comprising diagnosing the process using the statistical output.
The method of claim 38, further comprising determining the presence of an abnormal process condition if the score exceeds a threshold value.

The method of claim 33, further comprising determining the threshold value based upon one or more process variables.

The method of claim 44, wherein the one or more process variable limits of the plurality of process variables comprises one or more of the group comprising: a statistical process variable limit and a physical process variable limit.

The method of claim 13, further comprising generatng an alarm based on the presence of an abnormal process condition.

The method of claim 37, wherein generating an output based on a parameter of the representation of the operation of the process comprises generating a normalized process variable based on a process variable used to generate the representation of the operation of the process.

The method of claim 47, wherein each process variable used to generate the representation of the operation of the process comprises a known process variable limit and a known target value, wherein generating a normalized process variable comprises normalizing each process variable based on the known process variable limit and the known target value.

The method of claim 48, wherein the known process variable limit comprises a known upper process variable limit and a known lower process variable limit.

The method of claim 47, wherein at least one of the process variables used to generate the representation of the operation of the process comprises an unknown process variable limit, wherein generating a normalized process variable comprises:

- calculating the unknown process variable limit based on the maximum deviation of an observation from a mean of a set of collected process variable data, wherein the observation is within a set of collected process variable data comprising a measure of the at least one process variable when the process is on-line and operating normally; and
- normalizing the at least one process variable based on the calculated unknown process variable limit and based on the mean of the set of collected process variable data to generate a process variable limit for the at least one process variable.

The method of claim 47, wherein at least one of the process variables used to generate the representation of the operation of the process comprises an unknown process variable limit, wherein generating a normalized process variable comprises: normalizing the at least one process variable based on a mean of a set of collected process variable data comprising a measure of the at least one process variable when the process is on-line and operating normally; and normalizing the at least one process variable based on a variance of the set of collected process variable data to generate a process variable limit for the at least one process variable.

The method of claim 51, wherein generating a normalized process variable comprises:

- determining a statistical control limit based on the variance of the set of collected process variable data; and
- normalizing the at least one process variable based on the statistical control limit.

The method of claim 47, further comprising:

- generating a common process variable limit for the plurality of process variables based on the normalized process variable; and
- monitoring each process variable in relation to the common process variable limit.

The method of claim 47, further comprising determining the presence of an abnormal process condition if the process variable exceeds the common process variable limit.

The method of claim 54, further comprising generating an alarm based on the presence of an abnormal process condition.

The method of claim 54, further comprising monitoring the process variable in relation to the common process variable limit based upon a result generated by the representation of the operation of the process.

The method of claim 37, wherein generating an output based on a parameter of the representation of the operation of the process comprises generating a process variable index based on the set of collected on-line process data and based on a component of the second data space, wherein the process variable index indicates an amount of deviation of one or more of the plurality of process variables.

The method of claim 57, further comprising determining the process variable index based on a trace of the set of collected process data in the first data space and a component of the second data space, wherein the component of the second data space comprises the component used to determine the representation of the operation of the process.

The method of claim 58, wherein a plurality of principal components within the first data space define the second data space, wherein each principal component corresponds to an amount of variation in the set of collected process data and wherein the component of the second data space comprises a principal component used to define the second data space.

The method of claim 57, wherein performing a multivariate statistical analysis comprises:

- representing the operation of the process based on a first set of collected on-line process data comprising a first measure of the operation of the process when the process is on-line; and
- representing the operation of the process based on a second set of collected on-line process data comprising a second measure of the operation of the process when the process is on-line,

and wherein generating a process variable index comprises:

- generating a first process variable index based on the first set of collected on-line process data and based on a component used to determine the first representation of the operation of the process; and
- generating a second process variable index based on the second set of collected on-line process data and based on a component used to determine the first representation of the operation of the process.

The method of claim 60, wherein representing the operation of the process based on a first set of collected on-line process data comprises performing a first multivariate statistical analysis to represent the operation of the process based on a first set of collected on-line process data comprising the first measure of the operation of the process when the process is on-line, and wherein representing the operation of the process based on a second set of collected on-line process data comprises performing a second multivariate statistical analysis to represent the operation of the process based on a second set of collected on-line process data comprising the second measure of the operation of the process when the process is on-line.

The method of claim 57, further comprising storing the process variable index with the representation of the operation of the process and the set of collected on-line process data.

The method of claim 1, further comprising generating a visualization of the output generated by the monitoring tool.
64. The method of claim 63, wherein generating a visualization comprises generating a visualization of a score generated by the representation of the operation of the process in relation to a component used to define the second data space.

65. The method of claim 64, wherein the visualization of a score generated by the representation of the operation of the process in relation to a component used to define the second data space comprises a visualization of an on-line score generated by a representation of an on-line operation of the process when the process is operating on-line in relation to a component used to define the second data space.

66. The method of claim 64, wherein the visualization of a score generated by the representation of the operation of the process in relation to a component used to define the second data space further comprises a visualization of one of more of the plurality of process variables in relation to the component used to define the second data space.

67. The method of claim 63, wherein the visualization comprises a plot of a score generated by the representation of the operation of the process versus time.

68. The method of claim 63, wherein the visualization comprises a plot of a first score generated by the representation of the operation of the process versus a second score generated by the representation of the operation of the process.

69. The method of claim 63, wherein generating a visualization comprises generating a visualization of one or more of the plurality of process variables and a process variable index associated with each of the one or more plurality of process variables indicating an amount of deviation of the associated process variable.

70. The method of claim 63, wherein generating a visualization comprises generating a visualization of one or more of the plurality of process variables in relation to a process variable limit associated with each process variable.

71. A system for monitoring and diagnosing on-line multivariate process variable data in a process plant, wherein the multivariate process data comprises a plurality of process variables each having a plurality of observations, the system comprising:

(a) a data collection tool adapted to collect on-line process data from a process control system within the process plant when the process is on-line, wherein the collected on-line process data comprises a plurality of observations of a plurality of process variables, and wherein the plurality of observations of a set of collected on-line process data comprises a first data space having a plurality of dimensions;

(b) an analysis tool comprising a multivariate statistical analysis engine adapted to represent the operation of the process within a second data space having fewer dimensions than the first data space based on a set of collected on-line process data comprising a measure of the operation of the process when the process is on-line, wherein the representation of the operation of the process is adapted to be executed to generate a result, and wherein the analysis tool is adapted to store the representation of the operation of the process and the set of collected on-line process data;

(c) a normalization tool adapted to normalize two or more of the plurality of process variables; and

(d) a monitoring tool adapted to determine a process variable limit based on the normalized process variables and to monitor one or more of the process variables in relation to the process variable limit.

72. The system of claim 71, wherein each process variable used to generate the representation of the operation of the process comprises a known process variable limit and a known target value, and wherein the normalization tool is adapted to normalize two or more of the plurality of process variables as a calculation of:

\[
P' = 100\% \times \frac{PV - T}{CL^2}
\]

wherein:

- \(PV\) = a normalized process variable,
- \(T\) = the known target value,
- \(CL=|UCL-T|=LCL-T|\),
- \(UCL\) = a known upper process variable limit,
- \(LCL\) = a known lower process variable limit, and
- \(0<\eta<1\).

73. The system of claim 71, wherein at least one of the plurality of process variables used to generate the representation of the operation of the process comprises an unknown process variable limit, wherein the normalization tool is adapted to normalize two or more of the plurality of process variables as a calculation of:

\[
P' = 100\% \times \frac{PV - M_{pv}}{CL^2}
\]

wherein:

- \(PV\) = a normalized process variable,
- \(CL=|PV-M_{pv_{max}}|\) in \(\tau\{PV\},\)
- \(PV\) = an observation of a process variable,
- \(\tau\{PV\}\) = a set of collected on-line process data comprising the plurality of observations of the process variable when the process is operating normally,
- \(M_{pv}\) = the mean of \(\tau\{PV\}\), and
- \(0<\eta<1\).

74. The system of claim 71, wherein at least one of the plurality of process variables used to generate the representation of the operation of the process comprises an unknown process variable limit, wherein the normalization tool is adapted to normalize two or more of the plurality of process variables as a calculation of:

\[
P' = 100\% \times \frac{(PV - M_{pv})^2}{k\sigma^2}
\]

wherein:

- \(PV\) = a normalized process variable,
- \(k\) = a statistical process control limit,
- \(\eta=1, 2, \ldots, n\),
- \(PV\) = an observation of a process variable,
- \(\tau\{PV\}\) = a set of collected on-line process data comprising the plurality of observations of the process variable when the process is operating normally,
- \(M_{pv}\) = the mean of \(\tau\{PV\}\),
- \(\sigma=a variance\ of\ \tau\{PV\}\), and
- \(0<\eta<1\).