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(57) ABSTRACT

Aspects of the invention relate to techniques for generating
encrypted profiles for layout features. According to various
implementations of the invention, a layout feature is parti-
tioned into subdomains. The subdomains are associated with
boundary nodes and internal nodes. Based on layout design
and process profile data for the layout feature, a first electric
parameter relationship is determined for the boundary nodes
and the internal nodes. An encrypted profile for the layout
feature is then generated by converting the first electric
parameter relationship into a second electric parameter rela-
tionship involving the boundary nodes. The encrypted profile
may be used for extracting parasitic parameters associated
with the layout feature.

19 Claims, 7 Drawing Sheets

710: Encrypted profile generation tool receives
fayout data for a layout feature

720Q: Partition unit partitions the layout feature into a
plurality of subdomains

730: Initial model generation unit generates a first
model based an the layout data

740: Final model generation unit generates a
second model based on the first model

750: Encrypted profile generation tool outputs the
second model as an encrypted profile for the
layout feature
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1
ENCRYPTED PROFILES FOR PARASITIC
EXTRACTION

FIELD OF THE INVENTION

The present invention relates to the field of integrated cir-
cuit (IC) design and process technology. Various implemen-
tations of the invention may be particularly useful for gener-
ating encrypted profiles that can be used for parasitic
extraction.

BACKGROUND OF THE INVENTION

Parasitic capacitance, resistance and inductance effects are
becoming more pronounced with the advent of deep submi-
cron process technologies. Even though the processing tech-
nology advancements in copper interconnect and low-k
dielectric materials reduce parasitic resistance and capaci-
tance, the need to accurately account for parasitic effects is
growing as circuit speeds and density continue to increase.
Parasitic extraction generates circuit models and plays an
important role in various aspects of physical verification such
as timing, signal noise, substrate noise, and power grid analy-
sis.

Parasitic extraction requires solving some form of Max-
well’s equations with layout design and process profile data.
Semiconductor manufacturers, however, usually do not want
to supply original layout design and process profile data for
devices such as transistors due to the risk of disclosing their
proprietary technologies. To facilitate parasitic extraction,
electrically equivalent models for devices are usually pro-
vided instead. FIG. 1a illustrates an example of cross section
of atransistor design. The process for fabricating the gate 110
of the transistor 100 may be inferred from the corresponding
layout design and process profile data. FIG. 15 illustrates an
example of cross section of an electrically equivalent model
120 for the gate 110 shown in FIG. 1a. Even though the model
120 has a different structure compared to the gate 110, the
transistor 130 approximates the electrical characteristics of
the transistor 100 and thus can be used to replace the transistor
100 in circuits for extracting parasitic circuit models.

The electrically equivalent model illustrated in FIG. 15 is a
simplified electrically equivalent model obtained in part by
changing the dielectric constant values. While particularly
useful in some situations, a simplified electrically equivalent
model may not meet the requirement of high-accuracy para-
sitic extraction. This is especially true in the advanced tech-
nology modes. It is thus desirable to search for techniques that
can generate more accurate electrically equivalent models for
devices or layout features.

BRIEF SUMMARY OF THE INVENTION

Aspects of the invention relate to techniques for generating
encrypted profiles for layout features. According to various
implementations of the invention, a layout feature is parti-
tioned into a plurality of subdomains. The layout feature may
comprise one or more geometric elements corresponding to a
portion of or a whole of a device. The device may be, for
example, a transistor. The portion of the transistor may be the
gate portion. The plurality of subdomains are associated with
boundary nodes and internal nodes. The boundary nodes
comprise points on boundary of the layout feature and points
on conductors inside the boundary of the layout feature while
the internal nodes are points inside the boundary of the layout
feature.
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Based on layout design and process profile data for the
layout feature, a first model is generated to describe a first
electric parameter relationship involving the boundary nodes
and the internal nodes. Various approached may be employed
to generate the first model such as the finite element method
and the finite difference method. If the finite difference
method is used, the first model may be referred to as a finite
difference method model.

Based on the first model, a second model is generated to
describe a second electric parameter relationship involving
the boundary nodes. The second model and location informa-
tion of the boundary nodes may then be outputted as an
encrypted profile for the layout feature.

In some embodiments of the invention, the first electric
parameter relationship and the second electric parameter rela-
tionship are relationships of electric field flux vs. electric
potential.

If the finite difference method is used for generating the
first model, the second model may also be referred to as a
finite difference method model.

The encrypted profile for the layout feature may be used in
a parasitic extraction process to extract one or more parasitic
parameters associated with the layout feature. The one or
more parasitic parameters may comprise parasitic capaci-
tance, parasitic resistance, parasitic inductance, or any com-
bination thereof.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1a illustrates an example of an original layout design
and a process profile for a transistor; FIG. 15 illustrates an
example of a simplified electrically equivalent model for the
gate of the transistor shown in FIG. 1a.

FIG. 2 illustrates an example of a computing system that
may be used to implement various embodiments of the inven-
tion.

FIG. 3 illustrates an example of a multi-core processor unit
that may be used to implement various embodiments of the
invention.

FIG. 4 illustrates an example of a portion of a two-dimen-
sional grid formed by partitioning.

FIG. 5 illustrates an example of generating, for the gate
portion of the transistor shown in FIG. 1a, an electrically
equivalent model according to various embodiments of the
invention.

FIG. 6 illustrates an encrypted profile generation tool that
may be employed according to various embodiments of the
invention.

FIG. 7 illustrates a flowchart describing methods for gen-
erating encrypted profiles that may be employed by various
embodiments of the invention.

DETAILED DESCRIPTION OF THE INVENTION
General Considerations

Various aspects of the present invention relate to generat-
ing encrypted profiles for layout features. In the following
description, numerous details are set forth for the purpose of
explanation. However, one of ordinary skill in the art will
realize that the invention may be practiced without the use of
these specific details. In other instances, well-known features
have not been described in details to avoid obscuring the
present invention.

Some of the techniques described herein can be imple-
mented in software instructions stored on a computer-read-
able medium, software instructions executed on a computer,
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or some combination of both. Some of the disclosed tech-
niques, for example, can be implemented as part of an elec-
tronic design automation (EDA) tool. Such methods can be
executed on a single computer or on networked computers.

Although the operations of the disclosed methods are
described in a particular sequential order for convenient pre-
sentation, it should be understood that this manner of descrip-
tion encompasses rearrangements, unless a particular order-
ing is required by specific language set forth below. For
example, operations described sequentially may in some
cases be rearranged or performed concurrently. Moreover, for
the sake of simplicity, the disclosed flow charts and block
diagrams typically do not show the various ways in which
particular methods can be used in conjunction with other
methods. Additionally, the detailed description sometimes
uses terms like “partition,” “generate” and “associate” to
describe the disclosed methods. Such terms are high-level
abstractions of the actual operations that are performed. The
actual operations that correspond to these terms will vary
depending on the particular implementation and are readily
discernible by one of ordinary skill in the art.

Also, as used herein, the term “design” is intended to
encompass data describing an entire integrated circuit device.
This term also is intended to encompass a smaller group of
data describing one or more components of an entire device,
however, such as a portion of an integrated circuit device. Still
further, the term “design” also is intended to encompass data
describing more than one microdevice, such as data to be used
to form multiple microdevices on a single wafer.

Iustrative Operating Environment

The execution of various electronic design automation pro-
cesses according to embodiments of the invention may be
implemented using computer-executable software instruc-
tions executed by one or more programmable computing
devices. Because these embodiments of the invention may be
implemented using software instructions, the components
and operation of a generic programmable computer system
on which various embodiments of the invention may be
employed will first be described. Further, because of the
complexity of some electronic design automation processes
and the large size of many circuit designs, various electronic
design automation tools are configured to operate on a com-
puting system capable of simultaneously running multiple
processing threads. The components and operation of a com-
puter network having a host or master computer and one or
more remote or servant computers therefore will be described
with reference to FI1G. 2. This operating environment is only
one example of a suitable operating environment, however,
and is not intended to suggest any limitation as to the scope of
use or functionality of the invention.

In FIG. 2, the computer network 201 includes a master
computer 203. In the illustrated example, the master com-
puter 203 is a multi-processor computer that includes a plu-
rality of input and output devices 205 and a memory 207. The
input and output devices 205 may include any device for
receiving input data from or providing output data to a user.
The input devices may include, for example, a keyboard,
microphone, scanner or pointing device for receiving input
from a user. The output devices may then include a display
monitor, speaker, printer or tactile feedback device. These
devices and their connections are well known in the art, and
thus will not be discussed at length here.

The memory 207 may similarly be implemented using any
combination of computer readable media that can be accessed
by the master computer 203. The computer readable media
may include, for example, microcircuit memory devices such
as read-write memory (RAM), read-only memory (ROM),
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electronically erasable and programmable read-only memory
(EEPROM) or flash memory microcircuit devices, CD-ROM
disks, digital video disks (DVD), or other optical storage
devices. The computer readable media may also include mag-
netic cassettes, magnetic tapes, magnetic disks or other mag-
netic storage devices, punched media, holographic storage
devices, or any other medium that can be used to store desired
information.

As will be discussed in detail below, the master computer
203 runs a software application for performing one or more
operations according to various examples of the invention.
Accordingly, the memory 207 stores software instructions
209A that, when executed, will implement a software appli-
cation for performing one or more operations. The memory
207 also stores data 209B to be used with the software appli-
cation. In the illustrated embodiment, the data 209B contains
process data that the software application uses to perform the
operations, at least some of which may be parallel.

The master computer 203 also includes a plurality of pro-
cessor units 211 and an interface device 213. The processor
units 211 may be any type of processor device that can be
programmed to execute the software instructions 209A, but
will conventionally be a microprocessor device. For example,
one or more of the processor units 211 may be acommercially
generic programmable microprocessor, such as Intel® Pen-
tium® or Xeon™ microprocessors, Advanced Micro Devices
Athlon™ microprocessors or Motorola 68K/Coldfire®
microprocessors. Alternately or additionally, one or more of
the processor units 211 may be a custom-manufactured pro-
cessor, such as a microprocessor designed to optimally per-
form specific types of mathematical operations. The interface
device 213, the processor units 211, the memory 207 and the
input/output devices 205 are connected together by a bus 215.

With some implementations of the invention, the master
computing device 203 may employ one or more processing
units 211 having more than one processor core. Accordingly,
FIG. 3 illustrates an example of a multi-core processor unit
211 that may be employed with various embodiments of the
invention. As seen in this figure, the processor unit 211
includes a plurality of processor cores 301. Each processor
core 301 includes a computing engine 303 and a memory
cache 305. As known to those of ordinary skill in the art, a
computing engine contains logic devices for performing vari-
ous computing functions, such as fetching software instruc-
tions and then performing the actions specified in the fetched
instructions. These actions may include, for example, adding,
subtracting, multiplying, and comparing numbers, perform-
ing logical operations such as AND, OR, NOR and XOR, and
retrieving data. Each computing engine 303 may then use its
corresponding memory cache 305 to quickly store and
retrieve data and/or instructions for execution.

Each processor core 301 is connected to an interconnect
307. The particular construction of the interconnect 307 may
vary depending upon the architecture of the processor unit
301. With some processor cores 301, such as the Cell micro-
processor created by Sony Corporation, Toshiba Corporation
and IBM Corporation, the interconnect 307 may be imple-
mented as an interconnect bus. With other processor units
301, however, such as the Opteron™ and Athlon™ dual-core
processors available from Advanced Micro Devices of
Sunnyvale, Calif., the interconnect 307 may be implemented
as a system request interface device. In any case, the proces-
sor cores 301 communicate through the interconnect 307 with
an input/output interface 309 and a memory controller 311.
The input/output interface 309 provides a communication
interface between the processor unit 301 and the bus 215.
Similarly, the memory controller 311 controls the exchange
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of information between the processor unit 301 and the system
memory 207. With some implementations of the invention,
the processor units 301 may include additional components,
such as a high-level cache memory accessible shared by the
processor cores 301.

While FIG. 3 shows one illustration of a processor unit 301
that may be employed by some embodiments of the invention,
it should be appreciated that this illustration is representative
only, and is not intended to be limiting. For example, some
embodiments of the invention may employ a master computer
203 with one or more Cell processors. The Cell processor
employs multiple input/output interfaces 309 and multiple
memory controllers 311. Also, the Cell processor has nine
different processor cores 301 of different types. More particu-
larly, ithas six or more synergistic processor elements (SPEs)
and a power processor element (PPE). Each synergistic pro-
cessor element has a vector-type computing engine 303 with
428x428 bit registers, four single-precision floating point
computational units, four integer computational units, and a
556 KB local store memory that stores both instructions and
data. The power processor element then controls that tasks
performed by the synergistic processor elements. Because of
its configuration, the Cell processor can perform some math-
ematical operations, such as the calculation of fast Fourier
transforms (FFTs), at substantially higher speeds than many
conventional processors.

It also should be appreciated that, with some implementa-
tions, a multi-core processor unit 211 can be used in lieu of
multiple, separate processor units 211. For example, rather
than employing six separate processor units 211, an alternate
implementation of the invention may employ a single proces-
sor unit 211 having six cores, two multi-core processor units
each having three cores, a multi-core processor unit 211 with
four cores together with two separate single-core processor
units 211, etc.

Returning now to FIG. 2, the interface device 213 allows
the master computer 203 to communicate with the servant
computers 217A, 217B, 217C . . . 217x through a communi-
cation interface. The communication interface may be any
suitable type of interface including, for example, a conven-
tional wired network connection or an optically transmissive
wired network connection. The communication interface
may also be a wireless connection, such as a wireless optical
connection, a radio frequency connection, an infrared con-
nection, or even an acoustic connection. The interface device
213 translates data and control signals from the master com-
puter 203 and each of the servant computers 217 into network
messages according to one or more communication proto-
cols, such as the transmission control protocol (TCP), the user
datagram protocol (UDP), and the Internet protocol (IP).
These and other conventional communication protocols are
well known in the art, and thus will not be discussed here in
more detail.

Each servant computer 217 may include a memory 219, a
processor unit 221, an interface device 223, and, optionally,
one more input/output devices 225 connected together by a
system bus 227. As with the master computer 203, the
optional input/output devices 225 for the servant computers
217 may include any conventional input or output devices,
such as keyboards, pointing devices, microphones, display
monitors, speakers, and printers. Similarly, the processor
units 221 may be any type of conventional or custom-manu-
factured programmable processor device. For example, one
or more of the processor units 221 may be commercially
generic programmable microprocessors, such as Intel® Pen-
tium® or Xeon™ microprocessors, Advanced Micro Devices
Athlon™ microprocessors or Motorola 68K/Coldfire®
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microprocessors. Alternately, one or more of the processor
units 221 may be custom-manufactured processors, such as
microprocessors designed to optimally perform specific
types of mathematical operations. Still further, one or more of
the processor units 221 may have more than one core, as
described with reference to FIG. 3 above. For example, with
some implementations of the invention, one or more of the
processorunits 221 may be a Cell processor. The memory 219
then may be implemented using any combination of the com-
puter readable media discussed above. Like the interface
device 213, the interface devices 223 allow the servant com-
puters 217 to communicate with the master computer 203
over the communication interface.

In the illustrated example, the master computer 203 is a
multi-processor unit computer with multiple processor units
211, while each servant computer 217 has a single processor
unit 221. It should be noted, however, that alternate imple-
mentations of the invention may employ a master computer
having single processor unit 211. Further, one or more of the
servant computers 217 may have multiple processor units
221, depending upon their intended use, as previously dis-
cussed. Also, while only a single interface device 213 or 223
is illustrated for both the master computer 203 and the servant
computers, it should be noted that, with alternate embodi-
ments of the invention, either the computer 203, one or more
of the servant computers 217, or some combination of both
may use two or more different interface devices 213 or 223 for
communicating over multiple communication interfaces.

With various examples of the invention, the master com-
puter 203 may be connected to one or more external data
storage devices. These external data storage devices may be
implemented using any combination of computer readable
media that can be accessed by the master computer 203. The
computer readable media may include, for example, micro-
circuit memory devices such as read-write memory (RAM),
read-only memory (ROM), electronically erasable and pro-
grammable read-only memory (EEPROM) or flash memory
microcircuit devices, CD-ROM disks, digital video disks
(DVD), or other optical storage devices. The computer read-
able media may also include magnetic cassettes, magnetic
tapes, magnetic disks or other magnetic storage devices,
punched media, holographic storage devices, or any other
medium that can be used to store desired information.
According to some implementations of the invention, one or
more of the servant computers 217 may alternately or addi-
tionally be connected to one or more external data storage
devices. Typically, these external data storage devices will
include data storage devices that also are connected to the
master computer 203, but they also may be different from any
data storage devices accessible by the master computer 203.

It also should be appreciated that the description of the
computer network illustrated in FIG. 2 and FIG. 3 is provided
as an example only, and it not intended to suggest any limi-
tation as to the scope of use or functionality of alternate
embodiments of the invention.

Parasitic Extraction And Maxwell’s Equations

As previously noted, various embodiments of the invention
are related to parasitic extraction. Parasitic extraction usually
involves solving some form of Maxwell’s equations because
electromagnetic behavior is governed by Maxwell’s equa-
tions. Analytic formulas for simple or simplified geometry
can be used where accuracy is less important than speed, but
when the geometric configuration is not simple and accuracy
demands do not allow simplification, numerical solution ofan
appropriate form of Maxwell’s equations need to be
employed.
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Many methods employ either a differential form of or an
integral form of Maxwell’s equations. In these methods, the
whole domain in which the electromagnetic fields reside is
discretized or partitioned into a plurality of subdomains.
Some of the most common approaches are the finite differ-
ence method, the finite volume method, the finite element
method and the boundary element method. These methods
transform the differential form or the integral form of Max-
well’s equations into a linear algebraic system. Various linear
solution methods, such as direct factorization, iteration, or
multigrid methods, can be used to solve the linear algebraic
system.

To help illustrate various implementations of the invention,
the finite difference method is discussed in detail below. It
should be appreciated, however, that the invention is not
limited to methods, systems or products associated only with
the finite difference method. A person of ordinary skill in the
art would understand either the finite element method or the
finite volume method may be used in various embodiments of
the invention since the finite difference method may be con-
sidered as a special case of the finite element method and the
finite volume method. Moreover, various implementations of
the invention may use other methods such as the boundary
element method.

Finite Difference Method And Encrypted Electrically
Equivalent Model

Most parasitic extraction problems do not require solving
the full set of Maxell’s equations. The parasitic capacitance
problem, for example, is to find the relation between charge
and potential for a set of conductors: Q=CV, where C is the
capacitance matrix, V is the vector of conductor potential, and
Q is the vector of conductor charge. A column i of the matrix
C can be determined by computing the charge on all conduc-
tors when conductor iis set to 1 volt and the rest to zero volt.

The charge Q on a conductor may be computed from the
electric potential ®(r). The Laplace equation for the potential
D(r) is related to the charge Q by:

V2Or)=0 (1

Accordingly, the extraction of parasitic capacitance centers
on solving the Laplace equation.

The finite difference method may be employed to numeri-
cally solve the Laplace equation. In solving the Laplace equa-
tion, the finite difference method first partitions the domain
(space) into a plurality of subdomains such as rectangles
(including squares) in two-dimensional cases and rectangular
boxes (including cubes) in three-dimensional cases. The par-
tition forms a grid. The electric potential at each grid point
(node) is either given if the grid is on a conductor, or is
unknown if the grid is on a dielectric. This transforms the
Laplace equation into a linear equation system:

)

where A is a sparse matrix and V, is an unknown vector of
electric potentials for grid points (nodes) at dielectric, V_is a
given vector of electric potentials for conductors, and Q_is a
unknown vector of charges on the conductor mesh nodes.
This linear system can be rewritten as:
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Since V_ is given, only A,V ~=A,V_ needs to be solved.
Then the capacitance can be derived from Gauss’s Law or
from Q_=A,,V +A,,V,.

FIG. 4 illustrates an example of a portion of a two-dimen-
sional grid formed by partition. In the figure, v,, v;, v;, v;and
v,, represent electric potentials for nodes at (x,, y,), (X;, ¥)),
Xz Ya)s (X5, yp and (x,,, ¥,,), respectively. For the node at (x,,

y,), the left hand side of the Laplace equation becomes:

[4]

Vin —Vi  Vi—V Vi —Vi ViTVj
Ye—Yi  Yi—)j

0.5((ye —y) + (yi = y;)

;o 2o
Era

Xm —Xi X~ X

TGy T 050 )+ (-

where the relative dielectric permittivity is assumed to be 1.
Similar equations can be obtained for other nodes. All these
equations along with equations for the rest of nodes in the
whole domain form a linear equation system. The matrix A in
Eq. 2 can then be constructed.

As illustrated above, to construct the matrix A in Eq. 2, the
geometric parameters and dielectric or conductor information
need to be extracted from layout design and process profile
data. However, such information contains the process and
design information which semiconductor manufacturers are
reluctant to disclose. Therefore, with various implementa-
tions of the invention, an encrypted model may be generated
for a whole of or a portion of a device or a layout feature and
can be used for solving the Laplace equation with little or no
effects on accuracy requirement. The encrypted model
describes relationships among some electrical parameters for
the whole of or the portion of the device but hides the original
structure.

FIG. 5 illustrates an example of generating an encrypted
model for the gate portion of the transistor 100 shown in FI1G.
la. In this transistor, the gate (514), diffusion (516), and
contact (512) parts are conductors. The other parts including
513 and 515 are dielectrics. The gate portion 510 is parti-
tioned using a grid 520. The boundary grid points such as 530
and 540 are referred to as boundary nodes. The internal grid
points on dielectrics such as 550 and 560 are referred to as
internal nodes. For each conductor entirely within the bound-
ary, one or more points on each conductor, such as 570, are
also referred to as boundary nodes. Electric potentials at the
internal nodes and the boundary nodes may be represented by
vectors X and Y, respectively. The electric flux at the bound-
ary nodes E=(e,, e,, . . . ) may be represented by:

A A [X] 70
[Azl AzzHY}_[E}
Eq. 5 can be transformed to:

E=(dyy-A4,17"415)¥ [6]

In Eq. 6, the electric flux values at the boundary nodes are
dependent only on the electric potential values at the bound-
ary nodes while the effects of the electric potentials at the
internal nodes are included in the term A, A, 7 A ,. This
term A5, A, 1A, reflects the relationship between the elec-
tric potentials at the boundary nodes and at the internal nodes.
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Rather than disclosing detailed structure information of the
gate portion 510, semiconductor manufacturers may supply
only (A,,-A,,A;;7"A},) and coordinates of the boundary
nodes as an encrypted electrically equivalent model (or pro-
file) for parasitic extraction. The coordinates of boundary grid
points representing conductors entirely inside of boundary do
not need to be disclosed. A parasitic process using the elec-
trically equivalent model may comprise the following steps:
1) solving the regions outside the gate portion 510; 2) deter-
mining electric field flux values at the boundary nodes using
Eq. 6;and 3) forcing initial electric flux at the boundary nodes
to the determined values and go back to step 1).

While the above illustration uses capacitance extraction as
an example, a person of skill in the art would appreciate that
the invention are applicable to other parasitic extraction such
as resistance extraction. As noted before, the invention is also
not limited to the finite difference method. Other methods
such as the finite element method and the finite volume
method can use unrealizable models generated by various
embodiments of the invention.

Encrypted Profile Generation Tools And Methods

FIG. 6 illustrates an example of an encrypted profile gen-
eration tool according to various embodiments of the inven-
tion. As seen in the figure, the encrypted profile generation
tool 600 includes four units: a partition unit 620, an initial
model generation unit 640, and a final model generation unit
660. As will be discussed in more detail below, some imple-
mentations of the encrypted profile generation tool 600 may
cooperate with (or incorporate) one or more of an input data-
base 615, an output database 665 and a parasitic extraction
tool 680. While the input database 615 and the output data-
base 665 are shown as separate units in FIG. 6, a single data
storage medium may be used to implement some or all of
these databases.

According to some embodiments of the invention, one or
more of the partition unit 620, the initial model generation
unit 640, the final model generation unit 660, and the parasitic
extraction tool 680 may be implemented by executing pro-
gramming instructions on one or more programmable com-
puters/computer systems, such as the computing system illus-
trated in FIG. 2 and FIG. 3. Correspondingly, some other
embodiments of the invention may be implemented by soft-
ware instructions, stored on a non-transitory computer-read-
able medium, for instructing one or more programmable
computers/computer systems to perform the functions of one
or more of the partition unit 620, the initial model generation
unit 640, the final model generation unit 660, and the parasitic
extraction tool 680. As used herein, the term “non-transitory
computer-readable medium” refers to computer-readable
medium that are capable of storing data for future retrieval,
and not propagating electro-magnetic waves. The non-tran-
sitory computer-readable medium may be, for example, a
magnetic storage device, an optical storage device, a
“punched” surface type device, or a solid state storage device.

For ease of understanding, encrypted profile generation
methods that may be employed according to various embodi-
ments of the invention will be described with reference to
encrypted profile generation tool 600 illustrated in FIG. 6 and
the encrypted profile generation method shown in the flow
chart 700 in FIG. 7. It should be appreciated, however, that
alternate implementations of an encrypted profile generation
tool may be used to perform the encrypted profile generation
method shown in the flow chart 700 according to various
embodiments of the invention. In addition, it should be appre-
ciated that implementations of the encrypted profile genera-
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tion tool 600 may be employed with other methods for
encrypted profile generation according to different embodi-
ments of the invention.

Initially, in operation 710, the encrypted profile generation
tool 600 receives layout design and process profile data for a
layout feature for which an encrypted profile or an electrically
equivalent model is to be generated. The layout feature may
comprise one or more geometric elements corresponding to a
portion of or a whole of a device. The device may be a
transistor. The gate portion 510 in FIG. 5 is an example of the
layout feature.

Next, in operation 720, the partition unit 620 partitions the
layout feature into a plurality of subdomains. A subdomain
may have various shapes. The finite difference method usu-
ally employs rectangular shapes while the finite element
method often uses triangular shapes. These subdomains of the
layout feature may have the same or different sizes.

The plurality of subdomains are associated with boundary
nodes and internal nodes: the boundary nodes may comprise
points on the boundary of the layout feature and points on
conductors inside the boundary of the layout feature while the
internal nodes are points on dielectrics inside the boundary of
the layout feature. In FIG. 5, the partition forms a grid. Grid
points on the boundary of the gate portion 510 such as nodes
530 and 540 and a grid point on the conductor of the gate (e.g.
570) are boundary nodes while the grid points on dielectrics
inside the gate portion 510 such as nodes 550 and 560 are
internal nodes.

In operation 730, the initial model generation unit 640
generates, based on the layout data, a first model describing
an electric parameter relationship involving both the bound-
ary nodes and the internal nodes. The first model may be in the
form of a linear equation system or represented by a matrix.
For example, if the electric parameter relationship is a rela-
tionship of electric flux vs. electric potential, the first model
may be in a form similar to Eq. 5.

To derive the matrix A, the geometric information and the
electric susceptibility/conductor information for the bound-
ary nodes and the internal nodes may first be extracted from
the layout design and process profile data. Equations such as
Eq. 4 may be used to calculate elements of the matrix A.

In operation 740, the final model generation unit 660 gen-
erates, based on the first model, a second model describing an
electric parameter relationship involving the boundary nodes.
In the above example, the final model generation unit 660
may generate the second model by deriving the term (A,,—
A, A TTA ) from the matrix A.

Various techniques such as the single value decomposition
method may be employed to approximate the term (A,,-
A, A 7TA ). Insome embodiments, a low rank approxima-
tion may be employed.

In operation 760, the encrypted profile generation tool 600
outputs the second model and location information of the
boundary nodes as an encrypted profile for the layout feature.
The encrypted profile generation tool 600 may store the
encrypted profile in a medium such as a non-volatile proces-
sor accessible medium. Additionally or alternatively, the
encrypted profile generation tool 600 may display the
encrypted profile on a medium such as a monitor or print it on
paper.

The encrypted profile can be used the parasitic extraction
tool 680 to perform high-accuracy parasitic extraction, with-
out revealing the design layout and profile of the devices.
When the finite difference method is employed by the para-
sitic extraction tool 68, for example, the linear system for the
encrypted profile will be combined with the linear system for
the circuit outside the boundary to form a new linear system.
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The parasitic extraction tool 680 will then derive parasitic
parameters by solving the new linear system.

CONCLUSION

While the invention has been described with respect to
specific examples including presently preferred modes of
carrying out the invention, those skilled in the art will appre-
ciate that there are numerous variations and permutations of
the above described systems and techniques that fall within
the spirit and scope of the invention as set forth in the
appended claims. For example, while specific terminology
has been employed above to refer to electronic design auto-
mation processes, it should be appreciated that various
examples of the invention may be implemented using any
desired combination of electronic design automation pro-
cesses.

What is claimed is:

1. A method of generating encrypted profiles for layout
features, comprising:

with a computer, receiving layout design and process pro-

file data for a layout feature;

partitioning the layout feature into a plurality of subdo-

mains, the plurality of subdomains being associated
with boundary nodes and internal nodes, the boundary
nodes comprising points on boundary of the layout fea-
ture and points on conductors inside the boundary of the
layout feature, the internal nodes being points inside the
boundary of the layout feature;

generating, based on the layout design and process profile

data, a first model describing a first electric parameter
relationship involving the boundary nodes and the inter-
nal nodes;

generating, based on the first model, a second model

describing a second electric parameter relationship
involving the boundary nodes; and

outputting the second model and location information of

the boundary nodes as an encrypted profile for the layout
feature.

2. The method recited in claim 1, wherein the layout feature
comprises one or more geometric elements corresponding to
a portion of or a whole of a device.

3. The method recited in claim 2, wherein the device is a
transistor.

4. The method recited in claim 3, wherein the portion of the
transistor is gate portion of the transistor.

5. The method recited in claim 1, wherein the layout design
and process profile data comprising electric susceptibility or
permittivity information for dielectric materials in the layout
feature and conductor information.

6. The method recited in claim 1, wherein the first model
and the second model are finite difference method models.

7. The method recited in claim 1, wherein the first electric
parameter relationship and the second electric parameter rela-
tionship are relationships of electric field flux vs. electric
potential.

8. The method recited in claim 1, further comprising:

extracting one or more parasitic parameters associated

with the layout feature based on the second model.

9. The method recited in claim 8, wherein the one or more
parasitic parameters comprise parasitic capacitance.

10. A non-volatile processor-readable medium storing pro-
cessor-executable instructions for causing one or more pro-
cessors to perform a method of generating encrypted profiles
for layout features, the method comprising:
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receiving layout design and process profile data for a layout
feature;

partitioning the layout feature into a plurality of subdo-
mains, the plurality of subdomains being associated
with boundary nodes and internal nodes, the boundary
nodes comprising points on boundary of the layout fea-
ture and points on conductors inside the boundary of the
layout feature, the internal nodes being points inside the
boundary of the layout feature;

generating, based on the layout design and process profile
data, a first model describing a first electric parameter
relationship involving the boundary nodes and the inter-
nal nodes;

generating, based on the first model, a second model
describing a second electric parameter relationship
involving the boundary nodes; and

outputting the second model and location information of
the boundary nodes as an encrypted profile for the layout
feature.

11. The processor-readable medium recited in claim 10,
wherein the layout feature comprises one or more geometric
elements corresponding to a portion of or a whole of a device.

12. The processor-readable medium recited in claim 10,
wherein the first model and the second model are finite dif-
ference method models.

13. The processor-readable medium recited in claim 10,
wherein the first electric parameter relationship and the sec-
ond electric parameter relationship are relationships of elec-
tric field flux vs. electric potential.

14. The processor-readable medium recited in claim 10,
wherein the method further comprises:

extracting one or more parasitic parameters associated
with the layout feature based on the second model.

15. A system for generating encrypted profiles for layout

features, comprising:

a partition unit configurable to partition a layout feature
into a plurality of subdomains, the plurality of subdo-
mains being associated with boundary nodes and inter-
nal nodes, the boundary nodes comprising points on
boundary of the layout feature and points on conductors
inside the boundary of the layout feature, the internal
nodes being points inside the boundary of the layout
feature;

an initial model generation unit configurable to generate,
based on layout design and process profile data for the
layout feature, a first model describing a first electric
parameter relationship involving the boundary nodes
and the internal nodes;

a final model generation unit configurable to generate,
based on the first model, a second model describing a
second electric parameter relationship involving the
boundary nodes.

16. The system recited in claim 15, wherein the layout
feature comprises one or more geometric elements corre-
sponding to a portion of or a whole of a device.

17. The system recited in claim 15, wherein the first model
and the second model are finite difference method models.

18. The system recited in claim 15, wherein the first electric
parameter relationship and the second electric parameter rela-
tionship are relationships of electric field flux vs. electric
potential.

19. The system recited in claim 15, wherein the method
further comprises:

extracting one or more parasitic parameters associated
with the layout feature based on the second model.
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