(57) Abstract

Methods to display and manage upstream and downstream dependencies of a resource in a group of resources (200), and to define and establish services based on a predetermined group of resources are described. A method to automatically indicate upstream and downstream resource dependencies includes selecting a first resource, determining a second resource (the second resource dependent on the first resource), determining a third resource (the first resource dependent on the third resource), displaying a graphical indication of the first resource, the second resource, and the third resource, and graphically indicating the dependence between the first and second resources and the dependence between the first and third resources. A method to automatically establish (e.g., create, copy, or move or migrate) a service includes obtaining a template identifying resources (200), one or more dependencies between the identified resources, and properties associated with the identified resources, and establishing dependencies between the resources of the resource group as indicated in the template.
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Display and Management of Computer Resource Properties

Background

The invention relates generally to computer networks and, more specifically, to displaying and managing resources in a computer network environment.

Many organizations have a substantial number of computers in operation, often located far apart. For example, a company with many work sites may have a computer at each location to track inventories, monitor productivity, and perform administrative tasks such as payroll. Typically, some or all of an organization's computers may be interconnected to form a network, where two computer systems are interconnected if they are capable of exchanging information. The connection need not be by copper wire; infrared, fiber optics, microwaves, and communication satellites may also be used.

One common computer network model is the client-server model. In a client-server network, a client computer system (a client) sends a request message to a server computer system (a server) asking the server to perform some service (e.g., do some task or provide some information). The server may then perform the service and send a reply back to the client. Thus, clients are generally consumers of services and servers are generally providers of services.

A popular client-server network is the clustered network organization promoted by Microsoft® for computers running under the Windows NT® operating system. Referring to FIG. 1, current embodiments of cluster 100 include two computer systems (referred to as nodes 102 and 104) interconnected via an optional private communication link (COM-LINK) 106 and one or more shared storage devices 108. Nodes 102 and 104 may also include local disks 110 and 112 respectively. Cluster 100 may be coupled to other computer systems (e.g., 114, 116, and 118) via local or wide area network 120. Any one, or more, of computer systems 114, 116, and 118 may be a stand-alone computer system or a cluster and may operate as clients or servers. In addition, nodes 102 and 104 and computer systems 114, 116, and 118 may be personal computers, workstations, or special purpose processors or multiprocessors.

The rapid and widespread adoption of computer network technology may generally be attributed to the goal of sharing resources. In the present context, a resource may be any entity (hardware or software) residing on a server that may provide a service to a client. Illustrative resources include internet protocol (IP) addresses, network names, physical storage devices, application programs, and data files.
Under some network management schemes, resources may be aggregated into groups and managed as discrete entities. Typically, a group includes all those resources (including their dependencies) needed to provide a service. Illustrative services include dynamic host configuration protocol (DHCP) services, file share services, internet information services (IIS), print spooler services, and time services. Resources are said to be dependent if there exists a relationship of reliance between them that makes it necessary for them to be in a common group to provide a service (e.g., a file sharing service). Thus, groups provide a convenient and intuitive mechanism to manage services. In a cluster for example, dependencies between a group’s resources may determine in what sequence the service’s resources are failed-over or failed-back.

In a cluster managed by Microsoft Cluster Server (MSCS) software, those resources assigned to a group may be determined by selecting the group in the MSCS Administrator’s graphical user interface (GUI). Once selected, the group’s resources are displayed in a list. If an IIS group (service) is selected, for example, the displayed list may include a storage device resource, a FTP service resource, a Gopher service resource, an IP address resource, a network name resource, and a WWW service resource.

Consider an IIS group having the resources listed above and the dependencies listed in Table 1. To determine what resources the FTP service depends on (hereinafter referred to as upstream resources), a user must select (via the MSCS’ Cluster Administration application’s GUI) the FTP service resource, specify presentation of a resource properties dialog box, and then inspect the FTP service’s dependency property. If the user wants to view the upstream resources for another of the group’s resources (e.g., the network name resource), the user must repeat this process. Cluster administration in accordance with MSCS provides a similar mechanism to view those resources which depend upon a specified resource (hereinafter referred to as downstream resources).
Table 1. Example IIS Group Resource Dependencies

<table>
<thead>
<tr>
<th>Physical Storage Resource</th>
<th>Depends on No Resource</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP Address</td>
<td>Depends on no resource</td>
</tr>
<tr>
<td>Storage Device</td>
<td>Depends on no resource</td>
</tr>
<tr>
<td>Network Name</td>
<td>Depends on the physical storage and IP</td>
</tr>
<tr>
<td></td>
<td>address resources</td>
</tr>
<tr>
<td>FTP Service</td>
<td>Depends on network name resource</td>
</tr>
<tr>
<td>Gopher Service</td>
<td>Depends on network name resource</td>
</tr>
<tr>
<td>WWW Service</td>
<td>Depends on network name and storage device resources</td>
</tr>
</tbody>
</table>

The inability of a user to conveniently determine a group’s dependency structure (that is, the upstream and downstream dependencies for each of the group’s resources) may make it difficult to quickly and accurately manage a group’s resources (e.g., modify, add, or delete a dependency relationship). It may also make it difficult for a user (e.g., network manager) to assess what services will be lost in the event a resource is taken off-line. Further, a complete view (e.g., node, cluster, or network wide) of resource dependencies may also allow a user to make better decisions vis à vis preventative maintenance – e.g., knowing what services may be effected by a resource being taken off-line for maintenance may enable a user to plan those actions during times of non-peak usage. In addition, current resource group management techniques do not provide a mechanism to detect and configure those resources needed to provide a service.

Thus, it would be beneficial to provide a mechanism to manage services based on predetermined groups of resources, and to display and manage the upstream and downstream dependencies of any resource in a group of resources over a computer network.

**Summary**

In one embodiment, the invention provides a method to automatically indicate upstream and downstream resource dependencies. The method includes selecting a first resource, determining a second resource (the second resource dependent on the first resource), determining a third resource (the first resource dependent on the third resource), displaying a graphical indication of the first resource, the second resource, and the third resource, and
graphically indicating the dependence between the first and second resources and the dependence between the first and third resources.

In another embodiment, the invention provides a method to automatically create and/or migrate a service. The method includes obtaining a template identifying a plurality of resources, one or more dependencies between the identified resources, and properties associated with the identified resources, identifying a node on which the identified resources are available, establishing a resource group on the identified node (the resource group including the identified resources), and establishing dependencies between the resources of the resource group as indicated in the template. Methods in accordance with this embodiment of the invention may also set a property of a resource in the resource group as indicated in the template and/or indicate that the service is available for use.

**Brief Description of the Drawings**

Figure 1 illustrates a prior art clustered computer network.

Figure 2 shows a computer system's software architecture in accordance with one embodiment of the invention.

Figures 3A and 3B show a method to display upstream and downstream dependencies for a resource group in accordance with one embodiment of the invention.

Figures 4A and 4B illustrate the presentation of resource group dependencies in accordance with the method of FIGS. 3A and 3B.

Figure 5 illustrates an alternative presentation of the resource dependencies illustrated in FIGS. 4A and 4B.

Figure 6 illustrates another presentation in accordance with the invention.

Figure 7 shows a method to modify a dependency in accordance with one embodiment of the invention.

Figures 8A and 8B illustrate the presentation of resource group dependencies in accordance with the method of FIG. 7.

Figure 9 shows a method to automatically establish a service in accordance with one embodiment of the invention.

**Detailed Description**

Techniques to manage services based on a predetermined group of resources and their dependencies, and to display and manage the upstream and downstream dependencies of any
resource in a group of resources over a computer network are described. The following embodiments, described in terms of a clustered network operating within a Windows NT® environment, are illustrative only and are not to be considered limiting in any respect.

Referring to FIG. 2, a resource management application 200 in accordance with the invention is shown as one element in a computer system's (e.g., a node's) software architecture. Resource management application 200 may communicate with the node's operating system 204 and hardware 208 via cluster application programming interface (API) module 202. In one embodiment, API module 202 is the cluster API provided by Microsoft® corporation as part of the Microsoft Cluster Server (MSCS) product (e.g., the clusapi.dll file provided as one component of the MSCS version 1.0 product).

As would be known to those of ordinary skill, API module 202 provides a predefined calling convention that applications (such as resource management application 200) may use to communicate with operating system 204. For example, resource management application 200 may invoke a cluster API 202 routine to request a list of resources associated with a specified group. Cluster API 202 may also be used by resource management application 200 to request that operating system 204 modify one or more properties of a specified resource.

Information such as the status of a node or cluster (including the node and/or cluster's resources), may be maintained by operating system 204 in a database, or database-like structure. In a Windows NT® environment, for example, this type of information is stored in NT registry 206. Thus, when resource management application 200 requests information about the upstream dependencies of a specified resource, it may issue a cluster API call to operating system 204. Operating system 204, in turn, may interrogate NT registry 206 and return the requested information to management application 200 via a conventional call-back process.

A method to display upstream and downstream dependencies for a resource group in accordance with one embodiment of the invention is shown in FIGS. 3A and 3B. A group may be selected through, for example, a graphical user interface (GUI) that displays those resource groups associated with a single node (block 300). A list of resources comprising the selected group may then be generated by, for example, executing a cluster API call that returns the desired information (block 302). From the resources determined in block 302, a list of those resources that have no upstream dependencies (i.e., that do not depend on another resource) may be generated (block 304) and indications for each of these resources (e.g., icons) displayed in a first column on a display screen (block 306). In one embodiment, a cluster API call may be made for each resource in a group to determine if upstream resources exist. Next, a
list of those resources that depend only directly on those resources indicated in the immediately prior columns (e.g., column one) is generated (block 308) and indications for each of these resources are displayed in a next (e.g., second) column on the display screen (block 310). If all of the resources determined in block 302 have not been indicated/displayed (the 'yes' prong of diamond 312), processing returns to block 308. Blocks 308 and 310 are repeated until all of the selected group's resources have been displayed – each iteration through blocks 308 and 310 placing resource icons in a subsequent column of the display. If all of the resources determined in block 302 have been indicated (the 'no' prong of diamond 312), processing continues at block 314 of FIG. 3B. If the selected group has resources configured so as to result in a second column (the 'yes' prong of diamond 314), column two is made the current column (block 316). For each resource indicated in the current column (e.g., column two), a directed line to that resource from a resource on which it depends may be indicated on the display (block 318). If there are columns whose resources have not been processed in accordance with block 318 (the 'yes' prong of diamond 320), the next column is made the current column (block 322) and processing returns to block 318. If the selected group does not include resources configured to result in a second column (the 'no' prong of diamond 314), or all resources indicated in all columns have been processed via block 318 (the 'no' prong of diamond 320), processing terminates (block 324). It will be understood that a group dependency display as described above and shown in FIGS. 3A and 3B may comprise more than three columns (layers) of dependencies. It will be further appreciated that a resource displayed in an arbitrary column N may have dependencies to one or more resources displayed in one or more prior columns (e.g., N-1, ..., 1).

By way of illustrating the method of FIGS. 3A and 3B, consider its application to an IIS group having the resources and dependencies listed in Table 1. In this example, block 302 will generate a resource list indicating the following resources: IP address, storage device, network name, FTP service, Gopher service, and WWW service. Block 304 will generate a list indicating the IP address and storage device resources. Referring to FIG. 4A, in one embodiment block 306 will place icons 400 and 402 representing the storage device and IP address resources respectively in a first column 404 of display 406. Block 308 will generate a list indicating the network name resource (in accordance with Table 1, the network name resource depends only directly on those resources indicated in a prior column -- column one 404). Block 310 will place icon 408 representing the network name resource in a second column 410 of display 406. At this time there remain IIS group resources that have not yet
been indicated (the 'yes' prong of block 312) and so processing continues at block 308. Block 308 will now generate a list indicating the FTP, Gopher, and WWW services (in accordance with Table 1, these resources depend only directly on resources associated with a prior column – column one in this example). Block 310 may place icons 412, 414, and 416 representing each of these resources in a third column 418 of display 406.

With all IIS group resources indicated as described above and illustrated in FIG. 4A, upstream and downstream dependencies may be graphically illustrated in accordance with blocks 314 through 322 of FIG. 3B. Referring now to FIG. 4B, block 316 makes column two 412 the current column. Block 318 indicates that the network name resource (indicated by icon 408) is directly dependent on the storage device and IP address resources (indicated by icons 400 and 402) by drawing directed lines 420 and 422 between them. Next, column three 418 is made the current column (block 322) and processing continues at block 318. Block 318 may now indicate that the FTP, Gopher, and WWW services (indicated by icons 412, 414, and 416 respectively) are directly dependent on the network name resource (indicated by icon 408) by drawing directed lines 424, 426, and 428. In addition, block 318 will indicate that the WWW service (indicated by icon 414) is dependent upon the storage device resource (indicated by icon 400) by drawing directed line 430. Thus, FIG. 4B indicates directly that the network name resource depends (i.e., has upstream dependencies) on both the storage device resource and the IP address resource, while also being a resource upon which the FTP, Gopher, and WWW services depend; the FTP, Gopher, and WWW services are downstream resources to the network name resource.

In another embodiment, the icons representing the group’s storage device and IP address resources (400 and 402 respectively) in FIG. 4 may be reordered to reduce, or in some cases avoid, the need to cross resource dependency lines. As shown in FIG. 5, the column-one to column-two dependencies 420 and 422 may be redrawn to 420A and 422A, while the column-one to column-three dependency 430 may be redrawn to 430A. A benefit of rearranging the icons in this manner is to reduce the amount of overlap in dependency lines so as to improve their clearness to a user.

In yet another embodiment, a method in accordance with FIG. 3 may not use directed lines. Rather, upstream and downstream dependency relationships may be displayed implicitly. For example, resources to the left of a given resource may implicitly be upstream resources, while those to the right may implicitly be downstream resources. Another way in which upstream and downstream relationships may be displayed is through a dependency tree as
shown in FIG. 6. Again, upstream and downstream dependencies are immediately and intuitively observable from the displayed information.

In still another embodiment, a method in accordance with FIGS. 3A and 3B may be applied to all groups within a node, all nodes within a cluster, all clusters within a domain, or across multiple domains. If upstream and downstream dependencies for all groups within a node are to be displayed, a user may select a node through a GUI. A method in accordance with the invention may then issue API calls to determine all groups associated with the node and, for each of these groups, a display in accordance with FIGS. 3A, 3B, and 6 may be generated. If upstream and downstream dependencies for all groups on all nodes within a cluster are to be displayed, a user may select a cluster through a GUI, and a method in accordance with the invention may then issue API calls to determine all of the cluster’s nodes and, subsequently, issue additional API calls to determine which groups are associated with each node and, for each of these groups, generate a display in accordance with FIGS. 3A, 3B, or 6. Similar techniques may be used to determine which clusters exist within a domain, and what domains are available in a network.

The ability to simultaneously display upstream and downstream dependencies within a single group, across nodes, clusters, and domains may provide important network management capability that is not currently available. For example, the simultaneous display of upstream and downstream dependencies may make it easier for a user (e.g., network manager) to assess what services will be lost in the event a resource is taken off-line, e.g., during maintenance. A complete view of a service’s dependencies may also assist the user in determining what resources must be brought back on-line, and in which order, to reestablish a service.

A graphical display of intra-group dependencies such as that shown in FIG. 5 may also be used to modify the dependencies between group resources. Referring to FIG. 7, a user may select a first resource such as by single clicking on the resource’s icon with a mouse pointer device (block 700), and dragging the selected resource onto an icon associated with a second resource (block 702). The first selected resource may then be made dependent on the second resource (block 704). A graphical representation of the newly created dependency may then be generated by a method in accordance with FIGS. FIGS. 3A and 3B (block 706).

By way of illustrating the method of FIG. 7, consider making the FTP service dependent upon the storage device resource as shown in FIGS. 8A and 8B. First, icon 400 is selected as represented by box 800 (block 700). Next, icon 400 is moved (represented by arrow 802) onto the FTP service icon 412 as represented by box 804 (block 702). Resource
management application 200 may then issue one or more API calls to operating system 204 to modify the dependency properties of the FTP service (block 704). For example, in a computer system such as that illustrated in FIG. 2, operating system 204 may modify NT registry 206. Once the FTP resource’s dependency has been modified in accordance with the user’s select-and-drag operation, a graphical representation of the group’s new dependencies may be generated by a method in accordance with FIGS. 3A and 3B, the result of which may appear as shown in FIG. 8B – the new dependency between the storage device resource and FTP service is shown by directed line 806.

In one embodiment cyclic dependencies are not allowed to form. For instance, if resource A is dependent upon resource B and resource B is dependent upon resource C, a method in accordance with the invention will not form a dependency such that resource A depends on resource C. Thus, if a user selects and drags an icon representing resource A onto an icon representing resource C, no dependency is created and the group’s graphical display is not modified.

It will be understood, that the method of FIG. 7 is not limited to adding dependencies. For instance, an existing dependency (represented by a directed line such as line 430A in FIG. 5) may be deleted by selecting it (e.g., by single clicking on 430A with a pointer device in a GUI) and then issuing a delete command via, for example, a key stroke command (e.g., delete) or a pop-up menu. The resulting action may be relayed to operating system 204 by resource management application 200 via calls to cluster API 202 and a graphical representation of the group’s modified dependencies generated by a method in accordance with FIGS. 3A and 3B.

In another aspect of the invention, a template may be defined to facilitate the detection and configuration of a network or cluster service. In this embodiment, a service template identifies those resources needed to support the service, a description of the dependencies between the service’s resources, standard service management details such as an alias name, fail-over and fail-back properties, and standard resource properties (which vary from resource to resource). Templates provide a means, and the necessary information, to automatically detect, aggregate, configure, and migrate (e.g., copy or move) resources so as to provide a service.

Referring now to FIG. 9, a method to automatically detect, group, and configure resources to provide a service is shown. First, a template describing a target service’s required resources, their properties and dependencies is acquired (block 900) – see discussion below -- and a network location is specified (902). In one embodiment, a user may specify a specific
node they want to establish the service on. In another embodiment, the user may specify a specific cluster and, in yet another embodiment, the user may specify a domain or network in which they want to establish the target service. In addition, the user may specify the search environment interactively (through a GUI, for example), or it may be specified by the template, or it may default to a standard location (the cluster executing the method, for example).

Once specified, the location is searched to determine if the specified resources exist and are available. In one embodiment, one or more API calls to the target location’s operating system may be made to determine a node’s available resources. If the resources identified in the acquired template exist and are available at the specified location (the ‘yes’ prong of diamond 904), the identified resources are aggregated into a group (block 906), intra-group dependencies are established in accordance with the template (block 908), properties of the individual resources within the group are set in accordance with the template (block 908), and the newly formed group (i.e., service) is indicated on the cluster in which it has been formed by, for example, an icon identifying the target service. The acts of aggregating and establishing resource dependencies and properties may be performed through API calls to the operating system hosting the resources. Following the act of indicating the newly formed service, or in the event that the resources identified in the acquired template do not exist or are not available (the ‘no’ prong of diamond 904), processing in accordance with the method of FIG. 9 terminates (block 914).

In one embodiment, templates are embodied in a text file that may be processed by resource management application 200. A template description file may, for example, provide a list of those resources to be included in a group to provide the target service, property settings for each of the identified resources, dependencies between the identified resources, and properties of the target service (e.g., the name of the service, fail-over and fail-back sequences, and target owner).

One benefit of this aspect of the invention is that a service defined by a template may be used to automatically establish services across multiple networks without the user (e.g., network manager) having to manually define the service on each node or cluster. This, in turn, may reduce the time, effort, and number of problems associated with installing and/or defining network services. For example, a method in accordance with FIG. 9 may be executed when a cluster is initially created to automate the service setup process generally performed by a network administrator. Another benefit of this aspect of the invention is that templates may be
used to copy or move a service (e.g., a group of resources having established dependencies and properties) from one node or cluster to another node or cluster.

Acts in accordance with FIGS. 3A, 3B, 7, and 9 may be performed by a programmable control device executing instructions organized into a program module. A programmable control device may be a single computer processor, a plurality of computer processors, one or more special purpose processors, or one or more custom designed state machines. Storage devices suitable for tangibly embodying program instructions include all forms of non-volatile memory including, but not limited to: semiconductor memory devices such as EPROM, EEPROM, and flash devices; magnetic disks (fixed, floppy, and removable); other magnetic media such as tape; and optical media such as CD-ROM disks.

While the invention has been disclosed with respect to a limited number of embodiments, numerous modifications and variations will be appreciated by those skilled in the art. It is intended, therefore, that the following claims cover all such modifications and variations that may fall within the true spirit and scope of the invention.
What is claimed is:

1. A computer executable method to indicate computer resource dependencies, comprising:
   selecting a first resource;
   determining a second resource, the second resource dependent on the first resource;
   determining a third resource, the first resource dependent on the third resource;
   displaying a graphical indication of the first resource, the second resource, and the third resource; and
   graphically indicating the dependence between the first and second resources and the dependence between the first and third resources.

2. The method of claim 1, wherein the method comprises a method to indicate resource dependencies in a clustered network environment.

3. The method of claim 1, further comprising:
   determining the second resource is dependent on the third resource; and
   graphically indicating the dependence between the second resource and the third resource.

4. The method of claim 1, further comprising:
   selecting one of the displayed graphical resource indications;
   modifying a property of the resource associated with the selected graphical indication;
   and
   displaying a graphical indication of the modified property.

5. The method of claim 4, wherein the act of modifying a property of the resource associated with the selected graphical indication comprises invoking an application program interface call to change the property of the resource.

6. The method of claim 4, wherein the method is executed by a first node in a first domain and the first, second, and third resources are associated with a second node in a second domain.
7. The method of claim 1, wherein the act of graphically indicating the dependence between the first and second resources and the dependence between the first and third resources uses a dependence tree.

8. A program storage device, readable by a programmable control device, comprising:
instructions stored on the program storage device for causing the programmable control device to
  select a first resource,
  determine a second resource, the second resource dependent on the first resource,
  determine a third resource, the first resource dependent on the third resource,
  display a graphical indication of the first resource, the second resource, and the third resource, and
  indicate graphically the dependence between the first and second resources and the dependence between the first and third resources.

9. The program storage device of claim 8, wherein the instructions to indicate graphically the dependence between the first and second resources and the dependence between the first and third resources comprise instructions to generate a columnar layout on a display, wherein the dependencies are represented by directed lines.
10. A computer executable method to indicate computer resource dependencies, comprising:
   selecting a resource group;
   determining resources associated with the selected resource group;
   generating a first list of resources from the resources associated with the selected resource group that have no upstream dependencies;
   generating a second list of resources from the resources associated with the selected resource group that depend only directly on those resources in the first list of resources;
   generating a third list of resources from the resources associated with the selected resource group that depend directly on those resources in the second list of resources;
   indicating each of the resources in the first, second, and third lists; and
   indicating direct upstream dependencies between the indications of the resources in the first and second lists, and between the indications of the resources in the second and third lists.

11. The method of claim 10, wherein the act of generating the first list of resources comprises:
   selecting a resource from the resources associated with the selected resource group; and
   issuing an application program interface call to an operating system, the application program interface call returning a list of resources that the selected resource depends upon.

12. The method of claim 10, wherein the act of indicating each of the resources in the first, second, and third lists comprises displaying graphical icons representing each of the resources.

13. The method of claim 12, wherein the act of indicating direct upstream dependencies between the indications of the resources in the first and second lists comprise displaying a directed line from a graphical icon of a resource in the first list to a graphical icon of a resource in the second list.

14. The method of claim 13, wherein the act of indicating direct upstream dependencies between the indications of the resources in the second and third lists comprise displaying a directed line from a graphical icon of a resource in the second list to a graphical icon of a resource in the third list.
15. The method of claim 14 further comprising displaying a directed line from a graphical icon of a resource in the first list to a graphical icon of a resource in the third list.

16. The method of claim 10, wherein the act of indicating each of the resources in the first, second, and third lists comprises displaying a textual name associated with each of the resources.

17. A method to establish a service, comprising:
   obtaining a template identifying resources, one or more dependencies between the identified resources, and properties associated with the identified resources;
   automatically identifying a node on which the identified resources are available;
   automatically establishing a resource group on the identified node, the resource group including the identified resources; and
   automatically establishing dependencies between the resources of the resource group as indicated in the template.

18. The method of claim 17, further comprising setting a property of a resource in the resource group as indicated in the template.

19. A program storage device, readable by a programmable control device, comprising:
   instructions stored on the program storage device for causing the programmable control device to
   obtain a template identifying resources, one or more dependencies between the identified network resources, and properties associated with the identified network resources,
   identify a node on which the identified resources are available,
   establish a resource group on the identified node, the resource group including the identified resources, and
   establish dependencies between the resources of the resource group as indicated in the template.

20. The program storage device of claim 19, further comprising instructions to set a property of a resource in the resource group as indicated in the template.
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