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SYSTEMS AND METHODS FOR AVERTING UNSANCTIONED ACCESS
TO ON-BOARD VEHICLE NETWORKS

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the benefit of U.S. Application No. 15/170,649, entitled
“Systems and Methods for Averting Unsanctioned Access to On-Board Vehicle Networks™,
which was filed on June 1, 2016, and 1s related to U.S. Patent Application No. 13/781,841
entitled “Determining Human Stimuli at Computing Devices™ and 1ssued as U.S. Patent No.
9,147,063, the disclosures of which are hereby incorporated by reference herein 1n its entirety for

all purposes.
FIELD OF THE DISCLOSURE

Technical Field

[0002] The 1nstant disclosure generally relates to averting or preventing unsanctioned access
of computing devices to networks that are on-board vehicles. More particularly, the instant
disclosure generally relates to determining whether or not conditions that are detected at a
computing device that 1s on-board a vehicle are consistent with the computing device being
operated by a person, and granting or denying the computing device access to an on-board

network based on the determination.

Background

[0003] People are able to bring their personal computing or electronic devices (e.g., cell
phone, laptop, e-reader, tablet, smart device, etc.) on-board a vehicle and utilize their devices to
access on-board communications networks while the vehicle 1s 1n transit. For example, a person
may utilize their laptop or smart phone to access a wireless network on-board an aircraft during
flight to communicatively connect to other devices on-board the aircraft, to other devices on the
ground, to the Internet, to other ground-based networks, etc., and/or to access various services
and applications. The on-board communications network 1s typically provided by a vehicle-
based communication service provider (e.g., an aircraft-based wireless Internet service provider),

and may or may not be a secured network. As 1s commonly known, access to secured networks
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typically requires a computing device to provide a network key, passcode, or password before
the device may connect to the network. While a network key, passcode, or password may be
initially entered by a person, the key, passcode, or password may be locally saved at the
computing device for future automatic accesses or connections of the device. Alternatively, an
automated password decoder may be utilized by a computing device to automatically determine
a network key, passcode, or password of a network, and thereby automatically connect to the

network.

[0004] For ease of discussion herein, an entity that provides and/or operates at least a portion
of one or more on-board communications networks, and that provides and/or operates
communications services and connectivity for the public’s personal computing devices via the
one or more on-board communications networks 1s generally referred to herein as a “‘service
provider” or an “on-board service provider.” For example, an on-board service provider may be
an airline (or another company that 1s contracted by an airline) that provides in-tlight
communications services to passengers. The on-board communications networks provided by
on-board service providers are referred to herein as “public” on-board networks, as any member
of the public may utilize his or her computing device to access the on-board network so long as
certain criteria are met, such as providing the network key, agreeing to conditions and terms,
paying for the use of the network and/or for services provided by the network, etc. A “user,” as
generally used herein, refers to a person who operates, utilizes, carries, holds, or otherwise
interacts with a computing device, such as a passenger, crew member, or other human being. For
example, a user may purchase or otherwise receive services from an on-board service provider
(e.g., in-flight communication services, entertainment services, etc.), and may utilize his or her
personal device to access those services via the on-board network while he or she 1s on-board the

vehicle.

[0005] In the United States of America, in the interest of public safety, the Federal Bureau of
Investigation (FBI) has 1ssued technical requirements for vehicle-based communication services
providers. These technical requirements are aimed at preventing or averting unauthorized or
unsanctioned access of computing devices to on-board communications networks for nefarious
purposes. Specifically, the technical requirements stipulate, inter alia, that vehicle-based

communication service providers are to rnot allow automated access of public computing devices
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(e.g., computing devices owned and/or operated by members of the public) to their on-board
communications networks. For example, a computing device stowed 1n a suitcase in the cargo
hold of an aircraft should be prevented from automatically accessing the public on-board
communications network, and thus would be prevented from using the on-board network to
obtain and/or change critical flight data, disable aircraft electronics, infiltrate other devices on
the network, respond to a trigger or message from another device (e.g., a device that 1s on the
ground) to 1nitiate an undesirable or catastrophic action such as detonating an explosive device,
etc. Accordingly, an objective of the technical requirements 1s to grant on-board
communications network access to only those computing devices that are presently being

operated by a person on-board the vehicle.

[0006] A method suggested by the FBI to meet its technical requirements 1s to require public
computing devices that are on-board-vehicles to pass a visual or external challenge-response test
in order to be granted access to on-board communications networks. These challenge-response
tests are generally easy for a computer to generate and easy for a human to solve, but are difficult
for computers to solve. One such commonly used test 1s a CAPTCHA (Completely Automated
Public Turing test to tell Computers and Humans Apart), which typically 1s a series of
alphanumeric symbols or other symbols that are commonly found on a keyboard, key pad, or
equivalent user interface of a computing device. The symbols are distorted, warped, or
otherwise distigured when presented, but remain generally legible to humans. In a typical visual
challenge-response test, a computing device generates a CAPTCHA phrase and presents the
CAPTCHA phrase on a display. A person or human views the distorted image and enters the
displayed symbols via the keyboard, key pad, or equivalent. Accordingly, a response to the
challenge 1s said to be “externally” provided, e.g., the response provided by an entity external to
the computing device. Examples of prior art CAPTCHA displays are illustrated 1in FIGS. 1A and
1B. FIG. 1A shows two series of warped alphabetic characters that are each overlaid with an
angled line, and FIG. 1B shows three series of warped alphanumeric characters in which the
symbols are crowded together. Pictorial CAPTCHASs are also known and used, e.g., those that
require a person to select, from a set of displayed images, only those 1images that include a
particular object such as a street sign or a flower. If a mostly correct, external response to an

1ssued challenge 1s received at the computing device, the presumption 1s that the computing
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device 1s presently being operated by person or human and, accordingly, the computing device

would be granted access to an on-board communications network.

BRIEF SUMMARY OF THE DISCLOSURE

[0007] This Summary 1s provided to introduce a selection of concepts 1n a simplified form that
are further described below 1n the Detailed Description. This Summary 1s not intended to
identily key features or essential features of the claimed subject matter, nor 1s 1t intended to be

used to limit the scope of the claimed subject matter.

[0008] In an embodiment, a method of averting or preventing unsanctioned access to a
network that 1s on-board a vehicle may include detecting, at a computing device that 1s on-board
the vehicle, one or more externally generated stimuli or conditions, where the one or more
externally generated stimuli or conditions excludes a response to a challenge 1ssued at a user
interface of the computing device. The method may further include determining whether or not
the one or more externally generated stimuli or conditions are contextual to the vehicle and
indicative of the computing device being utilized by one or more persons who are on-board the
vehicle. Additionally, the method may include granting access of the computing device to the
on-board network, where the granting 1s based on a determination that the one or more externally
generated stimuli or conditions are contextual to the vehicle and indicative of the computing

device being utilized by one or more persons who are on-board the vehicle.

[0009] In an embodiment, a system for averting or preventing unsanctioned access to a
network on-board a vehicle includes means for detecting one or more stimuli or conditions that
are external to a computing device that 1s on-board the vehicle, where the one or more externally
generated stimuli or conditions exclude a response to a challenge 1ssued at a user interface of the
computing device. The system may also include means for determining whether or not the one
or more externally generated stimuli or conditions are contextual to the vehicle and are indicative
of the computing device being utilized by one or more persons who are on-board the vehicle.
Further, the system may include means for granting access of the computing device to the on-

board network, the granting based on a determination that the one or more externally generated
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stimuli or conditions are contextual to the vehicle and indicative of the computing device being

utilized by one or more persons who are on-board the vehicle.

[0010] In an embodiment, a system for averting or preventing unsanctioned access to a
network on-board a vehicle may include a detection engine that 1s communicatively coupled to
one or more components of a computing device that 1s on-board the vehicle and that 1s
configured to detect, via the coupling to the one or more components, one or more stimuli or
conditions that are external to the computing device. The system may also include a
determination engine that 1s coupled to the detection engine and that 1s configured to determine,
based on the one or more stimuli or conditions detected by the detection engine, whether or not
the computing device 1s being utilized by one or more persons who are on-board the vehicle. A
grant or a denial of access of the computing device to the on-board network may be based on a
determination of the determination engine as to whether or not the computing device 1s being

utilized by one or more persons on-board the vehicle.

BRIEF DESCRIPTION OF SEVERAL VIEWS OF THE DRAWINGS

[0011] FIGS. 1A and 1B show examples of prior art CAPTCHASs used to determine whether

or not a human being 1s interacting with a target computing device;

[0012] FIG. 2 depicts a flow diagram of an example method for averting, preventing, and/or
mitigating unauthorized or unsanctioned access of a computing or electronic device to a network

that 1s on-board a vehicle;:

[0013] FIGS. 3A and 3B depict example comparisons of vehicle and target computing device

accelerometer outputs over time;

[0014] FIG. 3C depicts an example comparison over time of a signal strength of a device that
1s stored and a signal strength of a device that 1s being held or utilized by a human on-board a

vehicle;

[0015] FIG. 4 illustrates a block diagram of an example system for averting and/or preventing

unsanctioned access of a target computing device to a communications network on-board a

vehicle; and
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[0016] FIG. 5 includes a block diagram of an example vehicle having one or more on-board

communications networks, access to which may be governed by the method of FIG. 2 and/or by

the system of FIG. 4.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0017]  Although the following text sets forth a detailed description of numerous different
embodiments, it should be understood that the legal scope of the description 1s defined by the
words of the claims set forth at the end of this patent and equivalents. The detailed description 1s
to be construed as exemplary only and does not describe every possible embodiment since
describing every possible embodiment would be impractical. Numerous alternative
embodiments could be implemented, using either current technology or technology developed

after the filing date of this patent, which would still fall within the scope of the claims.

[0018] It should also be understood that, unless a term 1s expressly defined 1n this patent using

the sentence “As used herein, the term ° " 1s hereby defined to mean...” or a similar

sentence, there 1s no intent to limit the meaning of that term, either expressly or by implication,
beyond its plain or ordinary meaning, and such term should not be interpreted to be limited in
scope based on any statement made 1n any section of this patent (other than the language of the
claims). To the extent that any term recited 1n the claims at the end of this patent 1s referred to 1n
this patent in a manner consistent with a single meaning, that 1s done for sake of clarity only so
as to not confuse the reader, and it 1s not intended that such claim term be limited, by implication
or otherwise, to that single meaning. Finally, unless a claim element 1s defined by reciting the
word “means’ and a function without the recital of any structure, it 1s not intended that the scope

of any claim element be interpreted based on the application of 35 U.S.C. § 112, sixth paragraph.

[0019] As discussed above, the method suggested by the FBI to meet its technical
requirements of not allowing automated access of computing or electronic devices to on-board
public networks 1s to require that computing or electronic devices pass a visual or external
challenge-response test, e¢.g., a CAPTCHA, which may take an alphanumeric, symbolic, and/or

pictorial form. A challenge such as a CAPTCHA may be presented or 1ssued at a user interface
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of a target computing or electronic device, and if a mostly correct response to the challenge 1s
received at the target computing device, the presumption 1s that the computing device 1s
presently being operated by person or human being. Accordingly, the computing device would

be granted access to an on-board network. Examples of CAPTCHASs and valid responses are

provided in FIGS. 1A-1B, and also are described in aforementioned U.S. Patent No. 9,147,063.

[0020] However, the visual or external challenge-response method suggested by the FBI 1s not
intuitive for users and causes a barrier to service for people (e.g., the public) who are on-board
vehicles. For example, challenge-response tests such as CAPTCHASs are typically 1ssued via a
web browser at target computing devices. Yet, if a passenger does not launch a web browser,
and 1nstead launches an application on his or her device that does not require the use of a web
browser but does require the use of the on-board network, the passenger 1s prevented from
utilizing the application without knowing why. The passenger must somehow come to the
realization that he or she needs to open up a browser 1n order to be redirected to the challenge-
response webpage 1n order to be granted access to the on-board network. One possible solution
1S to 1ssue an on-board network-related challenge-response test within each application, however,
as the number of possible applications that may be loaded onto a passenger’s device 1s unwieldy
(and nowadays, approaching infinite), 1t 1s not realistic for an on-board network provider to have
its challenge-response test embedded 1nto every application that may possibly be loaded onto a

passenger’s device.

[0021] On the other hand, the novel techniques, systems, and methods disclosed herein
leverage the components, functionality, and/or user interfaces of a computing device (e.g., a
“target” computing device) and of other devices that are on-board a vehicle to avert or prevent
unauthorized and/or unsanctioned access of the computing device to an on-board network, at
least 1n part by automatically determining whether or not a human 1s holding, carrying,
interacting with, utilizing, and/or otherwise operating the target computing device. Access to an
on-board network and/or to one or more services and/or applications may be automatically
granted 1f conditions that are consistent with the target computing device being operated,
utilized, or held/carried by a person are detected or otherwise determined. Importantly, the novel
techniques, systems, and methods may be performed without the knowledge of a passenger or

user of the target computing device. As such, the computing or electronic device of the
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passenger 1s not only able to meet the FBI's tactical requirements, but does so 1n a manner that 1s
transparent to the passenger or user. Indeed, the passenger or user may not even be aware that
his or her device has been automatically vetted for on-board network access. Consequently, the
novel techniques, systems, and methods disclosed herein not only are able to avert or prevent
unsanctioned access of devices to communications networks that are on-board vehicles to
increase the safety and security of the people who are on-board the vehicle, but are also able to

do so 1n a manner that preserves a satisfactory user experience.

[0022] In some embodiments, the target computing device may be a mobile electronic device
such as a smart device, a phone, a tablet computing device, an electronic reading device, a laptop
computer, or other portable, mobile device having a memory, a processor and a wireless
interface. In some embodiments, the target computing device may be a stationary computing
device such as a desktop computing device, a server, or other computing device that generally 1s
not ported to different locations. For ease of discussion, the techniques, systems, and methods
are described herein with reference to mobile computing devices, however, the techniques,
systems and methods are equally applicable to computing devices that remain essentially
stationary. Generally, the target computing device to which the novel techniques, systems, and
methods disclosed herein are applied 1s a public computing device, e€.g., one that 1s owned and/or
operated by a passenger or other member of the public, although the novel techniques, systems,
and methods discussed herein are equally applicable to other computing and/or electronic

devices.

[0023] Additionally, although the present disclosure at times refers to a “vehicle™ as being an
airplane or aircraft, this 1s only exemplary and for ease ot discussion only, and 1s not meant to be
limiting. Indeed, the techniques described herein may easily be applied to other vehicles, e.g.,
other types of aircraft, ships, trains, cars, buses, or any other type of vehicle that has the ability

move through the air, on the ground, through space, or on water.

[0024] FIG. 2 is a flow diagram of an example method 100 for averting, preventing, and/or
mitigating unauthorized or unsanctioned access to a communications network that 1s on-board a
vehicle. The method 100 may be used to grant or deny access to the on-board communications

network for a target computing device that 1s on-board the vehicle. The method 100 may be

_8 -
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performed locally at the target computing device, or the method 100 may be performed by a
computing device that 1s remote to the target computing device (a server, peer device, or other
computing device) and that 1s in communication with the target computing device. In some
embodiments, the target computing device may perform at least a portion of the method 100, and
the remote computing device with which the target computing device 1s in communication may
perform at least a portion of the method 100. The on-board communications network may be a
public or publicly-accessible network, e.g., a network that any member of the public may access
via his or her computing or electronic device so long as certain criteria are met such as providing
the appropriate network key, agreeing to conditions and terms, paying for the use of the network
and/or for services provided by the network, etc. Further, the on-board communications network
may be secured or unsecured. Accordingly, while the method 100 below 1s discussed from the
perspective of a target computing device, this 1s for the purposes of ease of discussion and only
one of many embodiments. For example, in other embodiments, one or more of the blocks of the
method 100 may be executed by a remote computing device that 1s on-board the vehicle. For
example, a server or computing device of an on-board communications network may execute one
or more of the blocks of the method 100. In an embodiment, the server or computing device ot

the on-board communications network may execute all blocks of the method 100.

[0025] At any rate, at a block 102, the method 100 may include detecting, at a target
computing device that 1s on-board a vehicle, one or more externally generated stimuli and/or
external conditions. For example, the target computing device may obtain an indication
indicative of an occurrence of an externally generated stimuli or an external condition. An
externally generated stimulus or external condition may be, for example, an action or activity
whose object of action or activity 1s at least some part or component of the target computing
device, an action or activity whose result atfects at least some part or component of the target
computing device, and/or an action or activity that 1s detected or otherwise observed by the target
computing device. As such, an externally generated stimulus or external condition may be a
stimulus or condition that 1s neither generated nor originated by any part or component of the
target computing device, and instead 1s generated or originated by one or more separate entities
other than the target computing device. The separate entities that generate the stimuli and/or

condition may include, for example, a human being or person and/or another device that 1s on-

_0Q_
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board the vehicle. In an embodiment, the separate entity that generates or originates a stimuli or
condition may be a device that 1s fixedly connected to the vehicle, as 1s described 1n a later

section.

[0026] The detected, externally generated stimulus or external condition (block 102) may be
independent of (e.g., may not include or may exclude) a user’s response to a previously 1ssued
challenge (e.g., a CAPTCHA or CAPTCHA-like challenge) at the target computing device. For
example, the detected stimulus or condition 1s not an attempt to recreate, reproduce or enter an
ordered series of ASCII-printable characters that has been previously presented on the user
interface or other user response to an 1ssued challenge. Rather, the detected stimulus or
condition (block 102) may be another type of externally generated stimulus or external condition
that 1s detected or observed by one or more components of the target computing device. In an
embodiment, the externally generated stimulus or external condition may be an ad-hoc stimulus
or condition that 1s generated or originated independently of any challenge, e.g., that 1s not a
response to a previously 1ssued challenge. For example, the stimulus or condition may be
generated or caused by a user of the target computing device, although not in response to an
1ssued challenge. In an embodiment, the ad-hoc, externally generated stimulus or condition may

be generated or caused by another device that 1s on-board the vehicle.

[0027] Referring now to block 105, the method 100 includes determining if the detected,
externally generated stimuli or external conditions are contextual to the vehicle and are
indicative of the target computing device being utilized, operated, held, and/or carried by one or
more persons who are on-board the vehicle. Such determinations may be particularly based on
the type(s) of external stimuli or external conditions that have been detected (block 102), as 1s

discussed 1n more detail 1in a later section.

[0028] If the detected, externally generated stimuli or external conditions are determined to be
contextual to the vehicle and indicative of the target computing device being utilized, operated,
held, and/or carried by one or more persons on-board the vehicle (e.g., the “yes” branch of block
105), the target computing device may be granted or allowed at least partial access to the on-
board network (block 108). On the other hand, if the detected externally generated stimuli or

external conditions are determined to be indicative of the target computing device not being
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utilized, operated, held, and/or carried by one or more persons on-board the vehicle (e.g., the
“no”” branch of block 1035), a challenge such as a CAPTCHA may be 1ssued (block 110) at a user
interface of the target computing device. If a suitable response to the challenge 1s received at the
target computing device within a predetermined amount of time (e.g., the “yes” branch of block
112), the target computing device may be granted or allowed access to the on-board network
(block 108). If an unsuitable response to the challenge 1s received at the target computing
device, or if no response 1s received within the predetermined amount of time (e.g., the “no”
branch of block 112), the target computing device may be denied access to and/or prevented
from accessing the on-board communications network (block 115). As such, the blocks 102 and
105 of the method 100 may serve as an 1nitial evaluation as to whether or not a target computing
device 1s being held, carried, utilized, and/or otherwise operated by a person, and the challenge-
response test corresponding to the blocks 110 and 112 may serve as a back-up evaluation as to
whether or not a target computing device 1s being held, carried, utilized, and/or otherwise
operated by a person. For example, if a passenger places his or her computing device on a tray
table and falls asleep, he or she may still be able to later access the on-board communications
network (e.g., via the blocks 110, 112) even though the device has not actively been operated on

and/or moved for some time.

[0029] In some embodiments of the method 100, though, the blocks 110-112 may be omitted.
In these embodiments, 1f the detected externally generated stimuli or external conditions are
determined as being indicative of the target computing device nof being utilized, operated, held,
and/or carried by one or more persons on-board the vehicle (e.g., the “no” branch of block 105),
then the target computing device may be automatically denied access to the on-board network

(block 115) without any intervening challenge-response test or back-up evaluation.

[0030] It is noted that in the method 100, the blocks 102-1035 corresponding to the 1nitial
evaluation as to whether or not the target computing device 1s being utilized, operated, held
and/or carried by a person on-board the aircraft may be performed without using or requiring any
user input. For example, the blocks 102-105 may be automatically performed upon initialization
of the target computing device or of an application thereon. In another example, the blocks 102-
105 may automatically performed upon the target computing device detecting the presence of the

on-board communications network (e.g., detecting a signal generated by a transceiver of the on-
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board network). Indeed, a user of the target computing device may not be presented with any
indication that the blocks 102-1035 are being performed, and as such may be 1gnorant of the
execution of the blocks 102-105. Consequently, at least a portion (if not all) of external
stimuli/condition detection and evaluation of whether or not a target computing device 1s being
utilized and/or operated by a person on-board the vehicle may be transparent to the user, thus

providing a seamless, convenient, and satisfactory user experience.

[0031] Several examples to 1llustrate at least some of the concepts and techniques of the
method 100 are provided below. It 1s understood that these examples are not limiting, but are

merely a few of numerous use cases to which the method 100 may be applied.

[0032] In an embodiment, the one or more externally generated stimuli or external conditions
that are detected by the target computing device (block 102) may comprise one or more signals
that are detected by the target computing device. The one or more signals may be generated by
one or more transmitters or transceivers that are on-board the vehicle and that may be fixedly
connected to the vehicle. For example, an on-board Wi-F1 access point may generate a beacon or
other wireless signal that 1s detected by the target computing device. Aspects of Wi-F1 access
point-generated signals (e.g., an 1dentifier of the on-board network such as the SSID (Service Set
Identifier) included 1n the signals, the signal strength, etc.) may be examined used to determine
whether or not the target computing device 1s contextual to/on-board the aircraft (block 105).

For example, a particular SSID for non-board network corresponding to a particular flight may
be known a priori by the target computing device. It the SSID generated by the access point and
detected by the target computing device matches the particular SSID known a priori to the target

computing device, then the target computing device may be assumed to be on-board the vehicle.

[0033] Additionally or alternatively, wireless signals generated by other types of transmitters
or transceirvers on-board the aircraft (e.g., cellular or picocell transceivers, Bluetooth® or other
short-range wireless transceivers, Near-Field Communication (NFC) transceivers, etc.) may be
detected (block 102), and their respective signals may be examined (block 105) to ascertain
whether or not the target computing device 1s contextual to/on-board the vehicle. For example,
the detection of a presence, 1dentity, and/or contents of a particular Bluetooth or other type of

beacon may indicate that the target computing device 1s on-board the vehicle. For instance, a
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beacon or other wireless signal generated by an on-board transceiver or transmitter may
continually transmit the tlight number, the origination airport code, the destination airport code,
the tale number of the aircraft, and/or other data indicative of the physical aircraft and/or its
particular flight, journey, or travel path. The matching of the vehicle and/or travel information
transmitted by the on-board transceiver to vehicle and/or travel information known a priori to the
target computing device may indicate that the target computing device 1s located on the intended

vehicle for the intended journey and/or travel path.

[0034] In an embodiment, a characteristic of one or more wireless signals detected at the
target computing device may indicate whether or not the target computing device 1s not only on-
board the vehicle, but may also indicate whether or not the target computing device 1s being held,
carried, utilized, or otherwise operated by a person. For example, the perceived or detected
strength of a signal transmitted by a Wi-Fi1 access point transmitting within the cabin of an
aircraft will be stronger for a device located within the cabin of the aircraft and weaker for a
device located within the cargo hold of an aircraft. Consequently, 1f the strength of a detected
wireless signal 1s above a particular threshold, a target computing device may be considered to
be located within the aircraft cabin (and not in the hold), and therefore being operated or utilized
by a person. In another example, respective strengths of respective signals generated by two or
more access points may be triangulated or otherwise compared with respect to one another to

determine whether or not the target computing device 1s disposed within the cabin of the aircraft.

[0035] In some situations, wireless signals that are generated by transmitters or transceivers
on-board the aircraft may be detected and examined over time to ascertain whether or not the
target computing device 1s being held, carried, utilized, and/or otherwise operated by a person.
For example, as a person walks down the aisle of an airplane with his or her device, his or her
device may first detect access point A, and subsequently may detect wireless access point B.
The sequential detection of said wireless access points over time may indicate that the target
device 1s moving within the cabin of the airplane, and therefore 1s being operated, utilized, held,

and/or carried by a person.

[0036] In an embodiment, other devices that are on-board the vehicle and whose signals may

be used to determine whether or not a target computing device 1s being held, carried, utilized,
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and/or otherwise operated by person on-board the vehicle (block 105) may include monitoring
devices and/or sensing devices that monitor, measure, track, and/or sense dynamic characteristics
and/or conditions corresponding to the vehicle as the vehicle travels or 1s 1n transit. Data
corresponding to and/or indicative of these dynamic characteristics and/or conditions 1s generally
referred to herein as “vehicle travel data” or “vehicle heuristic data.” Examples of vehicle travel
or heuristic data include spatial orientation of the vehicle (e.g., roll, pitch, and/or yaw), vehicle
movement, vehicle location, vehicle speed, airspeed, proper acceleration, coordinate
acceleration, heading, altitude, depth, and like. As such, monitoring and/or sensing devices may
comprise accelerometers and/or other types of spatial orientation detectors, meters, tubes,
gauges, sensors, and/or any other suitable measurement, sensing, and/or detection devices.
Typically, but not necessarily, monitoring, sensing, and/or detection devices that generate
vehicle travel or heuristic data are fixedly connected to the vehicle. For example, in an aircratt,

such devices may be housed 1n Line Replaceable Units (LRUSs).

[0037] A characteristic and/or condition as determined at an on-board monitoring/sensing
device may be compared with a similar characteristic and/or condition as determined at the target
computing device to ascertain whether or not the target device 1s being operated, held, and/or
carried by a person on-board the vehicle (block 105). For example, an output of an
accelerometer fixedly connected to the vehicle may be compared over time with an output of an
accelerometer disposed 1n the target computing device. If the accelerometer outputs are
sufficiently similar and/or consistent in the same dimension over time, this may be an indication
that the target computing device 1s stationary within the vehicle, and as such may not be being
operated or held by a person. On the other hand, 1f the output of the target computing device’s
accelerometer differs from the output of the vehicle accelerometer in the same dimension over
time, this may be an indication that a user has been manipulating, using, and/or operating the
target computing device. FIGS. 3A and 3B 1llustrate example comparisons of vehicle and target
computing device accelerometer outputs over time. In FIG. 3A, the output of the target
computing device’s accelerometer generally tracks with the output of the vehicle’s
accelerometer, and as such, the target computing device may be determined as not being
operated, held or carried by a person on-board the vehicle (e.g., the “no” branch of the block 105.

In contrast, in FIG. 3B, the output of the target computing device’s accelerometer differs from
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the output of the vehicle’s accelerometer at several instances over time (e.g., 118a, 118b, 118c¢),
and as such, the target computing device may be moving freely within the cabin and assumed to
be being operated, held, and/or carried by a person. As such, the target computing device may
be granted access to the on-board network (block 108). Generally speaking, any vehicle data
that 1s generated, sensed, and/or detected by one or more devices that are on-board the vehicle
(and 1n some cases, that are fixedly connected to the vehicle) other than the target computing
device may be compared (e.g., over time) with similar data that 1s generated, sensed, and/or
detected by the target computing device. A determination of whether or not the target computing
device 1s being held, carried, utilized, and/or otherwise operated by a person on-board the vehicle
may be determined (block 1035) based on the results of the comparison. Thus, vehicle travel or
heuristic data may be utilized in the method 100 to determine whether or not the target

computing device 1s being operated by a person on-board the vehicle (block 105).

[0038] In addition to or as an alternative to vehicle travel or heuristic data, certain data that 1s
generated, sensed, detected, and/or captured via one or more interfaces of the target computing
device may be indicative of the target computing device being operated, utilized, held, and/or
carried by a person on-board the vehicle. For example, certain ad-hoc stimuli (e.g., stimuli that
are generated 1n an ad-hoc manner and not in response to an explicit challenge) generated at one
or more user interfaces of the target computing device may be indicative of the target computing
device being operated, utilized, held, and/or carried by a person on-board the vehicle. Generally,
such ad-hoc stimul1 are stimuli that may be able to be detected by one or more components of the

target computing device and that may be indicative of the presence of a person.

[0039] In an embodiment, the one or more components at which an ad-hoc stimulus may be
detected may be components of the target computing device that are able to be directly
manipulated by a human being. In a mobile computing device, for example, such components
may include a keyboard; a key pad; a touch screen; a mouse; a tracking pad; a tracking ball; a
plug-in connection for an SD (Secure Digital) card, a USB (Universal Serial Bus) device, an
Ethernet or other network 1nterface, a power cord, or other physical connector; a dial; a volume
control; a screen brightness control; a silent mode control; a power on/off button; an eject button
of a drive; a camera; a microphone; or any other component of the computing device that 1s able

to be physically manipulated by a human being. The target computing device may infer that a
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human being 1s interacting with the target computing device when a change in state or a
manipulation of any of these manipulatable components 1s detected. For example, a connection
of an external device 1nto a port of the target computing device, a swipe on a tracking pad or
touch screen, a volume adjustment, and other such changes of state of a manipulatable
component may indicate that a human being 1s interacting with the target computing device. As
such, a change 1n state or a manipulation of one or more components of the target computing
device may be indicative of the target computing device being operated, utilized, held, and/or

carried by a person on-board the vehicle.

[0040] In an embodiment, the one or more components at which an ad-hoc stimulus may be
detected at the target computing device may not require an explicit physical action to be
performed by a human being, but may otherwise detect the presence of a human being. For
example, a biosensor may sense, measure or detect a fingerprint, an eye scan, a temperature of a
touch that 1s consistent with human body temperature, or some other biological parameter that
may be indicative of a human being interacting with the target computing device. Thus, a
positive detection at a biosensor may be indicative of the target computing device being

operated, utilized, held, and/or carried by a person on-board the vehicle.

[0041] In an embodiment, one or more user interfaces may capture data indicative of the target
computing device being operated, utilized, held, and/or carried by a person on-board the vehicle.
For instance, while the target computing device 1s on-board the vehicle, a camera or other
suitable optical interface of the target computing device may capture an image of the device’s
surroundings and/or environment. If the captured image includes physical features of the vehicle
(e.g., seat backs, tray tables, windows, etc.), then the target computing device may be determined
as being operated, utilized, held, and/or carried by a person on-board the vehicle. Additionally
or alternatively, if a captured 1image includes facial or bodily features of a person, then the target
computing device may be determined as being operated, utilized, held, and/or carried by a person
on-board the vehicle. Still additionally or alternatively, if the contents of the captured image
changes over time, than the target computing device may be determined as being operated,
utilize, held, and/or carried by a person on-board the vehicle, as it 1s likely that the target

computing device 1s being moved. A time stamp of the captured i1mage may be compared with
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the time period during which the vehicle 1s 1n transit to ensure temporal validity of the captured

image, for example.

[0042] In some embodiments, signals that are generated by devices may be measured and/or
monitored over time, €.g., by a monitoring device, sensor, and/or system on-board the vehicle, to
determine whether or not the devices are being held or otherwise operated by a human. For
example, the pattern of payload generated by and/or received by a device (e.g., the amounts of
payload that are generated and/or received over time) may be measured and/or monitored to
determine whether or not the detected payload patterns are indicative of a human being operating
the device. In another example, detected signal strength of transmissions generated by the device
may be measured and/or monitored over time to determine whether or not the device’s signal
strength magnitudes and variances are indicative of a human being operating and/or holding the

device.

[0043] To illustrate, FIG. 3C depicts an example comparison over time between the detected
signal strength of a device that 1s on-board the vehicle and that 1s being held, utilized, or operated
by a person within the cabin of the vehicle (reference 120), and a detected signal strength of a
device that 1s on-board the vehicle but that 1s stowed, e.g., 1n a cargo hold of the vehicle, and thus
1s not being held, utilized, or operated by a person on-board the vehicle (reference 122). The
respective signal strengths may be detected, for example, by one or more transceivers that are
located within the cabin of the vehicle (e.g., by Wi-F1 access points or other types of wireless
transceivers and/or their respective systems), and that typically are fixedly connected to the
vehicle. As shown 1in FIG. 3C, as a person holding the device 120 moves about the cabin over
time, the detected strength of the wireless signal generated by the device varies as the person
moves closer to and farther away from the transceiver(s) and/or sensor(s) disposed within the
cabin. On the other hand, the detected strength of a wireless signal that 1s generated by a stowed
device 122 has less variance over time than that of the held device 120, as the stowed device 122
1s essentially stationary over time. Also as shown 1n FIG. 3C, the magnitude of the detected
signal strength generated by the stowed device 122 typically 1s less than that of the held device
120, as the detected signal strength of the stowed device 122 suffers from having more inherent
path loss as compared to the held device 120, e.g., due to being a greater distance away from the

transceiver(s) or sensors, and/or due to materials being 1n the transmission path of the signal,
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such as flooring and seating materials. Accordingly, in some embodiments, a signal strength
threshold 125 may be defined (e.g., a priori). In these embodiments, a signal strength greater
than the threshold 125 may be indicative of a device that 1s disposed within the cabin and/or
being held or otherwise operated by a person (e.g., reference 120), whereas a signal strength that
1s less than the threshold 125 may be indicative of a device being disposed 1n a location outside

of the cabin such as the cargo hold (e.g., reference 122).

[0044] Returning now to block 1035, in some embodiments, determining whether or not an
externally generated stimulus and/or condition 1s indicative of a person operating, utilizing,
holding, and/or carrying the target computing device may include determining a confidence
score based on the externally generated stimulus/condition. A confidence score may be
determined based on one or more detected or obtained externally generated stimuli and/or
conditions to determine a probability or confidence level of the target computing device being
operated, utilized, held, and/or carried by a person. For example, a confidence score may be
based on multiple externally generated stimuli and/or conditions that are obtained and/or
detected over a time period. The higher the rate of detected externally generated stimuli and/or
conditions that are individually indicative of the presence of a human being, the higher the
confidence score may be, 1n an embodiment. A determined confidence score may be compared
against a threshold to determine whether or not the target computing device 1s being utilized,

operated, held, and/or carried by a person. Thresholds may be configurable, in an embodiment.

[0045] In an embodiment, one or more of the detected and/or obtained externally generated
stimuli and/or conditions may be weighted with a respective value. Each respective weight value
may be indicative of how strongly (or how weakly) 1ts corresponding stimulus/condition 1s
indicative of a human being actually interacting with the computing device. For example, a
compass change may be considered more indicative of a user’s actual presence at the target
computing device than 1s a voice detected at a microphone, as the detected voice may be
environmental and not as strongly indicative of a direct user of the target computing device.
Accordingly, a detected compass change may be assigned a higher or stronger weight than 1s
assigned to a detection of a voice. In an embodiment, values of one or more detected
stimuli/conditions may be aggregated or totaled, e.g., over a given time period or interval. When

the aggregated value passes a threshold, then the target computing device may infer that a human

18 -



CA 03026114 2018-11-29

WO 2017/209851 PCT/US2017/028477

being 1s interacting with the target computing device (block 105), and accordingly, access may

be granted (block 108).

[0046] In an embodiment, the target computing device may monitor the occurrences and/or
types of detected, external stimuli and/or conditions over time. For example, the target
computing device may set a timer, and as long as at least one subsequent external stimulus or
condition 1s detected before the timer expires, the target computing device may infer that a
human being 1s still interacting with the target computing device (block 103). As such, the target
computing device may be granted access to the on- n board communications network (block
108), and the timer may be reset. It the timer expires without detection of another
stimulus/condition, however, access to the on-board communications network may be
terminated, denied or temporarily paused (not shown). After the termination or denial of access,
another detected stimuli/condition and/or a response to an explicit challenge may be required

before access 1s resumed, 1n an embodiment.

[0047] In some embodiments, a combination of timing and weighting of stimuli and/or
conditions may be considered and evaluated to generate a confidence score to utilize 1n
determining whether or not access to a target computing device 1s to be granted or denied. In an
example, the confidence score may be compared against a threshold. A confidence score above
the threshold may be considered to be indicative of the target computing device being operated
by human, while a confidence score below the threshold may be considered to be indicative of
the target device not being operated by a human. The timers, weightings of stimuli/conditions,

and/or thresholds may be modifiable, if desired.

[0048] For example, in an embodiment of the method 100 depicted in FIG. 2, at the block 103
a combination of factors including the strengths of signals generated by the target computing
device over time (e.g., as shown 1n FIG. 3C), the comparison of acceleration values detected over
time of the target computing device and of an accelerometer fixedly connected to the vehicle
(e.g., as shown 1n FIGS. 3A and 3B), and optionally, a pattern of payload tratfic that 1s generated
by and/or received at the target computing device over time (not shown) may be utilized to create
a confidence score corresponding to the target computing device. The determined confidence

score may be compared to a threshold to determine whether or not the score 1s indicative of a
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person operating and/or holding the target computing device. If the determined confidence score
1s indicative of a person operating and/or holding the target computing device, the method 100
may proceed to the block 108. If the determined confidence score 1s indicative of a person not
operating and not holding the target computing device, the method 100 may proceed to the block
110 or to the block 115. Of course, other factors 1n addition to or instead of signal strength,
acceleration, and payload pattern may be utilized in generating a confidence score for a target
computing device. Further, various factors may be respectively weighted as desired to determine

a confidence score for a target computing device.

[0049] FIG. 4 1s an example of a block diagram of a system 200 for averting and/or preventing
unsanctioned access, on-board a vehicle, of a target computing device 205 to an on-board
communications network 208. The on-board communications network 208 may be a public or
publicly-accessible network, e.g., a network that any member of the public may access via his or
her computing or electronic device so long as certain criteria are met (such as providing the
appropriate network key, agreeing to conditions and terms, paying for the use of the network
and/or for services provided by the network, etc.), and the on-board communications network
208 may be secured or unsecured. The system 200 may operate in conjunction with a target
computing device 205 to which access to the on-board network 208 1s to be granted or denied.
Indeed, 1n some embodiments, at least a portion of the system 200 1s disposed on or at the target
computing device 205. Further, the system 200 may execute one or more portions of the method

100 of FIG. 2, 1n an embodiment. In some embodiments, the system 200 may execute all of the

method 100.

[0050] The system 200 may include a detection engine or unit 210, which 1s 1llustrated in FIG.
4 as being disposed at the target computing device 205. In an embodiment, the detection engine
or unit 210 may comprise a set of computer-executable instructions that are stored on a tangible,
non-transitory computer-readable storage medium of the target computing device 203, such as a
memory 212. The computer-executable 1nstructions may be executable by a processor 2135 of the
target computing device 2035, for example. In some embodiments, at least a portion of the
detection engine or unit 210 may comprise firmware and/or hardware. At any rate, whether
implemented 1n software, firmware, and/or hardware, the detection engine or unit 210 may be

configured to receive, detect, and/or otherwise obtain indications of externally-generated stimuli
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and/or conditions, and to provide information about the stimuli and/or conditions to a

determination engine or unit 218 for analysis.

[0051] In an embodiment, the determination engine or unit 218 may comprise a set of
computer-executable instructions that are stored on a tangible, non-transitory computer-readable
storage medium of the target computing device 2035, such as on the memory 212 or another local
memory. The computer-executable instructions 218 may be executable by the processor 215 of
the target computing device 203, for example. In some embodiments, at least a portion of the
determination engine or unit 218 may comprise firmware and/or hardware. Whether
implemented 1n software, firmware, and/or hardware, though, the determination engine or unit
218 may be configured to determine whether or not a detected stimulus or condition 1s indicative
of the target computing device 205 being utilized, operated, held, and/or carried by a person or

human being.

[0052] It 1s noted that although the detection engine or unit 210 and the determination engine
or unit 218 are 1llustrated 1n FIG. 4 as being stored in the memory 212 of the target computing
device 203, this 1s merely illustrative and thus a non-limiting embodiment. For example, at least
one of the detection engine 210 or the determination engine 218 may not reside at the target
computing device 205, but instead may reside on a memory (and maybe executed by a processor)
of another computing device that 1s disposed within the vehicle and in communicative
connection with the target computing device 205. In an embodiment, the other computing device
on which the detection engine 210 and/or the determination engine 218 resides may be accessed
by the target computing device 205 via a network and/or communication channel 225 other than
the public on-board communications network 208. For example, the target computing device
205 and the other computing device may communicate by utilizing a near-field communications
channel. In another embodiment, the other computing device on which the detection engine 210
and/or the determination engine 218 resides may be accessed by the target computing device 2035
via the on-board network 208, however this access may be a limited access. For instance, the
target computing device 205 may be granted access to only a remote detection engine 210 and/or
to a remote determination engine 218 via the on-board network 208, and/or the limited access of
the target computing device 2052 the network 208 may be granted for only a certain window of

time.
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[0053] In FIG. 4, indications of externally generated stimuli1 and/or conditions may be
provided by one or more components 220 of the target computing device 205 to the detection
engine 210. As such, the detection engine 210 may be in communicative connection with one or
more components or devices (generally referred to herein by the reference 220) that are included

in or part of the target computing device 205.

[0054] The components or devices 220 included 1n the target computing device 205 and with
which the detection engine 210 may be 1n communicative connection may include one or more
user interfaces 220A-220G via which a person may provide input to the target computing device
205. Examples of user interfaces 220A-220G may include a keyboard, a key pad, a mouse, a
touch pad, a touch screen, a microphone, a tracking pad, a tracking ball, and/or other user
interfaces. Additionally or alternatively, the components 220 of the target computing device 205
with which the detection engine 210 may be in communicative connection may include one or
more user-manipulatable components 220H-220M and 220V. Typically (but not necessarily)
such user-manipulatable components 220H-220M and 220V may include mechanical
components that are accessible from the exterior of the computing device 205 and via which a
user may physically manipulate to operate or change an aspect or state of the target computing
device 205. Examples of user manipulatable components may include a power on/off switch; a
control or switch to mute or silence the target computing device 203; one or more ports to
receive a data storage device such as a memory card, a disc, a portable memory storage device
and the like; one or more ports or interfaces to receive one or more wired network connections
220V; a port to receive a power cord connector, and other user-manipulatable components. For
example, an ad-hoc stimulus corresponding to a user utilizing a user interface 220A-220G and/or
manipulating a component 220H-220N, 220V may result in a corresponding indication or signal

indicative of the stimuli being sent to the detection engine 210 from the component 220A-220N,
220V.

[0055] In an embodiment, the detection engine 210 may be in communicative connection with
one or more components 220N-220T that provide indications of the spatial orientation,
movement, speed, acceleration, location, etc. of the target computing device 205. For example,
the detection engine 210 may be in communicative connection with an accelerometer, a compass

220N, a GPS (Global Positioning System) receiver, an altimeter, and/or another type of
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component that 1s included 1n the target computing device 2035 and that detects, senses, and/or
measures spatial orientation, movement, speed, acceleration, location, etc. of the target

computing device 203.

[0056] In some embodiments, the detection engine 210 may be in communicative connection
with at least one component 220 of the computing device 205 via a corresponding component
application 222 stored on the computing device 205. For example, as shown 1n FIG. 4, the
detection engine 210 1s 1n communicative connection with the compass component 220N via a
component application 222 (such as a compass application) that 1s stored in the memory 212 or
in another local memory of the target computing device 205, and that 1s executed by the
processor 215 of the target computing device 205. The component application 222 may transmit,
to the detection engine 210, indications of conditions detected by the compass component 220N.
Generally, the detection engine 210 may be in communicative connection with any component
220 of the target computing device 205 at which an externally generated stimulus and/or
condition may be detected or inferred, and in some cases by communicating with a respective
component application 222 of the particular component 220. In some embodiments, a single

component application 222 may service multiple components 220.

[0057] The target computing device 205 may include one or more communication interface
components 220U-2207. For example, the target computing device may include one or more
wireless communication interfaces 220U (e.g., transceivers and antennas for Wi-Fi, cellular,
short-range wireless, near-field communications, etc.) via which the target computing device 205
1s able to communicatively connect to one or more types of wireless networks, and/or the target
computing device may include one or more wired communication interfaces 220V (e.g.,
Ethernet, HDMI, and/or other physical ports) via which the target computing device 205 1s able
to communicatively connect to one or more types of wired networks. The computing device 205
may utilize one or more of its wireless communication interfaces 220U (and optionally one or
more of 1ts wired communication interfaces 220V) to connect to the on-board network 208, 1t

and when access thereto 1s granted.

[0058] Further, in addition to components 220A-220V, the target computing device may

include other components 220W-220Z such as a bus, various memories or storage devices such
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as Random Access Memories (RAM) and Read Only Memories (ROM), and other components.
It 1s noted that although a finite number of components 220A-220Z are shown in FIG. 4, other
numbers and types of components may be included 1n the target computing device 2035. For
example, the target computing device 205 may include fewer components, more components,

and/or different components than 1s illustrated by FIG. 4.

[0059] Returning now to the detection engine 210, after receiving an indication of a detection
of an externally generated stimulus or condition from one of the components 220 of the target
computing device 205, the detection engine 210 may provide an indication or information about
the externally generated stimulus/condition to the determination engine 218. For example, the
detection engine 210 may indicate the particular component at which the stimulus/condition was
detected, the nature or content of the stimulus/condition, a time stamp, and/or other information
pertaining to the detected stimulus/condition. Based on the indication and/or information
received from the detection engine 210, the determination engine 218 may determine whether or
not the detected, externally generated stimulus/condition 1s indicative of the target computing
device 2035 being utilized, or operated, held, and/or carried by a person, in a manner such as
previously discussed with respect to FIG. 2. For example, the determination engine 218 may
assess whether or not information transmitted by a beacon and received via wireless interface
220U 1ncludes expected data (e.g., flight number, tail number, SSID, etc.), the determination
engine 218 may process an image received via an optical interface to determine whether or not
an 1mage of a person and/or of the vehicle environment 1s included in the image, the
determination engine 218 may track the number and types of externally generated stimuli and/or
conditions obtained over time, the determination engine 218 may weight various stimuli/and/or
conditions, the determination engine 218 may determine and/or maintain a confidence score and
compare the confidence score against a threshold, etc., e.g., in manners such as previously

discussed with respect to the method 100 of FIG. 2.

[0060] In embodiments in which the determination engine 218 compares vehicle travel or
heuristic data generated by devices that are fixedly connected to the vehicle (e.g., on-board
sensing and/or monitoring devices) with data generated by sensing and/or monitoring
components 220N-200T of the target computing device 205 (e.g., as discussed above with

respect to FIGS. 2, 3A.,and 3B), the determination engine 218 may receive and/or obtain vehicle
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travel or heuristic data from other devices (e.g., that are fixedly connected to the vehicle) and/or
applications executing thereon via the one or more communication interfaces 220U, 220V. In
these embodiments, limited access to the on-board communications network 208 may be
provided to the target computing device 205 so that the detection engine 210 1s able to receive
and/or obtain vehicle travel or heuristic data from the other devices and/or applications. For
example, access to the on-board network 208 may be granted to only the detection engine 210,
and/or to the detection engine 210 may be granted permission to communicate only with
particular on-board devices and/or applications that provide vehicle travel or heuristic data. In
another embodiment, rather than utilizing the public, on-board network 208 1n a limited manner
to enable communications between the detection engine 210 and on-board vehicle travel data
providers, the detection engine 210 may utilize a communicative connection other than the
public, on-board network 208 to communicate with the other devices and/or applications. For
example, the detection engine 210 and the on-board devices and/or applications providing
vehicle travel data may communicate via some other communication channel 2235 that 1s

segregated or separated from the public, on-board communications network 208.

[0061] Based on its determination as to whether or not the target computing device 205 1s
being operated, held, and/or carried by a person on-board the vehicle, the determination engine
218 may cause general access of the target computing device 205 to the on-board
communications network 208 to be granted or denied. If access 1s granted, then the target
computing device 205 may be free to utilize one or more of its communication interfaces 220U,
220V to communicatively connect to the on-board network 208. For example, upon a
determination that general access to the network 208 1s granted, the target computing device 205
may automatically join a Wi-F1 on-board network 208 using a network key or password that has
been previously stored at the target computing device 205. If access 1s denied, then the
determination engine 218 may cause access to the on-board network 208 by the target computing
device 205 to be prevented. For example, the determination engine 218 may cause the
communication interfaces 220U, 220V to be disabled and/or turned off (e.g., logically and/or
physically disabled and/or turned off), and/or may cause the access of applications executing on

the target computing device 205 to the communication interfaces 220U, 220V to be blocked. In

_15



CA 03026114 2018-11-29

WO 2017/209851 PCT/US2017/028477

some embodiments, an indication of the granted or denied access may be presented on a user

interface 220A-220G.

[0062] In some embodiments, partial access of the target computing device 205 to the on-
board communications network 208 may be granted by the determination engine 218. For
example, 1f a confidence score 1s within a certain range, partial access may be granted for only

certain applications and/or services provided via the on-board network 208.

[0063] As previously discussed, in some embodiments of the system 200, the detection engine
210 and/or the determination engine 218 may be stored in the memory 212 of the target
computing device 205. For example, the detection engine 210 and/or the determination engine
218 may be implemented as one or more applications that are stored and executed on the target
computing device 205. In an embodiment, the detection engine 210 and/or the determination
engine 218 may be included in one or more applications that are provided by the on-board
service provider to be downloaded to passengers’ devices so that the devices are able to access
on-board networks and services provided by the on-board service provider (e.g., an on-board
service application of the on-board service provider). In these embodiments, the detection
engine 210 and/or the determination engine 218 may be associated with a user and/or a user
account of the on-board service provider, and may be downloaded from a server (or set of back-
end computing devices) of the on-board service provider to the target computing device 203.
Typically, but not necessarily, the back-end server or servers are located on the ground, and are
accessible via ground-based public and private networks, such as the Internet. In some
situations, though, the detection engine 210 and/or the determination engine 218 may be

downloaded from a server that 1s on-board the vehicle.

[0064] The detection engine 210 and/or the determination engine 218 may be downloaded
onto the target computing device 2035 prior to the user and/or the target computing device 205
initially attempting to connect to the on-board communications network 208. Typically, the
downloaded detection engine 210 and/or determination engine 218 may include data
corresponding to the user and/or to the user account. Such user data or user account data may
include an identification of the user, a photo and/or image of the user, an identification of the

account, payments, charges, account balances, travel itineraries, on-board network keys,
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passcodes, and/or passwords, and/or other data that may be utilized for on-board identification,
authentication, authorization, and/or validation. At least some of the user data included 1n the
downloaded engines 210 and/or 218 may be utilized to determine whether or not the target
computing device 203 1s being utilized, operated, carried, and/or held by the user associated with
the account, or by any user for that matter, e.g., in a manner such as previously discussed with

respect to FIG. 2.

[0065] In an embodiment, upon the target computing device 205 detecting the presence of the
on-board network 208, the detection engine 210 may automatically be 1nitialized and/or invoked
to determine whether or not the subject target computing device 2035 1s presently being operated,
utilized, held, and/or carried by a person. In embodiments in which the detection engine 210 1s
included 1n an application that 1s provided by the on-board service provider to be downloaded
onto passenger devices (e.g., an on-board service application) to enable the devices to access on-
board networks and services, the detection engine 210 may be automatically initialized and/or
invoked when the on-board service application 1s 1nitialized. Other triggers may cause the
detection engine 210 to be automatically invoked, e.g., an initialization of the target computing
device 2035, the user opening any application on the target computing device 205, an explicit user
request, the reception of user input at any user interface of the target computing device, etc.
Consequently, with the system 200, the target computing device 205 may be automatically
verified as being utilized, operated, held, and/or carried without requiring any explicit user
action, such as opening a browser to respond to a CAPTCHA challenge. As such, the user 1s
provided a seamless and intuitive user experience, as well as quicker access to the on-board
network 208 and available services and applications as compared with a CAPTCHA-only

validation technique.

[0066] Further, although FIG. 4 illustrates one embodiment of the system 200, other
embodiments (not shown) may be possible. For example, the detection engine 210 and the
determination engine 218 may be aggregated into a single, unitary engine, unit, and/or
application at the target computing device 205. In another example, at least some of the

component applications 222 may be included 1n the detection engine 210.

-7 -



CA 03026114 2018-11-29

WO 2017/209851 PCT/US2017/028477

[0067] In yet another example, the detection engine 210 may reside at the target computing
device 205, while the determination engine 218 may reside at another computing device (not
shown) that 1s fixedly connected to the vehicle. In this example, limited access to the on-board
communications network 208 may be initially provided to the target computing device 2035 so
that the detection engine 210 1s able to communicate with the on-board determination engine 218
to determine whether or not the target computing device 205 1s being operated, used, held, and/or
carried by a person, in an embodiment. In another embodiment, rather than utilizing the public,
on-board network 208 1n a limited manner to enable communications between the detection
engine 210 and the on-board determination engine 218, the detection engine 210 and the on-
board determination engine 218 may utilize a communicative connection other than the public,
on-board communications network 208. For example, the detection engine 210 and the on-board
determination engine 218 may communicate by utilizing near-field communications or some

other communication channel 225 that 1s segregated or separated from the public, on-board

network 208.

[0068] FIG. 5 1llustrates an embodiment of a vehicle 300 having one or more on-board
communications networks 302, at least a portion of which 1s public. That 1s, computing or
electronic devices 305a, 305b, 305¢ that passengers, crew, and other members of the public bring
on-board the vehicle 300 may be granted access to at least a public portion of the one or more
on-board communications networks 302 via, for example, the method 100 of FIG. 2 and/or the
system 200 of FIG. 4. The vehicle 300 1s depicted 1in FIG. 5 as an airplane 1n flight, however, the
techniques described herein may easily be applied to other vehicles that provide transport for
people, such as other types of aircraft, ships, trains, cars, buses, or any other type of vehicle that
has the ability move through the air, on the ground, through space, or on water. Further, the one
or more on-board networks 302 may include, for example, the public, on-board network 208
and/or other networks 2235 of FIG. 2, and indeed, any of the components, principles, methods,
apparatuses, devices, and/or techniques discussed with respect to FIG. 5 are applicable to any of
the components, principles, methods, apparatuses, devices, and/or techniques discussed with
respect to FIGS. 2-4. Additionally, the one or more on-board communications networks 302

may 1nclude one or more other public and/or private networks.
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[0069]  The one or more on-board networks 302 may include a plurality of nodes. A “node,”
as generally referred to herein, may comprise one or more computing devices having one or
more processors, a network interface, and one or more memories storing computer-executable
instructions. The 1nstructions may be executed by the processor(s) to perform one or more
actions. For example, the computer-executable instructions may be executed to communicate,
via the network interface, over one or more networks for various purposes, €.g., to discover other
nodes, services, and/or applications, to publish or provide services to the network, to consume
published or provided services, and/or to perform other actions. Additionally or alternatively,
nodes may execute instructions stored thereon to host various services and/or to execute various
applications, at some of which may be made available to other nodes. In some embodiments, a
node may additionally or alternatively comprise firmware and/or hardware that are operable to
perform one or more actions. In some embodiments, a node may include one or more user

interfaces and/or one or more network interfaces.

[0070] In some scenarios, a node may be a logical entity. For example, a node may comprise
a virtual machine hosted by or executed on one or more computing devices, or a “‘node” may
comprise an interpreted scripting or engine (€.g., a determination engine 218) hosted by or
executed on one or more computing devices. As such, in some embodiments, multiple nodes

may reside on a single, physical computing device.

[0071] In some embodiments, a node may be located on or within a vehicle so that the node 1s
transported along with the vehicle as the vehicle moves, e.g., a “transported node.” For example,
a transported node may be an end-user consumer computing device such as a laptop computer, a
handheld portable computing device, a phone, tablet or smart device, or other device that
generally 1s not fixedly or rigidly attached to the vehicle by a tangible, physical connection. In
other examples, a transported node may be a computing device that 1s fixedly and/or rigidly
connected to a vehicle using a tangible, physical connection so that node 1s prevented from
moving about the vehicle 1n an uncontrolled fashion when the vehicle moves. For example, a
fixedly connected, transported node such as a navigation device, a cockpit electronics unit, a
cabin electronics unit, or other device may be included 1n a line replaceable unit (LRU) on-board
and fixedly connected to the vehicle. Indeed, a vehicle may transport multiple nodes, at least

some of which are rigidly and fixedly connected to the vehicle, and at least some of which are
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not rigidly and fixedly connected to the vehicle. Typically, but not necessarily, nodes that
include sensors and/or monitoring devices that generate vehicle travel or heuristic data may be

fixedly connected to the vehicle.

[0072] For ease of discussion, the one or more on-board communications networks 302
disposed within the vehicle 300 are generally referred to herein using the singular tense.
However, 1t 1s understood that the on-board communications network 302 may include one or
more wired networks, one or more wireless networks, or a collection of wired and wireless
networks. The one or more networks 302 may include one or more private and/or public
networks. For example, the network 302 may include the public, on-board communications
network 208 of FIG. 2. In some embodiments, the network 302 may include multiple different
types of wired and wireless network links or data bearer channels implementing different link-
layer and network-layer protocols. For example, the one or more on-board networks 302 may
include one or more wireless networks or interfaces 308a, such as to a cellular communications
network localized to the cabin of the aircraft, to a W1-F1 network, to a wireless Ethernet network.,
to a Bluetooth® or other short distance wireless communications system, to a near-field wireless
communications (NFC) system, etc. On-board devices or nodes that have wireless
communication abilities may connect to the network 302 via one or more wireless interfaces
308a, for example. In an embodiment, at least one of the wireless interfaces 308a may provide

access to the public, on-board communications network 208.

[0073] Additionally or alternatively, the network 302 may include one or more wired
networks or interfaces 308b, such as a wired Ethernet, Local Talk, or other type of CSMA/CD
(Carrier Sense Multiple Access/Collision Detection) network, token ring, FDDI (Fiber
Distributed Data Interface), ATM (Asynchronous Transfer Mode), etc. Examples of nodes that
may connect to the network 302 via wired interfaces 308b include a cabin entertainment/media
node that stores in-tlight entertainment and other consumable content, and/or devices utilized by
the cabin crew for flight services purposes (e.g., communications between crew members,
passenger service and safety, etc.) (reference 310). In an embodiment, at least one of the wired

interfaces 308b may provide access to the public, on-board communications network 208.
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[0074] Further, 1n some embodiments, the network 302 may include an aircraft data bus or
other suitable interface 308¢ to on-board aviation-specific networks 312 via which connections
may be established to, for example, cockpit electronics nodes, flight instrumentation systems, on-
board maintenance systems, and the like. For example, the data 1s utilized by aviation nodes 312
be may be compliant with the ARINC-429, MIL-STD-1553, IEEE 802.3, or other suitable
standard. Generally, aviation-specific networks 312 may be private networks that are walled oft
against public use or access. Still further, the network 302 may include other types of networks
and interfaces 308d to other types of nodes (not shown). Examples of some (but not all possible)
types of networks which may be included 1n the one or more networks 302 are described in U.S.
Patent Application No. 13/675,200, filed November 13, 2012 and entitled “Vehicle Data
Distribution System and Method,” and in U.S. Patent Application No. 13/675,190 entitled
“Ground System for Vehicle Data Distribution” and now 1ssued as U.S. patent 9,088,613, the

disclosures of which are hereby incorporated by reference in their entireties.

[0075] Another node of the on-board communications network 302 may be a data distribution
node or device 315. The data distribution node or device 315 may be fixedly connected to the
vehicle (e.g., via an LRU when the vehicle 300 1s an aircraft), and may be the node via which
data 1s received onto and delivered from the vehicle 300 while the vehicle 300 1s 1n transit and/or
1s stationary. For ease of reading, the data distribution node or device 3135 1s referred to herein
using the singular tense, as the node/device 315 may have a singular logical appearance to other
nodes of the network 302. However, the data distribution node or device 315 may be

implemented utilizing multiple physical computing devices or nodes, 1f desired.

[0076] Typically, the data distribution node or device 315 may be communicatively connected
to one or more transceiver/antenna systems 318a, 318b, 318¢ over which data 1s transmitted via a
corresponding wireless link or bearer that may communicatively connect to an
antenna/transcetrver that 1s disposed on the ground or that 1s otherwise external to the vehicle 300.
For example, the data distribution node 315 may send and/or receive data via a satellite
transcelver/antenna system 318a that uses a satellite wireless link or bearer 320a (e.g., over the
Ku-band, Ka-band, L-band, S-band, etc.) to deliver data from and/or receive data onto the
vehicle 300. Additionally or alternatively, the data distribution node 315 may send and/or

receive data via an air-to-ground (ATG) transcelver/antenna system 318b that uses a non-
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satellite, ATG wireless link or bearer 320b (e.g., over the S-band, cellular/LTE bands, or other
designated band) to deliver data from and/or receive data onto the vehicle 300. Still additionally
or alternatively, the data distribution node 315 may send and/or receive data via a Wi-Fi1, cellular,
or other ground-based wireless transceiver/antenna system 318c¢ and link/bearer 320c¢ to deliver
data from and/or receive data onto the vehicle 300. (Typically, the ground-based wireless
transcelver/antenna system 318c¢ may have a shorter range than that of the other systems 318a,
318b and may be utilized only when the vehicle 1s not air-borne and/or 1s parked.) In some
embodiments, the vehicle 300 may include a transceiver/antenna system (not shown) over which
data may be transmitted via a corresponding air-to-air wireless link that communicatively
connects the vehicle 300 with another air-borne vehicle. While FIG. 5 illustrates the vehicle 300
as including multiple types of transceiver/antenna systems 318a, 318b, 318¢ via which data may
be delivered onto and off of the vehicle 300, in some embodiments, the vehicle 300 may include
only one of the transceiver/antenna systems 318a, 318b for data delivery, and/or may not include
the transceilver/antenna system 318c. Examples of data delivery links for transporting data

to/from the on-board network 302 may be found 1n atorementioned U.S. Patent Application No.

13/675.200 and U.S. Patent No. 9.088.613.

[0077] Generally, the data distribution node or device 315 may aggregate or otherwise
package data received from on-board nodes for delivery oft of the vehicle 300 via one or more of
the transceiver/antenna systems 318a-318c and their respective wireless links 320a-320c.
Additionally, the data distribution node or device 315 may disaggregate or otherwise un-package
data received onto the vehicle via one or more of the transceiver/antenna systems 318a-318c¢ and
their respective wireless links 320a-320c, and may route various data packets included therein
via the network 302 to respective on-board destination nodes. Examples of embodiments of the

data distribution node or device 315 may be found 1n aforementioned U.S. Patent Application

No. 13/675.200 and U.S. Patent No. 9,088.613.

[0078] The data distribution device 315 may enable personal tablets 305a, computers 305b,
phones/smart devices 3035¢, and /or other computing or electronic devices that have been brought
on-board the vehicle 300 and that have been granted access to the public on-board network 208
(e.g., via the method 100 and/or the system 200) to communicate with other devices that are not

on-board the vehicle 300 or that are on the ground. For example, data may be delivered, between
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one of the on-board devices 305a-305¢ and a ground computing device, via the on-board public
network 208, one or more other portions of the network 302, the data distribution node 315, and
one or more of the transceiver/antennas 318a, 318b and their respective wireless links 320a,
320b. Additionally or alternatively, the data distribution device 315 may enable one or more of
the on-board devices 305a-305¢ to communicate with other devices that are on-board the vehicle
via the on-board public network 208 and other portions of the network 302, provided that
appropriate permission and/or authorization criteria are met. Examples of managing
communications between on-board public devices 305a-305¢ (and/or applications executing
thereon) and other on-board and/or off-board nodes, devices, and/or applications may be found,

for example, in commonly-owned U.S. Patent No. 9,087,193; U.S. Patent Application No.
15/092,844, filed on April 7, 2016 and entitled "Systems and Methods for On-Board Access

Control”; and U.S. Patent Application No. 15/092,884, filed on April 7, 2016 and entitled

“Systems and Methods for Authenticating Applications to On-Board Services”, the disclosures

of which are hereby incorporated by reference 1n their entireties.

[0079] Typically, but not necessarily, the aviation nodes 312, the cabin media/services nodes
310, and the data distribution node 3135 are implemented 1n line-replaceable-units (LR Us) that
are fixedly connected to the vehicle. An LRU may be an electronic assembly that performs a
specific function in the aircraft 100 and that may be removed or replaced as a unit and serviced at

an aircraft maintenance center or flight line.

[0080] In an embodiment, the aviation nodes 312, the data distribution node 315, and/or other
nodes of the network 302 may include one or more devices and/or components that generate,
sense, monitor, and/or detect vehicle travel or heuristic data. For example, the aviation nodes
312, the data distribution node 315, and/or other nodes of the network 302 may include one or
more accelerometers, compasses, GPS receivers, altimeters, and/or other components that detect
or sense the spatial orientation, location, position, movement, speed, and other vehicle travel or
heuristic data while the vehicle 300 1s 1n transit. In an embodiment, at least some of the detected
and/or sensed vehicle travel data may be transmitted from the aviation nodes 312, the data
distribution of 3135, and/or other nodes of the network 302 to one or more detection engines 210
corresponding to one or more target computing devices 2035 (e.g., detection engines 210

corresponding to devices 305a, 305b, 305¢) for comparison with data that 1s detected or sensed
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by components of the target computing devices 2035, such as 1n a manner similar to that discussed

with respect to FIGS. 2, 3A, 3B, and 4.

[0081] In an embodiment, the data distribution node 315 may include one or more of the
component applications 222 that are in communicative connection with respective sensors,
monitors, detectors, and the like (e.g., one or more of the components 220N-220T of FIG. 2).
The component applications 222 may collect various vehicle travel or heuristic data from one or
more on-board sensors, monitors, and/or other devices or components, and may cause at least the
content of the collected vehicle travel or heuristic data to be delivered to one or more detection
engines 210 corresponding to one or more target computing devices 2035 (e.g., detection engines
210 corresponding to devices 305a, 305b, 305¢) for comparison with data that 1s detected or

sensed by components of the target computing devices 2035, such as in a manner similar to that

discussed with respect to FIGS. 2, 3A, 3B, and 4.

[0082] Although the foregoing text sets forth a detailed description of numerous different
embodiments, 1t should be understood that the scope of the patent 1s defined by the words of the
claims set forth at the end of this patent. The detailed description 1s to be construed as
exemplary only and does not describe every possible embodiment because describing every
possible embodiment would be impractical, if not impossible. Numerous alternative
embodiments could be implemented, using either current technology or technology developed
after the filing date of this patent, which would still fall within the scope of the claims and all
equivalents thereof. By way of example, and not limitation, the disclosure herein contemplates

at least the following aspects:

[0083] 1. A method of averting unsanctioned access to a network on-board a vehicle, the
network being an on-board network, and the method comprising detecting, at a computing device
that 1s on-board the vehicle, one or more externally generated stimuli or conditions, the one or
more externally generated stimuli or conditions excluding a response to a challenge 1ssued at a
user interface of the computing device. Additionally, the method comprises determining whether
or not the one or more externally generated stimuli or conditions are contextual to the vehicle
and indicative of the computing device being utilized by one or more persons who are on-board

the vehicle; and granting access of the computing device to the on-board network via which the
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computing device 1s able to communicate with one or more other computing devices, the
granting based on a determination that the one or more externally generated stimuli or conditions
are contextual to the vehicle and indicative of the computing device being utilized by the one or

more persons who are on-board the vehicle.

[0084] 2. The method of the previous aspect, further comprising denying access of the
computing device to the on-board network based on a determination that the one or more
externally generated stimuli or conditions are not indicative of the computing device being

utilized by any person who 1s on-board the vehicle.

[0085] 3. The method of any one of the previous aspects, further comprising (1) presenting a
particular challenge at the user intertface of the computing device based on a determination that
the one or more externally generated stimuli or conditions are not indicative of the computing
device being utilized by any person who 1s on-board the vehicle; and (11) one of: granting access
of the computing device to the on-board network when a suitable response to the particular
challenge 1s received; or denying access of the computing device to the on-board network when
(a) an unsuitable response to the particular challenge 1s received, or (b) no response to the

particular challenge 1s received within a time interval.

[0086] 4. The method of any one of the previous aspects, wherein determining whether or
not the one or more externally generated stimuli or conditions are contextual to the vehicle and
indicative of the computing device being utilized by the one or more persons who are on-board
the vehicle comprises determining a confidence score based on the one or more externally

generated stimuli or conditions and comparing the confidence score to a threshold.

[0087] 5. The method of the previous aspect, wherein determining the confidence score
based on the one or more externally generated stimuli or conditions comprises determining the
confidence score based on a set of multiple externally generated stimuli or conditions detected by

the computing device over an interval of time.

[0088] 6. The method of any one of the previous aspects, wherein determining whether or
not the one or more externally generated stimuli or conditions are indicative of the computing
device being utilized by the one or more persons who are on-board the vehicle comprises

obtaining an indication of an input received at a user interface of the computing device.
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[0089] 7. The method of any one of the previous aspects, wherein determining whether or
not the one or more externally generated stimuli or conditions are contextual to the vehicle and
indicative of the computing device being utilized by the one or more persons who are on-board
the vehicle comprises determining that data captured by an optical interface of the computing

device while on-board the vehicle 1s changing over time.

[0090] 8. The method of any one of the previous aspects, wherein determining whether or
not the one or more externally generated stimuli or conditions are contextual to the vehicle and
indicative of the computing device being utilized by the one or more persons who are on-board
the vehicle further comprises determining that an 1mage captured by the optical intertace of the

computing device while on-board the vehicle includes an image of at least a part of a person.

[0091] 9. The method of any one of the previous aspects, further comprising obtaining, at
the computing device, respective indications of one or more signals that are generated by one or
more devices fixedly connected to the vehicle; and wherein determining whether or not the one
or more externally generated stimuli or conditions are contextual to the vehicle and indicative of
the computing device being utilized by the one or more persons who are on-board the vehicle 1s

based on the respective indications of the one or more signals.

[0092] 10. The method of any one of the previous aspects, wherein determining whether or
not one or more externally generated stimuli or conditions are contextual to the vehicle and
indicative of the computing device being utilized by the one or more persons who are on-board
the vehicle based on the respective indications of the one or more signals comprises at least one
of comparing respected values of the one or more signals with a threshold; or comparing the

respective values of the one or more signals with data generated by the computing device.

[0093] 11. The method of any one of the previous aspects, wherein obtaining the respective
indications of the one or more signals that are generated by one or more devices fixedly
connected to the vehicle comprises obtaining an indication of a strength of a signal generated by

a wireless access point on-board the vehicle.

[0094] 12. The method of any one of the previous aspects, wherein obtaining the respective
indications of the one or more signals that are generated by one or more devices fixedly

connected to the vehicle comprises obtaining a respective indication of the computing device
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detecting a respective signal generated by each of a plurality of wireless transmitters that are

fixedly connected to the vehicle.

[0095] 13. The method of any one of the previous aspects, wherein obtaining the respective
indications of the one or more signals that are generated by the one or more devices fixedly
connected to the vehicle comprises at least one of obtaining a Service Set Identifier (SSID) or
other identifier of the on-board network or obtaining an indication of a service provided by

another device via the on-board network.

[0096] 14. The method of any one of the previous aspects, wherein: obtaining the respective
indications of the one or more signals that are generated by the one or more devices fixedly
connected to the vehicle comprises obtaining an indication of an output generated by a spatial
orientation detector fixedly connected to the vehicle; and determining whether or not the one or
more externally generated stimuli or conditions are contextual to the vehicle and indicative of the
computing device being utilized by the one or more persons who are on-board the vehicle
comprises comparing the output generated by the fixedly connected spatial orientation detector

with an output generated by a spatial orientation detector of the computing device.

[0097] 15. The method of any one of the previous aspects, wherein obtaining the respective
indications of the one or more signals that are generated by the one or more devices fixedly
connected to the vehicle comprises obtaining an indication of an output that 1s generated by one
or more devices fixedly connected to the vehicle and that includes data indicative of at least one
of the vehicle, a particular journey of the vehicle, or one or more conditions detected by

monitoring equipment on-board the vehicle while the vehicle 1s 1n transit.

[0098] 16. The method of any one of the previous aspects, wherein the computing device 1s a

mobile computing device.

[0099] 17. The method of any one of the previous aspects, wherein granting access of the
computing device to the on-board network via which the computing device 1s able to
communicate with one or more other computing devices comprises granting access of the
computing device to the on-board network via which the computing device 1s able to

communicate with another computing device that 1s not on-board the vehicle.

_37 -



CA 03026114 2018-11-29

WO 2017/209851 PCT/US2017/028477

[00100] 18. The method of any one of the previous aspects, wherein at least a portion of the
method 1s performed by an application comprising machine readable instructions stored on a
non-transitory computer readable storage medium or media of the computing device and

executed by a processor of the computing device.

[00101] 19. The method of any one of the previous aspects, wherein the at least the portion of

the method 1s performed by the application upon initialization of the application.
[00102] 20. Means for performing any one of the previous aspects.
[00103] 21. The method of any one of claims 1-19 performed by a system.

[00104] 22. The system of aspect 21, wherein the system comprises computer-executable

instructions stored on one or more memories and executable by one or more processors.
[00105] 23. The system of any one of aspects 21-22, wherein the system comprises firmware.
[00106] 24. The system of any one of aspects 21-23, wherein the system comprises hardware.

[00107] 25. The system of any one of aspects 21-24, wherein at least a portion of the system

1s disposed on the computing device.

[00108] 26. The system of any one of aspects 21-25, wherein at least a portion of the system

1s disposed on another computing device on-board the vehicle.

[00109] 27. A system for averting unsanctioned access to a network on-board a vehicle, the
network being an on-board network, and the system comprising means for detecting one or more
stimuli or conditions that are external to a computing device that 1s on-board the vehicle, the one
or more externally generated stimuli or conditions excluding a response to a challenge 1ssued at a
user interface of the computing device; means for determining whether or not the one or more
externally generated stimuli or conditions are contextual to the vehicle and are indicative of the
computing device being utilized by one or more persons who are on-board the vehicle; and
means for granting access of the computing device to the on-board network, the granting based
on a determination that the one or more externally generated stimuli or conditions are contextual
to the vehicle and indicative of the computing device being utilized by the one or more persons

who are on-board the vehicle.
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[00110] 28. The system of the previous aspect, further comprising any one of aspects 1-26.

[00111] 29. The system of any one of aspects 27-28, further comprising means for denying
access of the computing device to the on-board network based on a determination that the one or
more externally generated stimuli or conditions are not indicative of the computing device being

utilized by a person who 1s on-board the vehicle.

[00112] 30. The system of any one of aspects 27-29, further comprising means for presenting
a particular challenge at the user interface of the computing device based on a determination that
the one or more externally generated stimuli or conditions are not indicative of the computing
device being utilized by any person who 1s on-board the vehicle; and one of: means for granting
access of the computing device to the on-board network upon a reception of a suitable response
to the particular challenge; or means for denying access of the computing device to the on-board
network upon (1) a reception of an unsuitable response to the particular challenge, or (11) a failure

to receilve any response to the particular challenge within a time interval.

[00113] 31. The system of any one of aspects 27-30, wherein the means for determining
whether or not the one or more externally generated stimuli or conditions are contextual to the
vehicle and are indicative of the computing device being utilized by the one or more persons who
are on-board the vehicle comprises means for determining a confidence score based on more
than one externally generated stimuli or conditions detected over an interval of time and means

for comparing the confidence score to a threshold.

[00114] 32. The system of any one of aspects 27-31, wherein the means for determining
whether or not the one or more externally generated stimuli or conditions are contextual to the
vehicle and are indicative of the computing device being utilized by the one or more persons who
are on-board the vehicle comprises at least one of: means for obtaining an indication of an ad-
hoc 1nput received at a user interface or a manipulatable component of the computing device; or
means for determining that data captured by an optical interface of the computing device while
on-board the vehicle 1s at least one of: changing over time, including an 1image of at least a part

of a person, or including an 1mage of at least a part of the vehicle.

[00115] 33. The system of any one of aspects 27-32, further comprising means for obtaining

respective indications of one or more signals that are generated by one or more devices fixedly
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connected to the vehicle; and wherein the one or more externally generated stimuli or conditions
correspond to the respective indications of the one or more signals that are generated by the one

or more devices fixedly connected to the vehicle.

[00116] 34. The system of any one of aspects 27-33, wherein the determination of whether or
not one or more externally generated stimuli or conditions are contextual to the vehicle and are
indicative of the computing device being utilized by the one or more persons who are on-board
the vehicle 1s based on at least one of: a comparison of respective values of the one or more
signals generated by the one or more devices fixedly connected to the vehicle with a threshold; a
comparison of the respective values of the one or more signals generated by the one or more
devices fixedly connected to the vehicle with user account data stored at the target computing
device; or a comparison of the respective values of the one or more signals generated by the one
or more devices fixedly connected to the vehicle with data generated by a sensor or detector in

the computing device.

[00117] 35. A system for averting unsanctioned access to a network on-board a vehicle, the
network being an on-board network, and the system comprising: a detection engine that 1s
communicatively coupled to one or more components of a computing device on-board the
vehicle and that 1s configured to detect, via the coupling to the one or more components, one or
more stimuli or conditions that are external to the computing device; a determination engine
coupled to the detection engine and configured to determine, based on the one or more stimuli or
conditions detected by the detection engine, whether or not the computing device 1s being
utilized by one or more persons who are on-board the vehicle, wherein a grant or a denial of
access of the computing device to the on-board network 1s based on a determination of the

determination engine.
[00118] 36. The system of the previous aspect, further comprising any one of aspects 1-34.

[00119] 37. The system of any one of aspects 35-36, wherein the one or more components of
the computing device include one or more wireless interfaces communicatively coupled to one or
more other devices fixedly connected to the vehicle, and wherein the determination of whether or

not the computing device 1s being utilized by the one or more persons 1s based on at least one of
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a content or a strength of a wireless signal generated by the one or more other devices and

received at the computing device via the one or more wireless interfaces.

[00120] 38. The system of any one of aspects 35-37, wherein the one or more components of
the computing device include a sensor or monitor, and wherein the determination of whether or
not the computing device 1s being utilized by the one or more persons 1s based on a comparison,
over time, of (1) data generated by the sensor or monitor of the computing device, and (11) vehicle
travel or heuristic data generated by a sensor or monitor of another device that 1s fixedly

connected to the vehicle.

[00121] 39. The system of any one of aspects 35-38, wherein the one or more components of
the computing device include at least one of a user interface or an optical interface via which ad-
hoc data 1s received, and wherein the one or more stimuli or conditions are based on the

received, ad-hoc data.

[00122] 40. The system of any one of aspects 35-39, wherein: the detection engine comprises
a first set of computer-executable 1nstructions; the determination engine comprises a second set
of computer-executable instructions; and the computing device 1s a mobile computing device
having (1) a memory on which at least one of the first set of computer-executable instructions or
the second set of computer-executable instructions are stored, and (11) a processor to execute the
at least one of the first set of computer-executable instructions or the second set of computer-

executable instructions.

[00123] 41. The system of the previous aspect, wherein the processor 1s triggered to execute
the first set of computer-executable instructions upon at least one of: an initialization of the
computing device; an initialization of a web browser at the computing device; an initialization of
a first application in which the first set of computer-executable instructions are included; an
initialization of second application at the computing device; or a detection, at the computing

device, of a wireless signal transmitted by a device that 1s fixedly connected to the vehicle.

[00124] Thus, many modifications and variations may be made 1n the techniques and
structures described and illustrated herein without departing from the spirit and scope of the
present claims. Accordingly, 1t should be understood that the methods and apparatus described

herein are 1llustrative only and are not limiting upon the scope of the claims.
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What is claimed is:

1. A method of averting unsanctioned access to a network on-board a vehicle, the
network being an on-board network, and the method comprising:

detecting, at a computing device and based on a presence of a wireless signal generated
by a transceiver that is on-board the vehicle and fixedly connected to the vehicle, that the

computing device Is on-board the vehicle;

detecting, at the computing device, one or more externally generated stimuli or conditions,
the one or more externally generated stimuli or conditions excluding a response to a challenge
Issued at a user interface of the computing device and including a first set of values generated
over time by one or more spatial positioning sensors that are excluded from the computing device
and that are disposed on-board the vehicle;

determining whether or not the one or more externally generated stimuli or conditions are
Indicative of the computing device being at least one of operated, held, or carried by one or more
persons who are on-board the vehicle, including comparing the first set of values with a second set
of values generated over time by one or more spatial positioning sensors included in the
computing device; and

granting access of the computing device to the on-board network, the granting based on a
determination that the one or more externally generated stimuli or conditions are indicative of the
computing device being at least one of operated, held, or carried by the one or more persons who
are on-board the vehicle, the determination including a determination, based on the comparison, of
a difference between the first set of values and the second set of values over time.

2. The method of claim 1, wherein the determination is a first determination, and the
method further comprises denying access of the computing device to the on-board network based
on a second determination that the one or more externally generated stimuli or conditions are not
iIndicative of the computing device being at least one of operated, held, or carried by any person
who Is on-board the vehicle, the second determination including a determination, based on the
comparison, of a consistency between the first set of values and the second set of values over

time.
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3. The method of any one of claims 1-2,

further comprising presenting a particular challenge at the user interface of the computing
device based on a determination that the one or more externally generated stimuli or conditions
are not indicative of the computing device being at least one of operated, held, or carried by a

person who Is on-board the vehicle; and
one of:

granting access of the computing device to the on-board network upon a reception

of a suitable response to the particular challenge; or

denying access of the computing device to the on-board network upon (i) a
reception of an unsuitable response to the particular challenge, or (i) a failure to receive

any response to the particular challenge within a time interval.

4. The method of any one of claims 1-3, wherein determining whether or not the one
or more externally generated stimuli or conditions are indicative of the computing device being at
least one of operated, held, or carried by the one or more persons who are on-board the vehicle

further comprises:

determining a confidence score based on more than one externally generated stimuli or
conditions, the confidence score corresponding to the difference between the first set of values

and the second set of values detected over an interval of time; and

comparing the confidence score to a threshold.

5. The method of any one of claims 1-4, wherein determining whether or not the one
or more externally generated stimuli or conditions are indicative of the computing device being at
least one of operated, held, or carried by the one or more persons who are on-board the vehicle

further comprises at least one of:

obtaining an indication of an input received at the user interface or a manipulatable

component of the computing device; or
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determining that data captured by an optical interface of the computing device while on-
board the vehicle is at least one of. changing over time, including an image of at least a part of a
person, or including an image of at least a part of the vehicle.

6. The method of any one of claims 1-5,

further comprising obtaining, at the computing device, respective indications of one or more

signals that are generated by one or more devices fixedly connected to the vehicle; and

wherein determining whether or not the one or more externally generated stimuli or
conditions are indicative of the computing device being at least one of operated, held, or carried by
the one or more persons who are on-board the vehicle is further based on the respective

Indications of the one or more signals.

/. The method of claim 6, wherein determining whether or not one or more externally
generated stimuli or conditions are indicative of the computing device being at least one of
operated, held, or carried by the one or more persons who are on-board the vehicle based on the

respective indications of the one or more signals comprises at least one of:

comparing respective values of the one or more signals with a threshold corresponding to

signal strength; or

comparing the respective values of the one or more signals with user account data stored

at the target computing device.

8. A system for averting unsanctioned access to a network on-board a vehicle, the

network being an on-board network, and the system comprising a computing device including:

means for detecting, based on a presence of a signal generated by the on-board network,

that the computing device is on-board the vehicle;

means for detecting one or more stimuli or conditions that are external to the computing
device that is on-board the vehicle, the one or more externally generated stimuli or conditions

excluding a response to a challenge issued at a user interface of the computing device and
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Including a first set of values generated over time by one or more spatial positioning sensors that
are excluded from the computing device and that are disposed on-board the vehicle;

means for determining whether or not the one or more externally generated stimuli or
conditions are indicative of the computing device being at least one of operated, held, or carried by
one or more persons who are on-board the vehicle, including means for comparing the first set of
values with a second set of values generated over time by one or more spatial positioning sensors

included in the computing device; and

means for granting access of the computing device to the on-board network, the granting
based on a determination that the one or more externally generated stimuli or conditions are
iIndicative of the computing device being at least one of operated, held, or carried by the one or
more persons who are on-board the vehicle, the determination including a determination, based on
the comparison, of a difference between the first set of values and the second set of values over

time.

9. The system of claim 8, wherein the determination is a first determination, and the
system further comprises means for denying access of the computing device to the on-board
network based on a second determination that the one or more externally generated stimuli or
conditions are not indicative of the computing device being operated, held, or carried by any
person who Is on-board the vehicle, the second determination based on a consistency between the

first set of values and the second set of values over time.

10. The system of any one of claims 8-9, wherein the determination is a first

determination, and the system further comprises:

means for presenting a particular challenge at the user interface of the computing device
based on a second determination that the one or more externally generated stimuli or conditions
are not indicative of the computing device being at least one of operated, held, or carried by any

person who Is on-board the vehicle; and
one of:

means for granting access of the computing device to the on-board network upon a

reception of a suitable response to the particular challenge; or
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means for denying access of the computing device to the on-board network upon (i)
a reception of an unsuitable response to the particular challenge, or (i) a failure to receive
any response to the particular challenge within a time interval.

11. The system of any one of claims 8-10, wherein the means for determining whether
or not the one or more externally generated stimuli or conditions are indicative of the computing
device being at least one of operated, held, or carried by the one or more persons who are on-
board the vehicle further comprises:

means for determining a confidence score based on more than one externally generated
stimuli or conditions, the confidence score based on the difference between the first set of values
and the second set of values detected over an interval of time; and

means for comparing the confidence score to a threshold.

12. The system of any one of claims 8-11, wherein the means for determining whether
or not the one or more externally generated stimuli or conditions are indicative of the computing
device being at least one of operated, held, or carried by the one or more persons who are on-

board the vehicle further comprises at least one of:

means for obtaining an indication of an ad-hoc input received at a user interface or a

manipulatable component of the computing device; or

means for determining that data captured by an optical interface of the computing device
while on-board the vehicle is at least one of: changing over time, including an image of at least a
part of a person, or including an image of at least a part of the vehicle.

13. The system of any one of claims 8-12,

further comprising means for obtaining respective indications of one or more signals that

are generated by one or more devices fixedly connected to the vehicle; and

wherein the one or more externally generated stimuli or conditions correspond to the
respective indications of the one or more signals that are generated by the one or more devices

fixedly connected to the vehicle.
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14. The system of claim 13, wherein the determination of whether or not one or more
externally generated stimuli or conditions are indicative of the computing device being at least one
of operated, held, or carried by the one or more persons who are on-board the vehicle is based on

at least one of:

a comparison of respective values of the one or more signals generated by the one or more
devices fixedly connected to the vehicle with a threshold, the threshold corresponding to signal
strength; or

a comparison of the respective values of the one or more signals generated by the one or
more devices fixedly connected to the vehicle with user account data stored at the target

computing device.

15. A system for averting unsanctioned access to a network on-board a vehicle, the
network being an on-board network, and the system comprising a computing device including:

one or more wireless interfaces via which the computing device is determined to be on-

board the vehicle:

a detection engine that iIs communicatively coupled to one or more components of the
computing device that has been determined to be on-board the vehicle, the detection engine
configured to detect, via the coupling to the one or more components, one or more stimuli or
conditions that are external to the computing device, the one or more stimuli or conditions that are
external to the computing device including a first set of values generated over time by one or more
spatial positioning sensors that are excluded from the computing device and that are disposed on-
board the vehicle;

a determination engine coupled to the detection engine and configured to determine, based
on the one or more stimuli or conditions detected by the detection engine, whether or not the
computing device Is being at least one of operated, held, or carried by one or more persons who

are on-board the vehicle,
wherein:

a grant or a denial of access of the computing device to the on-board network is

based on a determination of the determination engine;
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the determination of the determination engine includes a comparison of the first set
of values and a second set of values generated over time by one or more spatial

positioning sensors included in the computing device; and

a denial of access corresponds to a consistency over time between the first set of
values and the second set of values, and a granting of access corresponds to a difference
between the first set of values and the second set of values.

16. The system of claim 15, wherein the one or more wireless interfaces
communicatively couple the computing device to one or more other devices fixedly connected to
the vehicle, and wherein the determination of whether or not the computing device Is being at least
one of operated, held, or carried utilized by the one or more persons Is further based on at least
one of respective content or respective strengths of one or more wireless signals generated by the
one or more other devices and received at the computing device via the one or more wireless

Interfaces.

17. The system of any one of claims 15-16, wherein the first set of values includes
vehicle travel or heuristic data generated by the one or more spatial positioning sensors excluded
from the computing device, and wherein at least one of the one or more spatial positioning sensors
excluded from the computing device is included in another device that is fixedly connected to the
vehicle.

18. The system of any one of claims 15-17, wherein the one or more components of the
computing device include at least one of a user interface or an optical interface via which ad-hoc
data is received, and wherein the one or more stimuli or conditions are further based on the

received, ad-hoc data.

19. The system of any one of claims 15-18, wherein:
the detection engine comprises a first set of computer-executable instructions;

the determination engine comprises a second set of computer-executable instructions; and
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the computing device is a mobile computing device having (1) a memory on which at least
one of the first set of computer-executable instructions or the second set of computer-executable
Instructions are stored, and (i) a processor to execute the at least one of the first set of computer-

executable instructions or the second set of computer-executable instructions.

20. (Original) The system of claim 19, wherein the processor is triggered to execute the

first set of computer-executable instructions upon at least one of:
an initialization of the computing device;
an initialization of a web browser at the computing device;

an initialization of a first application in which the first set of computer-executable

Instructions is included;
an initialization of second application at the computing device; or

a detection, at the computing device, of a wireless signal transmitted by a device that is

fixedly connected to the vehicle.

21. (Original) Any one of the preceding claims in combination with any other one of the

preceding claims.
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