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(57) Abstract: A server system 500 is provided for receiving video clips having an associated audio/musical track for processing at the server system. The system comprises a first beat tracking module for generating a first beat time sequence from the audio signal using an estimation of the signal's tempo and chroma accent information. A ceiling and floor function is applied to the tempo estimation to provide integer versions which are subsequently applied separately to a further accent signal derived from a lower-frequency sub-band of the audio signal to generate second and third beat time sequences. A selection module then compares each of the beat time sequences with the further accent signal to identify a best match.
Audio Signal Analysis

Field of the Invention
This invention relates to audio signal analysis and particularly to music meter analysis.

Background of the Invention
In music terminology, the music meter comprises the recurring pattern of stresses or accents in the music. The musical meter can be described as comprising a measure pulse, a beat pulse and a tatum pulse, respectively referring to the longest to shortest in terms of pulse duration.

Beat pulses provide the basic unit of time in music, and the rate of beat pulses (the tempo) is considered the rate at which most people would tap their foot on the floor when listening to a piece of music. Identifying the occurrence of beat pulses in a piece of music, or beat tracking as it is known, is desirable in a number of practical applications. Such applications include music recommendation applications in which music similar to a reference track is searched for, in Disk Jockey (DJ) applications where, for example, seamless beat-mixed transitions between songs in a playlist is required, and in automatic looping techniques.

Beat tracking systems and methods generate a beat sequence, comprising the temporal position of beats in a piece of music or part thereof.

The following terms are useful for understanding certain concepts to be described later.

Pitch: the physiological correlate of the fundamental frequency \( (f_0) \) of a note.

Chroma, also known as pitch class: musical pitches separated by an integer number of octaves belong to a common pitch class. In Western music, twelve pitch classes are used.

Beat or tactus: the basic unit of time in music, it can be considered the rate at which most people would tap their foot on the floor when listening to a piece of music. The word is also used to denote part of the music belonging to a single beat.
Tempo: the rate of the beat or tactus pulse, usually represented in units of beats per minute (BPM).

Bar or measure: a segment of time defined as a given number of beats of given duration. For example, in a music with a 4/4 time signature, each measure comprises four beats.

Accent or Accent-based audio analysis: analysis of an audio signal to detect events and/or changes in music, including but not limited to the beginning of all discrete sound events, especially the onset of long pitched sounds, sudden changes in loudness of timbre, and harmonic changes. Further detail is given below.

It is believed that humans perceive musical meter by inferring a regular pattern of pulses from accents, which are stressed moments in music. Different events in music cause accents. Examples include changes in loudness or timbre, harmonic changes, and in general the beginnings of all sound events. In particular, the onsets of long pitched sounds cause accents. Automatic tempo, beat, or downbeat estimators may try to imitate the human perception of music meter to some extent. This may involve the steps of measuring musical accentuation, performing period estimation of one or more pulses, finding the phases of the estimated pulses, and choosing the metrical level corresponding to the tempo or some other metrical level of interest. Since accents relate to events in music, accent based audio analysis refers to the detection of events and/or changes in music. Such changes may relate to changes in the loudness, spectrum and/or pitch content of the signal. As an example, accent based analysis may relate to detecting spectral change from the signal, calculating a novelty or an onset detection function from the signal, detecting discrete onsets from the signal, or detecting changes in pitch and/or harmonic content of the signal, for example, using chroma features. When performing the spectral change detection, various transforms or filter bank decompositions may be used, such as the Fast Fourier Transform or multi-rate filter banks, or even fundamental frequency $f_0$ or pitch salience estimators. As a simple example, accent detection might be performed by calculating the short-time energy of the signal over a set of frequency bands in short frames over the signal, and then calculating the difference, such as the Euclidean distance, between every two adjacent frames. To increase the robustness for various music types, many different accent signal analysis methods have been developed.
The system and method to be described hereafter draws on background knowledge described in the following publications which are incorporated herein by reference.


**Summary of the Invention**

A first aspect of the invention provides apparatus comprising:

- a first accent signal module for generating a first accent signal (a,) representing musical accents in an audio signal;
a second accent signal module for generating a second, different, accent signal (a₂) representing musical accents in the audio signal;

a first beat tracking module for estimating a first beat time sequence (b₁) from the first accent signal;

a second beat tracking module for estimating a second beat time sequence (b₂) from the second accent signal; and

a sequence selector for identifying which one of the first and second beat time sequences (b₁, b₂) corresponds most closely with peaks in one or both of the accent signal(s).

The apparatus provides a robust and computationally straightforward system and method for identifying the position of beats in a music signal. In particular, the apparatus provides a robust and accurate way of beat tracking over a range of musical styles, ranging from electronic music to classical and rock music. Electronic dance music in particular is processed more accurately.

The first accent signal module may be configured to generate the first accent signal (a₁) by means of extracting chroma accent features based on fundamental frequency (f₀) salience analysis.

The apparatus may further comprise a tempo estimator configured to generate using the first accent signal (a₁) the estimated tempo (BPM\text{est}) of the audio signal.

The first beat tracking module may be configured to estimate the first beat time sequence using the first accent signal (a₁) and the estimated tempo (BPM\text{est}).

The second accent signal module may configured to generate the second accent signal (a₂) using a predetermined sub-band of the audio signal's bandwidth. The predetermined sub-band may be below 200Hz.

The second accent signal module may be configured to generate the second accent signal (a₂) by means of performing a multi-rate filter bank decomposition of the audio signal and generating the accent signal using the output from a predetermined one of the filters.
The apparatus may further comprise means for obtaining an integer representation of the estimated tempo \( \text{BPM}_{est} \) and wherein the second beat tracking module may be configured to generate the second beat time sequence \( (b_2) \) using the second accent signal \( (a_2) \) and the integer representation.
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The integer representation of the estimated tempo \( \text{BPM}_{est} \) may be calculated using either a rounded tempo estimate function \( \text{round}(\text{BPM}_{est}) \), a ceiling tempo estimate function \( \text{ceil}(\text{BPM}_{est}) \) or a floor tempo estimate function \( \text{floor}(\text{BPM}_{est}) \).

10 /The apparatus may further comprise means for performing a ceiling and floor function on the estimated tempo \( \text{BPM}_{est} \) to generate respectively a ceiling tempo estimate \( \text{ceil}(\text{BPM}_{est}) \) and a floor tempo estimate \( \text{floor}(\text{BPM}_{est}) \), wherein the second beat tracking module may be configured to generate the second and a third beat time sequence \( (b_2, b_3) \) using the second accent signal \( (a_2) \) and different ones of the ceiling and floor tempo estimates, and wherein the sequence selector may be configured to identify which one of the first, second and third beat time sequences corresponds most closely with peaks in one or both of the accent signal(s).

The second beat tracking module may be configured, for each of the ceiling and floor tempo estimates, to generate an initial beat time sequence \( (b_i) \) using said estimate, to compare it with a reference beat time sequence \( (b_i) \) and to generate using a predetermined similarity algorithm the second and third beat time sequences.

20 The predetermined similarity algorithm used by the second beat tracking module may comprise comparing the initial beat time sequence \( (b_i) \) and the reference beat time sequence \( (b_i) \) over a range of offset positions to identify a best match within the range, the generated second/third beat time sequence comprising the offset version of the reference beat time sequence \( (b_i) \) which resulted in the best match.

25 The reference beat time sequence \( (b_i) \) may have a constant beat interval. The reference beat time sequence \( (b_i) \) may be generated as \( t = 0, 1/ (X/60), 2/ (X/60) \ldots \ldots, n/ (Xt/60) \) where \( X \) is the integer estimate representation of the estimated tempo and \( n \) is an integer.
The range of offset positions used in the algorithm may be between 0 and \( \frac{i.(i/60)}{X} \) where \( X \) is the integer estimate representation of the estimated tempo. The offset positions used for comparison in the algorithm may have steps of \( \frac{0.1}{(\text{BPM}_{\text{est}} / 60)} \).

The sequence selector may be configured to identify which one of the beat time sequences corresponds most closely with peaks in the second accent signal.

The sequence selector may be configured, for each of the beat time sequences, to calculate a summary statistic or value that is dependent on the values of the or each accent signal occurring at or around beat times in the sequence, and to select the beat time sequence which results in the greatest summary statistic or value.

The sequence selector may be configured, for each of the beat time sequences, to calculate the average or mean value of the or each accent signal occurring at or around beat times in the sequence, and to select the beat time sequence which results in the greatest mean value.

Further, there may be provided an apparatus according to any of the above definitions, comprising: means for receiving a plurality of video clips, each having a respective audio signal having common content; and a video editing module for identifying possible editing points for the video clips using the beats in the selected beat sequence. The video editing module may be further configured to join a plurality of video clips at one or more editing points to generate a joined video clip.

A second aspect of the invention provides a method comprising: generating a first accent signal \( (a_1) \) representing musical accents in an audio signal; generating a second, different, accent signal \( (a_2) \) representing musical accents in the audio signal; estimating a first beat time sequence \( (b_1) \) from the first accent signal; estimating a second beat time sequence \( (b_2) \) from the second accent signal; and identifying which one of the first and second beat time sequences \( (b_1), (b_2) \) corresponds most closely with peaks in one or both of the accent signal(s).

The first accent signal \( (a_1) \) may be generated by means of extracting chroma accent features based on fundamental frequency \( (f_0) \) salience analysis.
The method may further comprise generating using the first accent signal (a₁) the estimated tempo (BPM\textsubscript{est}) of the audio signal.

The first beat time sequence may be generated using the first accent signal (a₁) and the estimated tempo (BPM\textsubscript{est}).

The second accent signal (a₂) may be generated using a predetermined sub-band of the audio signal's bandwidth.

The second accent signal (a₂) may be generated using a predetermined sub-band below 200Hz.

The second accent signal (a₂) may be generated by means of performing a multi-rate filter bank decomposition of the audio signal and using the output from a predetermined one of the filters.

The method may further comprise obtaining an integer representation of the estimated tempo (BPM\textsubscript{est}) and generating the second beat time sequence (b₂) using the second accent signal (a₂) and said integer representation.

The integer representation of the estimated tempo (BPM\textsubscript{est}) may be calculated using either a rounded tempo estimate function (\texttt{round}(BPM\textsubscript{est})) , a ceiling tempo estimate function (\texttt{ceil}(BPM\textsubscript{est})) or a floor tempo estimate function (\texttt{floor}(BPM\textsubscript{est})).

The method may further comprise performing a ceiling and floor function on the estimated tempo (BPM\textsubscript{est}) to generate respectively a ceiling tempo estimate (ceil(BPM\textsubscript{est})) and a floor tempo estimate (floor(BPM\textsubscript{est})), generating the second and a third beat time sequence (b₂) (b₃) using the second accent signal (a₂) and different ones of the ceiling and floor tempo estimates, and identifying which one of the first, second and third beat time sequences corresponds most closely with peaks in one or both of the accent signal(s). For each of the ceiling and floor tempo estimates, an initial beat time sequence (b₁) may be generated using said estimate, said initial beat time sequence then being compared with a reference beat time sequence (bᵢ) for generating the second and third beat time sequences using a predetermined similarity algorithm.
The comparison step using the predetermined similarity algorithm may comprise comparing the initial beat time sequence \((b_i)\) and the reference beat time sequence \((b_0)\) over a range of offset positions to identify a best match within the range, the generated second/third beat time sequence comprising the offset version of the reference beat time sequence \((b_0)\) which resulted in the best match.

The reference beat time sequence \((b_0)\) may have a constant beat interval.

The reference beat time sequence \((b_0)\) maybe generated as \(t = 0, \frac{i}{X/60}, 2/(X/60)\) ....... \(n/(X/60)\) where \(X\) is the integer estimate representation of the estimated tempo and \(n\) is an integer.

The range of offset positions used in the algorithm may be between 0 and \(i/(X/60)\) where \(X\) is the integer estimate representation of the estimated tempo. The offset positions used for comparison in the algorithm may have steps of \(0.1/(BPM_{est}/60)\).

The identifying step may comprise identifying which one of the beat time sequences corresponds most closely with peaks in the second accent signal.

The identifying step may comprise calculating, for each of the beat time sequences, a summary statistic or value that is dependent on the values of the or each accent signal occurring at or around beat times in the sequence, and selecting the beat time sequence which results in the greatest summary statistic or value.

The identifying step may comprise calculating, for each of the beat time sequences, the average or mean value of the or each accent signal occurring at or around beat times in the sequence, and selecting the beat time sequence which results in the greatest mean value.

There may also be provided a method which uses the beat identifying method defined above, the method comprising: receiving a plurality of video clips, each having a respective audio signal having common content; and identifying possible editing points for the video clips using the beats in the selected beat sequence. This method may further comprise joining a plurality of video clips at one or more editing points to generate a joined video clip.
A third aspect of the invention provides a computer program comprising instructions that when executed by a computer apparatus control it to perform the method according to any of the above definitions.

A fourth aspect of the invention provides a non-transitory computer-readable storage medium having stored thereon computer-readable code, which, when executed by computing apparatus, causes the computing apparatus to perform a method comprising: generating a first accent signal \((aO)\) representing musical accents in an audio signal; generating a second, different, accent signal \((a_2)\) representing musical accents in the audio signal; estimating a first beat time sequence \((b_1)\) from the first accent signal; estimating a second beat time sequence \((b_2)\) from the second accent signal; and identifying which one of the first and second beat time sequences \((b_1, b_2)\) corresponds most closely with peaks in one or both of the accent signal(s).

A fifth aspect of the invention provides an apparatus, the apparatus having at least one processor and at least one memory having computer-readable code stored thereon which when executed controls the at least one processor: to generate a first accent signal \((aO)\) representing musical accents in an audio signal; to generate a second, different, accent signal \((a_2)\) representing musical accents in the audio signal; to estimate a first beat time sequence \((b_1)\) from the first accent signal; to estimate a second beat time sequence \((b_2)\) from the second accent signal; and to identify which one of the first and second beat time sequences \((b_1, b_2)\) corresponds most closely with peaks in one or both of the accent signal(s).

The computer-readable code when executed may control the at least one processor to generate the first accent signal \((aO)\) by means of extracting chroma accent features based on fundamental frequency \((f_0)\) salience analysis.

The computer-readable code when executed may control the at least one processor to generate using the first accent signal \((aO)\) the estimated tempo \((BPM_{eq})\) of the audio signal.

The computer-readable code when executed may control the at least one processor to generate the first beat time sequence using the first accent signal \((aO)\) and the estimated tempo \((BPM_{eq})\).
The computer-readable code when executed may control the at least one processor to generate the second accent signal \( (a_2) \) using a predetermined sub-band of the audio signal's bandwidth.

The computer-readable code when executed may control the at least one processor to generate the second accent signal \( (a_2) \) using a predetermined sub-band below 200Hz.

The computer-readable code when executed may control the at least one processor to generate the second accent signal \( (a_2) \) by means of performing a multi-rate filter bank decomposition of the audio signal and using the output from a predetermined one of the filters.

The computer-readable code when executed may control the at least one processor to obtain an integer representation of the estimated tempo \( (\text{BPM}_{\text{est}}) \) and generate the second beat time sequence \( (b_2) \) using the second accent signal \( (a_2) \) and said integer representation.

The computer-readable code when executed may control the at least one processor to calculate the integer representation of the estimated tempo \( (\text{BPM}_{\text{est}}) \) using either a rounded tempo estimate function \( (\text{round}(\text{BPM}_{\text{est}})) \), a ceiling tempo estimate function \( (\text{ceil}(\text{BPM}_{\text{est}})) \) or a floor tempo estimate function \( (\text{floor}(\text{BPM}_{\text{est}})) \).

The computer-readable code when executed may control the at least one processor to perform a ceiling and floor function on the estimated tempo \( (\text{BPM}_{\text{est}}) \) to generate respectively a ceiling tempo estimate \( (\text{ceil}(\text{BPM}_{\text{est}})) \) and a floor tempo estimate \( (\text{floor}(\text{BPM}_{\text{est}})) \), to generate the second and third beat time sequence \( (b_2) \) \( (b_3) \) using the second accent signal \( (a_2) \) and different ones of the ceiling and floor tempo estimates, and to identify which one of the first, second and third beat time sequences corresponds most closely with peaks in one or both of the accent signal(s).

The computer-readable code when executed may control the at least one processor to generate, for each of the ceiling and floor tempo estimates, an initial beat time sequence \( (b_1) \) using said estimate, said initial beat time sequence then being compared with a reference beat time sequence \( (b_1) \) for generating the second and third beat time sequences using a predetermined similarity algorithm.
The computer-readable code when executed may control the at least one processor to compare the initial beat time sequence \((b_i)\) and the reference beat time sequence \((b_r)\) over a range of offset positions to identify a best match within the range, the generated second/third beat time sequence comprising the offset version of the reference beat time sequence \((bO)\) which resulted in the best match.

The reference beat time sequence \((bO)\) may have a constant beat interval.

The computer-readable code when executed may control the at least one processor to generate the reference beat time sequence \((bO)\) as \(t = 0, i/ (X/60), 2/ (X/60) \ldots \) \(n/ (X/60)\) where \(X\) is the integer representation of the estimated tempo and \(n\) is an integer.

The computer-readable code when executed may control the at least one processor to use a range of offset positions in the algorithm between \(0\) and \(i.i/(X/60)\) where \(X\) is the integer representation of the estimated tempo.

The computer-readable code when executed may control the at least one processor to use offset positions for comparison in the algorithm having steps of \(o.i/(\text{BPM}_{\text{est}}/60)\).

The computer-readable code when executed may control the at least one processor to identify which one of the beat time sequences corresponds most closely with peaks in the second accent signal.

The computer-readable code when executed may control the at least one processor to calculate, for each of the beat time sequences, a summary statistic or value that is dependent on the values of the or each accent signal occurring at or around beat times in the sequence, and to select the beat time sequence which results in the greatest summary statistic or value.

The computer-readable code when executed may control the at least one processor to calculate, for each of the beat time sequences, the average or mean value of the or each accent signal occurring at or around beat times in the sequence, and to select the beat time sequence which results in the greatest mean value.
The computer-readable code when executed may control the at least one processor to:
receive a plurality of video clips, each having a respective audio signal having common
content; and identify possible editing points for the video clips using the beats in the
selected beat sequence.

The computer-readable code when executed may control the at least one processor to
join a plurality of video clips at one or more editing points to generate a joined video
clip.

**Brief Description of the Drawings**

Embodiments of the invention will now be described by way of non-limiting example
with reference to the accompanying drawings, in which:

Figure 1 is a schematic diagram of a network including a music analysis server
according to embodiments of the invention and a plurality of terminals;

Figure 2 is a perspective view of one of the terminals shown in Figure 1;

Figure 3 is a schematic diagram of components of the terminal shown in Figure 2;

Figure 4 is a schematic diagram showing the terminals of Figure 1 when used at a
common musical event;

Figure 5 is a schematic diagram of components of the analysis server shown in Figure 1;

Figure 6 is a block diagram showing processing stages performed by the analysis server
shown in Figure 1;

Figure 7 is a block diagram showing processing stages performed by one sub-stage of
the processing stages shown in Figure 6; and

Figure 8 is a block diagram showing in greater detail three processing stages performed
in the processing stages shown in Figure 6.

**Detailed Description of Embodiments**

Embodiments described below relate to systems and methods for audio analysis,
primarily the analysis of music and its musical meter in order to identify the temporal
location of beats in a piece of music or part thereof. The process is commonly known as
beat tracking. As noted above, beats are considered to represent musically meaningful
points that can be used for various practical applications, including music
recommendation algorithms, DJ applications and automatic looping. The specific
embodiments described below relate to a video editing system which automatically cuts
video clips using the location of beats identified in their associated audio track as
potential video angle switching points.
Referring to Figure 1, a music analysis server 500 (hereafter "analysis server") is shown connected to a network 300, which can be any data network such as a Local Area Network (LAN), Wide Area Network (WAN) or the Internet. The analysis server 500 is configured to analyse audio associated with received video clips in order to perform beat tracking for the purpose of automated video editing. This will be described in detail later on.

External terminals 100, 102, 104 in use communicate with the analysis server 500 via the network 300, in order to upload video clips having an associated audio track. In the present case, the terminals 100, 102, 104 incorporate video camera and audio capture (i.e. microphone) hardware and software for the capturing, storing, uploading and downloading of video data over the network 300.

Referring to Figure 2, one of said terminals 100 is shown, although the other terminals 102, 104 are considered identical or similar. The exterior of the terminal 100 has a touch sensitive display 102, hardware keys 104, a rear-facing camera 105, a speaker 118 and a headphone port 120.

Figure 3 shows a schematic diagram of the components of terminal 100. The terminal 100 has a controller 106, a touch sensitive display 102 comprised of a display part 108 and a tactile interface part 110, the hardware keys 104, the camera 132, a memory 112, RAM 114, a speaker 118, the headphone port 120, a wireless communication module 122, an antenna 124 and a battery 116. The controller 106 is connected to each of the other components (except the battery 116) in order to control operation thereof.

The memory 112 may be a non-volatile memory such as read only memory (ROM) a hard disk drive (HDD) or a solid state drive (SSD). The memory 112 stores, amongst other things, an operating system 126 and may store software applications 128. The RAM 114 is used by the controller 106 for the temporary storage of data. The operating system 126 may contain code which, when executed by the controller 106 in conjunction with RAM 114, controls operation of each of the hardware components of the terminal.

The controller 106 may take any suitable form. For instance, it may be a microcontroller, plural microcontrollers, a processor, or plural processors.
The terminal 100 may be a mobile telephone or smartphone, a personal digital assistant (PDA), a portable media player (PMP), a portable computer or any other device capable of running software applications and providing audio outputs. In some embodiments, the terminal 100 may engage in cellular communications using the wireless communications module 122 and the antenna 124. The wireless communications module 122 may be configured to communicate via several protocols such as Global System for Mobile Communications (GSM), Code Division Multiple Access (CDMA), Universal Mobile Telecommunications System (UMTS), Bluetooth and IEEE 802.11 (Wi-Fi).

The display part 108 of the touch sensitive display 102 is for displaying images and text to users of the terminal and the tactile interface part 110 is for receiving touch inputs from users.

As well as storing the operating system 126 and software applications 128, the memory 112 may also store multimedia files such as music and video files. A wide variety of software applications 128 may be installed on the terminal including Web browsers, radio and music players, games and utility applications. Some or all of the software applications stored on the terminal may provide audio outputs. The audio provided by the applications may be converted into sound by the speaker(s) 118 of the terminal or, if headphones or speakers have been connected to the headphone port 120, by the headphones or speakers connected to the headphone port 120.

In some embodiments the terminal 100 may also be associated with external software application not stored on the terminal. These may be applications stored on a remote server device and may run partly or exclusively on the remote server device. These applications can be termed cloud-hosted applications. The terminal 100 may be in communication with the remote server device in order to utilise the software application stored there. This may include receiving audio outputs provided by the external software application.

In some embodiments, the hardware keys 104 are dedicated volume control keys or switches. The hardware keys may for example comprise two adjacent keys, a single rocker switch or a rotary dial. In some embodiments, the hardware keys 104 are located on the side of the terminal 100.
One of said software applications 128 stored on memory 112 is a dedicated application (or "App") configured to upload captured video clips, including their associated audio track, to the analysis server 500.

The analysis server 500 is configured to receive video clips from the terminals 100, 102, 104 and to perform beat tracking of each associated audio track for the purposes of automatic video processing and editing, for example to join clips together at musically meaningful points. Instead of performing beat tracking of each associated audio track, the analysis server 500 may be configured to perform beat tracking in a common audio track which has been obtained by combining parts from the audio track of one or more video clips.

Referring to Figure 4, a practical example will now be described. Each of the terminals 100, 102, 104 is shown in use at an event which is a music concert represented by a stage area 1 and speakers 3. Each terminal 100, 102, 104 is assumed to be capturing the event using their respective video cameras; given the different positions of the terminals 100, 102, 104 the respective video clips will be different but there will be a common audio track providing they are all capturing over a common time period.

Users of the terminals 100, 102, 104 subsequently upload their video clips to the analysis server 500, either using their above-mentioned App or from a computer with which the terminal synchronises. At the same time, users are prompted to identify the event, either by entering a description of the event, or by selecting an already-registered event from a pull-down menu. Alternative identification methods may be envisaged, for example by using associated GPS data from the terminals 100, 102, 104 to identify the capture location.

At the analysis server 500, received video clips from the terminals 100, 102, 104 are identified as being associated with a common event. Subsequent analysis of each video clip can then be performed to identify beats which are used as useful video angle switching points for automated video editing.

Referring to Figure 5, hardware components of the analysis server 500 are shown. These include a controller 202, an input and output interface 204, a memory 206 and a
mass storage device 208 for storing received video and audio clips. The controller 202 is connected to each of the other components in order to control operation thereof.

The memory 206 (and mass storage device 208) may be a non-volatile memory such as read only memory (ROM) a hard disk drive (HDD) or a solid state drive (SSD). The memory 206 stores, amongst other things, an operating system 210 and may store software applications 212. RAM (not shown) is used by the controller 202 for the temporary storage of data. The operating system 210 may contain code which, when executed by the controller 202 in conjunction with RAM, controls operation of each of the hardware components.

The controller 202 may take any suitable form. For instance, it may be a microcontroller, plural microcontrollers, a processor, or plural processors.

The software application 212 is configured to control and perform the video processing; including processing the associated audio signal to perform beat tracking. This can alternatively be performed using a hardware -level implementation as opposed to software or a combination of both hardware and software.

The beat tracking process is described with reference to Figure 6.

It will be seen that there are, conceptually at least, two processing paths, starting from steps 6.1 and 6.6. The reference numerals applied to each processing stage are not indicative of order of processing. In some implementations, the processing paths might be performed in parallel allowing fast execution. In overview, three beat time sequences are generated from an inputted audio signal, specifically from accent signals derived from the audio signal. A selection stage then identifies which of the three beat time sequences is a best match or fit to one of the accent signals, this sequence being considered the most useful and accurate for the video processing application or indeed any application with which beat tracking may be useful.

Each processing stage will now be considered in turn.

First (Chroma) Accent Signal Stage

The method starts in steps 6.1 and 6.2 by calculating a first accent signal (a1) based on fundamental frequency (F0) salience estimation. This accent signal (a1), which is a
chroma accent signal, is extracted as described in [2]. The chroma accent signal \((a_i)\) represents musical change as a function of time and, because it is extracted based on the \(F_0\) information, it emphasizes harmonic and pitch information in the signal. Note that, instead of calculating an chroma accent signal based on \(F_0\) salience estimation, alternative accent signal representations and calculation methods could be used. For example, the accent signals described in [5] or [7] could be utilized.

Figure 9 depicts an overview of the first accent signal calculation method. The first accent signal calculation method uses chroma features. There are various ways to extract chroma features, including, for example, a straightforward summing of Fast Fourier Transform bin magnitudes to their corresponding pitch classes or using a constant-Q transform. In our method, we use a multiple fundamental frequency (\(F_0\)) estimator to calculate the chroma features. The \(F_0\) estimation can be done, for example, as proposed in [8]. The input to the method may be sampled at a 44.1-kHz sampling rate and have a 16-bit resolution. Framing may be applied on the input signal by dividing it into frames with a certain amount of overlap. In our implementation, we have used 93-ms frames having 50\% overlap. The method first spectrally whitens the signal frame, and then estimates the strength or salience of each \(F_0\) candidate. The \(F_0\) candidate strength is calculated as a weighted sum of the amplitudes of its harmonic partials. The range of fundamental frequencies used for the estimation is 80-640 Hz. The output of the \(F_0\) estimation step is, for each frame, a vector of strengths of fundamental frequency candidates. Here, the fundamental frequencies are represented on a linear frequency scale. To better suit music signal analysis, the fundamental frequency saliences are transformed on a musical frequency scale. In particular, we use a frequency scale having a resolution of \(i/3\) \textsuperscript{rd}-semitones, which corresponds to having 36 bins per octave. For each \(i/3\)rd of a semitone range, the system finds the fundamental frequency component with the maximum salience value and retains only that. To obtain a 36-dimensional chroma vector \(X_{bik}\), where \(k\) is the frame index and \(b=i,2,...,b_0\) is the pitch class index, with \(b_0=36\), the octave equivalence classes are summed over the whole pitch range. A normalized matrix of chroma vectors \(\hat{X}_{b(k)}\) is obtained by subtracting the mean and dividing by the standard deviation of each chroma coefficient over the frames \(k\).

The following step is estimation of musical accent using the normalized chroma matrix \(\hat{X}_{b(k)}\), \(k=i,...,K\) and \(b=i,2,...,b_0\). The accent estimation resembles the method proposed
in [5], but instead of frequency bands we use pitch classes here. To improve the time resolution, the time trajectories of chroma coefficients may be first interpolated by an integer factor. We have used interpolation by the factor eight. A straightforward method of interpolation by adding zeros between samples may be used. With our parameters, after the interpolation, the resulting sampling rate $f_s = 172H_s$. This is followed by a smoothing step, which is done by applying a sixth-order Butterworth low-pass filter (LPF). The LPF has a cutoff frequency $af_{LLP} = 10Hz$. We denote the signal after smoothing with $z_b(n)$. The following step comprises differential calculation and half-wave rectification (HWR):

$$z_b(n) = HWR(z_b(n) - z_b(n - 1)) \quad (1)$$

with $HWR(x_i = ma_{1/4}q0)$. In the next step, a weighted average of $3/4b$ and its half-wave rectified differential $3/4W$ is formed. The resulting signal is

$$u_b(n) = (1 - \rho)z_b(n) + \rho \frac{f_{LP}}{f_{LLP}}z_b(n) \quad (2)$$

In Equation (2), the factor $0 \leq \rho \leq 1$ controls the balance between $3/4(n)$ and its half-wave rectified differential. In our implementation, the value of $\rho = 0.6$. In one embodiment of the invention, we obtain an accent signal $a_i$ based on the above accent signal analysis by linearly averaging the bands $b$. Such an accent signal represents the amount of musical emphasis or accentuation over time.

**First Beat Tracking Stage**

In step 6.3, an estimation of the audio signal’s tempo (hereafter "BPM_est") is made using the method described in [2].

The first step in the tempo estimation is periodicity analysis. The periodicity analysis is performed on the accent signal $a_i$. The generalized autocorrelation function (GACF) is used for periodicity estimation. To obtain periodicity estimates at different temporal locations of the signal, the GACF is calculated in successive frames. The length of the frames is $W$ and there is 16% overlap between adjacent frames. No windowing is used. At the $m^{th}$ frame, the input vector for the GACF is denoted $a_m$: 
where $T$ denotes transpose. The input vector is zero padded to twice its length, thus, its length is $2W$. The GACF may be defined as

$$\gamma_m(\tau) = \text{IDFT}(\text{dDFT}(a_m)|_p)$$

where discrete Fourier transform and its inverse are denoted by DFT and IDFT, respectively. The amount of frequency domain compression is controlled using the coefficient $p$. The strength of periodicity at period (lag) $\tau$ is given by $\gamma_m(\tau)$.

Other alternative periodicity estimators to the GACF include, for example, inter onset interval histogramming, autocorrelation function (ACF), or comb filter banks. Note that the conventional ACF can be obtained by setting $p=2$ in Equation (4). The parameter $p$ may need to be optimized for different accent features. This may be done, for example, by experimenting with different values of $p$ and evaluating the accuracy of periodicity estimation. The accuracy evaluation can be done, for example, by evaluating the tempo estimation accuracy on a subset of tempo annotated data. The value which leads to best accuracy may be selected to be used. For the chroma accent features used here, we can use, for example, the value $p=0.6s$, which was found to perform well in this kind of experiments for the used accent features.

After periodicity estimation, there exists a sequence of periodicity vectors from adjacent frames. To obtain a single representative tempo for a musical piece or a segment of music, a point-wise median of the periodicity vectors over time may be calculated. The median periodicity vector may be denoted by $\gamma_{med}(\tau)$. Furthermore, the median periodicity vector may be normalized to remove a trend

$$\tilde{\gamma}_{med}(\tau) = \frac{1}{W-\tau} \gamma_{med}(\tau).$$

The trend is caused by the shrinking window for larger lags. A subrange of the periodicity vector may be selected as the final periodicity vector. The subrange may be taken as the range of bins corresponding to periods from 0.06 to 2.2 s, for example. Furthermore, the final periodicity vector may be normalized by removing the scalar

$$a_m = [a_2((m-1)W), ..., a_2(mW-1), 0, ..., 0]^T$$

(3)
mean and normalizing the scalar standard deviation to unity for each periodicity vector. The periodicity vector after normalization is denoted by \( s(\tau) \). Note that instead of taking a median periodicity vector over time, the periodicity vectors in frames could be outputted and subjected to tempo estimation separately.

Tempo estimation is then performed based on the periodicity vector \( z(\tau) \). The tempo estimation is done using k-Nearest Neighbour regression. Other tempo estimation methods could be used as well, such as methods based on finding the maximum periodicity value, possibly weighted by the prior distribution of various tempi.

Let's denote the unknown tempo of this periodicity vector with \( T \). The tempo estimation may start with generation of resampled test vectors \( \sum_{\tau} t(\tau) \cdot r \) denotes the resampling ratio. The resampling operation may be used to stretch or shrink the test vectors, which has in some cases been found to improve results. Since tempo values are continuous, such resampling may increase the likelihood of a similarly shaped periodicity vector being found from the training data. A test vector resampled using the ratio \( r \) will correspond to a tempo of \( T/r \). A suitable set of ratios may be, for example, 57 linearly spaced ratios between 0.87 and 1.15. The resampled test vectors correspond to a range of tempi from 104 to 138 BPM for a musical excerpt having a tempo of 120 BPM.

The tempo estimation comprises calculating the Euclidean distance between each training vector \( t_m(\tau) \) and the resampled test vectors \( s_r(\tau) \):

\[
d(m, r) = \sqrt{\sum_{\tau} (t_m(\tau) - s_r(\tau))^2}
\]  

(6)

In Equation (6), \( m = 1, \ldots, M \) is the index of the training vector. For each training instance \( m \), the minimum distance \( \text{dim} = \min_r d(m, r) \) may be stored. Also the resampling ratio that leads to the minimum distance \( \hat{r}(m) = \arg \min_r d(m, r) \) is stored.

The tempo may then be estimated based on the \( k \) nearest neighbors that lead to the \( k \) lowest values of \( d(m) \). The reference or annotated tempo corresponding to the nearest neighbor \( i \) is denoted by \( T_{ann}(i) \). An estimate of the test vector tempo is obtained as \( \hat{T}(i) = T_{ann}(i) \hat{r}(i) \). 


The tempo estimate can be obtained as the average or median of the nearest neighbor tempo estimates $\hat{T}(i), i = 1, \ldots, k$. Furthermore, weighting may be used in the median calculation to give more weight to those training instances that are closest to the test vector. For example, weights $w_i$ can be calculated as

$$w_i = \frac{\exp(-\theta d(i))}{\sum_{i=1}^{k} \exp(-\theta d(i))},$$

(7)

where $i = 1, \ldots, k$. The parameter $\theta$ may be used to control the steepness of the weighting. For example, the value $\theta = 0.01$ can be used. The tempo estimate $\text{BPM}_{est}$ can then be calculated as a weighted median of the tempo estimates $\hat{T}(i), i = 1, \ldots, k$, using the weights $w_i$.

Referring still to Figure 6, in step 6.4, beat tracking is performed based on the $\text{BPM}_{est}$ obtained in step 6.3 and the chroma accent signal $(a_i)$ obtained in step 6.2. The result of this first beat tracking stage 6.4 is a first beat time sequence $(b_i)$ indicative of beat time instants. For this purpose, we use a dynamic programming routine similar to the one described in [7]. This dynamic programming routine identifies the first sequence of beat times $(b_i)$ which matches the peaks in the first chroma accent signal $(a_i)$ allowing the beat period to vary between successive beats. There are alternative ways of obtaining the beat times based on a BPM estimate, for example, hidden Markov models, Kalman filters, or various heuristic approaches could be used. The benefit of the dynamic programming routine is that it effectively searches all possible beat sequences.

For example, the beat tracking stage 6.4 takes $\text{BPM}_{est}$ and attempts to find a sequence of beat times so that many beat times correspond to large values in the first accent signal $(a_i)$. As suggested in [7], the accent signal is first smoothed with a Gaussian window. The half-width of the Gaussian window may be set to be equal to 1/32 of the beat period corresponding to $\text{BPM}_{est}$.

After the smoothing, the dynamic programming routine proceeds forward in time through the smoothed accent signal values $(a_i)$. Let's denote the time index $n$. For each index $n$, it finds the best predecessor beat candidate. The best predecessor beat is found
inside a window in the past by maximizing the product of a transition score and a cumulative score. That is, the algorithm calculates 

\[ \delta(\hat{y} \hat{x} = \max \{ \delta_X \hat{y}_i \hat{x} \cdot \delta_X \hat{x}_n \} \] ,

where \( ts(Z) \) is the transition score and \( cs(n+Z) \) the cumulative score. The search window spans from \( Z = \text{round}(-2P) \), ..., \text{round}(P/2), where \( P \) is the period in samples corresponding to \( \text{BPMest} \). The transition score may be defined as

\[ ts(i) = \exp \left( -0.5 \left( \theta \cdot \log \left( \frac{1}{\text{P}^i} \right) \right)^2 \right) , \quad (9) \]

where \( i = \text{round}(-2P) \), ..., \text{round}(P/2) \) and the parameter \( \theta = 8 \) controls how steeply the transition score decreases as the previous beat location deviates from the beat period \( P \). The cumulative score is stored as \( cs(n) = a \delta(n) + (1 - \alpha) \hat{a}(n) \) \( \), where the parameter \( \alpha \) is used to keep a balance between past scores and a local match. The value \( s = 0.8 \). The algorithm also stores the index of the best predecessor beat as \( \text{bin} = n + \hat{i} \), where \( \hat{i} = \text{argmax}_i \{ ts(n + i) \cdot cs(n) \} \).

In the end of the musical excerpt, the best cumulative score within one beat period from the end is chosen, and then the entire beat sequence \( B \) which caused the score is traced back using the stored predecessor beat indices. The best cumulative score can be chosen as the maximum value of the local maxima of the cumulative score values within one beat period from the end. If such a score is not found, then the best cumulative score is chosen as the latest local maxima exceeding a threshold. The threshold here is \( 0.5 \) times the median cumulative score value of the local maxima in the cumulative score.

It is noted that the beat sequence obtained in step 6.4 can be used to update the \( \text{BPM}_{\text{est}} \). In some embodiments of the invention, the \( \text{BPM}_{\text{est}} \) is updated based on the median beat period calculated based on the beat times obtained from the dynamic programming beat tracking step.

The value of \( \text{BPM}_{\text{est}} \) generated in step 6.3 is a continuous real value between a minimum \( \text{BPM} \) and a maximum \( \text{BPM} \), where the minimum \( \text{BPM} \) and maximum \( \text{BPM} \) correspond to the smallest and largest \( \text{BPM} \) value which may be output. In this stage,
minimum and maximum values of BPM are limited by the smallest and largest BPM value present in the training data of the k-nearest neighbours -based tempo estimator.

**BPM mod modification using Ceiling and Floor functions**

Electronic music often uses an integer BPM setting. In appreciation of this understanding, in step 6.5 a ceiling and floor function is applied to BPM_{est}. As will be known, the ceiling and floor functions give the nearest integer up and down, or the smallest following and largest previous integer, respectively. The result of this stage 6.5 is therefore two sets of data, denoted as floor(BPM_{est}) and ceil(BPM_{est}).

The values of floor(BPM_{est}) and ceil(BPM_{est}) are used as the BPM value in the second processing path, in which beat tracking is performed on a bass accent signal, or an accent signal dominated by low frequency components, to be described next.

**Multi rate Accent Calculation**

A second accent signal (a_2) is generated in step 6.6 using the accent signal analysis method described in [3]. The second accent signal (a_2) is based on a computationally efficient multi rate filter bank decomposition of the signal. Compared to the F_0-salience based accent signal (a_1), the second accent signal (a_2) is generated in such a way that it relates more to the percussive and/or low frequency content in the inputted music signal and does not emphasize harmonic information. Specifically, in step 6.7, we select the accent signal from the lowest frequency band filter used in step 6.6, as described in [3] so that the second accent signal (a_2) emphasizes bass drum hits and other low frequency events. The typical upper limit of this sub-band is 187.5 Hz or 200 Hz may be given as a more general figure. This is performed as a result of the understanding that electronic dance music is often characterized by a stable beat produced by the bass drum.

Figures 10 to 12 indicate part of the method described in [3], particularly the parts relevant to obtaining the second accent signal (a_2) using multi rate filter bank decomposition of the audio signal. Particular reference is also made to the related US Patent No. 7612275 which describes the use of this process. Referring to Figure 10, part of a signal analyzer is shown, comprising a re-sampler 222 and an accent filter bank 226. The re-sampler 222 re-samples the audio signal 220 at a fixed sample rate. The fixed sample rate may be predetermined, for example, based on attributes of the accent filter bank 226. Because the audio signal 220 is re-sampled at the re-sampler 222, data having arbitrary sample rates may be fed into the analyzer and conversion to
a sample rate suitable for use with the accent filter bank 226 can be accomplished, since
the re-sampler 222 is capable of performing any necessary up-sampling or down-
sampling in order to create a fixed rate signal suitable for use with the accent filter bank
226. An output of the re-sampler 222 may be considered as re-sampled audio input.

So, before any audio analysis takes place, the audio signal 220 is converted to a chosen
sample rate, for example, in about a 20-30 kHz range, by the re-sampler 222. One
embodiment uses 24 kHz as an example realization. The chosen sample rate is
desirable because analysis occurs on specific frequency regions. Re-sampling can be
done with a relatively low-quality algorithm such as linear interpolation, because high
fidelity is not required for successful analysis. Thus, in general, any standard re-
sampling method can be successfully applied.

The accent filter bank 226 is in communication with the re-sampler 222 to receive the
re-sampled audio input 224 from the re-sampler 22. The accent filter bank 226
implements signal processing in order to transform the re-sampled audio input 224
into a form that is suitable for subsequent analysis. The accent filter bank 226
processes the re-sampled audio input 224 to generate sub-band accent signals 228.
The sub-band accent signals 228 each correspond to a specific frequency region of the
re-sampled audio input 224. As such, the sub-band accent signals 228 represent an
estimate of a perceived accentuation on each sub-band. Much of the original
information of the audio signal 220 is lost in the accent filter bank 226 since the sub-
band accent signals 228 are heavily down-sampled. It should be noted that although
Figure 10 shows four sub-band accent signals 228, any number of sub-band accent
signals 228 are possible. In this application, however, we are only interested in
obtaining the lowest sub-band accent signal.

An exemplary embodiment of the accent filter bank 226 is shown in greater detail in
FIG. 11. In general, however, the accent filter bank 226 may be embodied as any
means or device capable of down-sampling input data. As referred to herein, the term
down-sampling is defined as lowering a sample rate, together with further processing,
of sampled data in order to perform a data reduction. As such, an exemplary
embodiment employs the accent filter bank 226, which acts as a decimating sub-band
filter bank and accent estimator, to perform such data reduction. An example of a
suitable decimating sub-band filter bank may include quadrature mirror filters as
described below.
As shown in FIG. 11 the re-sampled audio signal 224 is first divided into sub-band audio signals 232 by a sub-band filter bank 230, and then a power estimate signal indicative of sub-band power is calculated separately for each band at corresponding power estimation elements 234. Alternatively, a level estimate based on absolute signal sample values may be employed. A sub-band accent signal 228 may then be computed for each band by corresponding accent computation elements 236. Computational efficiency of beat tracking algorithms is, to a large extent, determined by front-end processing at the accent filter bank 226, because the audio signal sampling rate is relatively high such that even a modest number of operations per sample will result in a large number operations per second. Therefore, for this embodiment, the sub-band filter bank 230 is implemented such that the sub-band filter bank may internally down sample (or decimate) input audio signals. Additionally, the power estimation provides a power estimate averaged over a time window, and thereby outputs a signal down sampled once again.

As stated above, the number of audio sub-bands can vary. However, an exemplary embodiment having four defined signal bands has been shown in practice to include enough detail and provides good computational performance. In the current exemplary embodiment, assuming 24 kHz input sampling rate, the frequency bands may be, for example, 0-187.5 Hz, 187.5-750 Hz, 750-3000 Hz, and 3000-12000 Hz. Such a frequency band configuration can be implemented by successive filtering and down sampling phases, in which the sampling rate is decreased by four in each stage. For example, in FIG. 12, the stage producing sub-band accent signal (a) down-samples from 24 kHz to 6 kHz, the stage producing sub-band accent signal (b) down-samples from 6 kHz to 1.5 kHz, and the stage producing sub-band accent signal (c) down-samples from 1.5 kHz to 375 Hz. Alternatively, more radical down-sampling may also be performed. Because, in this embodiment, analysis results are not in any way converted back to audio, actual quality of the sub-band signals is not important. Therefore, signals can be further decimated without taking into account aliasing that may occur when down-sampling to a lower sampling rate than would otherwise be allowable in accordance with the Nyquist theorem, as long as the metrical properties of the audio are retained.

FIG. 12 illustrates an exemplary embodiment of the accent filter bank 226 in greater detail. The accent filter bank 226 divides the resampled audio signal 224 to seven frequency bands (12 kHz, 6 kHz, 3 kHz, 1.5 kHz, 750 Hz, 375 Hz and 125 Hz in this
example) by means of quadrature mirror filtering via quadrature mirror filters (QMF) 
238. Seven one-octave sub-band signals from the QMFs 102 are combined in four two-
5 octave sub-band signals (a) to (d). In this exemplary embodiment, the two topmost 
respectively, (at z<is - > and z<3> respectively) to equalize signal group delays across 
sub-bands. The power estimation elements 234 and accent computation elements 236 
generate the sub-band accent signal 228 for each sub-band.

For the present application, we are only interested in the lowest sub-band signal 
10 representing bass drum beats and/or other low frequency events in the signal. Before 
outputting, the lowest sub-band accent signal is optionally normalized by dividing the 
samples with the maximum sample value. Other ways of normalizing, such as mean 
removal and/or variance normalization could be applied as well. The normalized 
lowest-sub band accent signal is output as a2.

Second Beat Tracking Stage
In step 6.8 of Figure 6, second and third beat time sequences (Bεii) (a θoρr) are 
generated.

Inputs to this processing stage comprise the second accent signal (a2) and the values of 
floor(BPMest) and ceil(BPMest) generated in step 6.5. The motivation for this is that, if 
the music is electronic dance music, it is quite likely that the sequence of beat times will 
match the peaks in (a2) at either the floor(BPMest) or ceil(BPMest).

There are various ways to perform beat tracking using (a2), floor(BPMest) and 
ceil(BPMest). In this case, the second beat tracking stage 6.8 is performed as follows.

Referring to Figure 7, the dynamic programming beat tracking method described in [7] 
is performed using the second accent signal (a2) separately applied using each of 
floor(BPMest) and ceil(BPMest). This provides two processing paths shown in Figure 7, 
with the dynamic programming beat tracking steps being indicated by reference 
umerals 7.1 and 7.4.

The following paragraph describes the process for just one path, namely that applied to 
floor(BPMest) but it will be appreciated that the same process is performed in the other 
path applied to ceil(BPMest). As before, the reference numerals relating to the two
processing paths in no way indicate order of processing; it is possible that both paths can operate in parallel.

The dynamic programming beat tracking method of step 7.1 gives an initial beat time sequence \( b_1 \). Next, in step 7.2 an ideal beat time sequence \( b_1 \) is calculated as:

\[
bi = o, \frac{1}{(\text{floor}(\text{BPM}_{est})/60)}, \frac{2}{(\text{floor}(\text{BPM}_{est})/60)}, \text{etc.}
\]

Next, in step 7.3 a best match is found between the initial beat time sequence \( b_t \) and the ideal beat time sequence \( b_1 \) when \( b_i \) is offset by a small amount. For finding the match, we use the criterion proposed in [1] for measuring the similarity of two beat time sequences. We evaluate the score \( R(b_t, b_1 + \text{dev}) \) where \( R \) is the criterion for tempo tracking accuracy proposed in [1], and \( \text{dev} \) is a deviation ranging from 0 to \( 1.1/(\text{floor}(\text{BPM}_{est})/60) \) with steps of \( 0.1/(\text{floor}(\text{BPM}_{est})/60) \). Note that the step is a parameter and can be varied. In Matlab language, the score \( R \) can be calculated as

```
function R=beatscore_cemgil(bt, at)
    sigma_e=0.04; % expected onset spread
    id=nearest(at(:)',bt(:));
    d=at-bt(id);
    s=exp(-d.^2/(2*sigma_e^2));
    R=2*sum(s)/(length(bt)+length(at));
end
```

The input 'bt' into the routine is \( b_t \), and the input 'at' at each iteration is \( b_1 + \text{dev} \). The function 'nearest' finds the nearest values in two vectors and returns the indices of values nearest to 'at' in 'bt'. In Matlab language, the function can be presented as

```
function n = nearest(x,y)
    % x row vector
    % y column vector:
    % indices of values nearest to x's in y
    x = ones(size(y,i),i)*x;
    [junk,n] = min(abs(x-y));
end
```
The output is the beat time sequence \( b_i + \text{dev}_{\text{max}} \), where \( \text{dev}_{\text{max}} \) is the deviation which leads to the largest score \( R \). It should be noted that scores other than \( R \) could be used here as well. It is desirable that the score measures the similarity of the two beat sequences.

As indicated above, the process is performed also for ceil(BPM\(_{\text{est}}\)) in steps 7.4, 7.5 and 7.6 with values of floor(BPM\(_{\text{est}}\)) being changed accordingly from the above paragraph.

The output from steps 7.3 and 7.6 are the two beat time sequences: \( b_{\text{ceil}} \) which is based on ceil(BPM\(_{\text{est}}\)) and \( b_{\text{floor}} \) based on floor(BPM\(_{\text{est}}\)). Note that these beat sequences have a constant beat interval. That is, the period of two adjacent beats is constant throughout the beat time sequences.

**Selection of Beat Time Sequence**

Referring back to Figure 6, as a result of the first and second beat tracking stages 6.4, 6.8 we have three beat time sequences:

- \( b_i \) based on the chroma accent signal and the real BPM value BPM\(_{\text{est}}\);
- \( b_{\text{ceil}} \) based on ceil(BPM\(_{\text{est}}\)); and
- \( b_{\text{floor}} \) based on floor(BPM\(_{\text{est}}\)).

The remaining processing stages 6.9, 6.10, 6.11 determine which of these best explains the accent signals obtained. For this purpose, we could use either or both of the accent signals \( a_1 \) or \( a_2 \). More accurate and robust results have been observed using just \( a_2 \), representing the lowest band of the multi rate accent signal.

As indicated in Figure 8, a scoring system is employed, as follows: first, we separately calculate the mean of accent signal \( a_2 \) at times corresponding to the beat times in each of \( b_i, b_{\text{ceil}}, \) and \( b_{\text{floor}} \). In step 6.11, whichever beat time sequence gives the largest mean value of the accent signal \( a_2 \) is considered the best match and is selected as the output beat time sequence in step 6.12. Instead of the mean or average, other measures such as geometric mean, harmonic mean, median, maximum, or sum could be used.
As an implementation detail, a small constant deviation of maximum +/- ten-times the accent signal sample period is allowed in the beat indices when calculating the average accent signal value. That is, when finding the average score, the system iterates through a range of deviations, and at each iteration adds the current deviation value to the beat indices and calculates and stores an average value of the accent signal corresponding to the displaced beat indices. In the end, the maximum average value is found from the average values corresponding to the different deviation values, and outputted. This step is optional, but has been found to increase the robustness since with the help of the deviation it is possible to make the beat times to match with peaks in the accent signal more accurately. Furthermore, optionally, the individual beat indices in the deviated beat time sequence may be deviated as well. In this case, each beat index is deviated by maximum of +/- one sample, and the accent signal value corresponding to each beat is taken as the maximum value within this range when calculating the average. This allows for accurate positions for the individual beats to be searched. This step has also been found to slightly increase the robustness of the method.

Intuitively, the final scoring step performs matching of each of the three obtained candidate beat time sequences $b_1$, $\text{Bcei}$, and $\text{Bfloor}$, to the accent signal $a_2$, and selects the one which gives a best match. A match is good if high values in the accent signal coincide with the beat times, leading into a high average accent signal value at the beat times. If one of the beat sequences which is based on the integer BPMs, i.e. $B_{\text{ceil}}$ and $B_{\text{floor}}$, explains the accent signal $a_2$ well, that is, results in a high average accent signal value at beats, it will be selected over the baseline beat time sequence $b_1$. Experimental data has shown that this is often the case when the inputted music signal corresponds to electronic dance music (or other music with a strong beat indicated by the bass drum and having an integer valued tempo), and the method significantly improves performance on this style of music. When $B_{\text{ceil}}$ and $B_{\text{floor}}$ do not give a high enough average value, then the beat sequence $b_1$ is used. This has been observed to be the case for most music types other than electronic music.

Instead of using the $\text{ceil}(\text{BPM}_{\text{est}})$ and $\text{floor}(\text{BPM}_{\text{est}})$, the method could operate also with a single integer valued BPM estimate. That is, the method calculates, for example, one of $\text{round}(\text{BPM}_{\text{est}})$, $\text{ceil}(\text{BPM}_{\text{est}})$ and $\text{floor}(\text{BPM}_{\text{est}})$, and performs the beat tracking using that using the low-frequency accent signal $a_2$. In some cases, conversion of the BPM value to an integer might be omitted completely, and beat tracking performed using $\text{BPM}_{\text{est}}$ on $a_2$. 
In cases where the tempo estimation step produces a sequence of BPM values over different temporal locations of the signal, the tempo value used for the beat tracking on the accent signal $a_2$ could be obtained, for example, by averaging or taking the median of the BPM values. That is, in this case the method could perform the beat tracking on the accent signal $a_2$ which is based on the chroma accent features, using the framewise tempo estimates from the tempo estimator. The beat tracking applied on $a_2$ could assume constant tempo, and operate using a global, averaged or median BPM estimate, possibly rounded to an integer.

In summary, the audio analysis process performed by the controller 202 under software control involves the steps of:

1. Obtaining a tempo (BPM) estimate and a first beat time sequence using a combination of the methods described in [2] and [7];
2. Obtaining an accent signal emphasizing low-frequency band accents using the method described in [3];
3. Calculating the integer ceil and floor of the tempo estimate;
4. Calculating a second and third beat time sequence using the accent signal and the integer ceil and floor of the tempo estimate;
5. Calculating a 'goodness' score for the first, second, and third beat time sequence using the accent signal; and
6. Outputting the beat time sequence which corresponds to the best goodness score.

The steps take advantage of the understanding that studio produced electronic music, and sometimes also live music (especially in clubs and/or other electronic music concerts or performances), uses a constant tempo which is set into sequencers, or is obtained through the use of metronomes. Moreover, often the tempo is an integer value. Experimental results have shown that the beat tracking accuracy on electronic music was improved from about 60% correct to over 90% correct using the above-described system and method. In particular, the beat tracking method based on the tempo estimation presented in [2] and beat tracking step presented in [7] applied on the chroma accent features sometimes tends to make beat phase errors, which means that the beats may be positioned between the beats rather than on beat. Such errors may be due to, for example, the music exhibiting large amounts of syncopation, that is having musical events, stresses, or accents off-beat instead of on-beat. The above
described system and method was particularly helpful in removing beat phase errors in electronic dance music.

Although the main embodiment employs tempo estimation, period or frequency estimation could be used in a more generic sense, i.e. estimation of a period or frequency in the signal which corresponds to some metrical level, such as the beat. Period estimation of the beat period, is referred as tempo estimation, but other metrical levels can be used. The tempo is related to the beat period as $1 / \text{<beat period>} * 60$, that is, a period of 0.5 seconds corresponds to a tempo of 120 beats per minute. That is, the tempo is a representation for the frequency of the pulse corresponding to the tempo. Alternatively, the system could of course use another representation of frequency, such as Hz, with 2Hz corresponding to 120BPM.

It will be appreciated that the above described embodiments are purely illustrative and are not limiting on the scope of the invention. Other variations and modifications will be apparent to persons skilled in the art upon reading the present application.

Moreover, the disclosure of the present application should be understood to include any novel features or any novel combination of features either explicitly or implicitly disclosed herein or any generalization thereof and during the prosecution of the present application or of any application derived therefrom, new claims may be formulated to cover any such features and/or combination of such features.
Claims

1. Apparatus comprising:
   a first accent signal module for generating a first accent signal (a_0) representing musical accents in an audio signal;
   a second accent signal module for generating a second, different, accent signal (a_2) representing musical accents in the audio signal;
   a first beat tracking module for estimating a first beat time sequence (b_1) from the first accent signal;
   a second beat tracking module for estimating a second beat time sequence (b_2) from the second accent signal; and
   a sequence selector for identifying which one of the first and second beat time sequences (b_1, b_2) corresponds most closely with peaks in one or both of the accent signal(s).

2. Apparatus according to claim 1, wherein the first accent signal module is configured to generate the first accent signal (a_0) by means of extracting chroma accent features based on fundamental frequency (f_0) salience analysis.

3. Apparatus according to claim 1 or claim 2, further comprising a tempo estimator configured to generate using the first accent signal (a_1) the estimated tempo (BPM_{est}) of the audio signal.

4. Apparatus according to claim 3, wherein the first beat tracking module is configured to estimate the first beat time sequence using the first accent signal (a_1) and the estimated tempo (BPM_{est}).

5. Apparatus according to any preceding claim, wherein the second accent signal module is configured to generate the second accent signal (a_2) using a predetermined sub-band of the audio signal’s bandwidth.

6. Apparatus according to claim 5, wherein the second accent signal module is configured to generate the second accent signal (a_2) using a predetermined sub-band below 200Hz.
7. Apparatus according to claim 5 or claim 6, wherein the second accent signal module is configured to generate the second accent signal \( (a_2) \) by means of performing a multi-rate filter bank decomposition of the audio signal and generating the accent signal using the output from a predetermined one of the filters.

8. Apparatus according to claim 3 or any claim dependent thereon, further comprising means for obtaining an integer representation of the estimated tempo \( (\text{BPM}_{\text{est}}) \) and wherein the second beat tracking module is configured to generate the second beat time sequence \( (b_2) \) using the second accent signal \( (a_2) \) and the integer representation.

9. Apparatus according to claim 8, wherein the integer representation of the estimated tempo \( (\text{BPM}_{\text{est}}) \) is calculated using either a rounded tempo estimate function \( \text{round}(\text{BPM}_{\text{est}}) \), a ceiling tempo estimate function \( \text{ceil}(\text{BPM}_{\text{est}}) \) or a floor tempo estimate function \( \text{floor}(\text{BPM}_{\text{est}}) \).

10. Apparatus according to claim 3, or any claim dependent thereon, further comprising means for performing a ceiling and floor function on the estimated tempo \( (\text{BPM}_{\text{est}}) \) to generate respectively a ceiling tempo estimate \( \text{ceil}(\text{BPM}_{\text{est},1}) \) and a floor tempo estimate \( \text{floor}(\text{BPM}_{\text{est},1}) \), wherein the second beat tracking module is configured to generate the second and a third beat time sequence \( (b_2, b_3) \) using the second accent signal \( (a_2) \) and different ones of the ceiling and floor tempo estimates, and wherein the sequence selector is configured to identify which one of the first, second and third beat time sequences corresponds most closely with peaks in one or both of the accent signal(s).

11. Apparatus according to claim 10, wherein the second beat tracking module is configured, for each of the ceiling and floor tempo estimates, to generate an initial beat time sequence \( (b_i) \) using said estimate, to compare it with a reference beat time sequence \( (b_0) \) and to generate using a predetermined similarity algorithm the second and third beat time sequences.

12. Apparatus according to claim 11, wherein the predetermined similarity algorithm used by the second beat tracking module comprises comparing the initial beat time sequence \( (b_i) \) and the reference beat time sequence \( (b_0) \) over a range of offset positions to identify a best match within the range, the generated second/third beat
time sequence comprising the offset version of the reference beat time sequence \( b_0 \) which resulted in the best match.

13. Apparatus according to claim 11 or claim 12, wherein the reference beat time sequence \( b_0 \) has a constant beat interval.

14. Apparatus according to claim 13, wherein the reference beat time sequence \( b_0 \) is generated as \( t = 0, 1/(X/60), 2/(X/60) \ldots, n/(X/60) \) where \( X \) is the integer representation of the estimated tempo and \( n \) is an integer.

15. Apparatus according to any one of claims 12 to 14, wherein the range of offset positions used in the algorithm is between 0 and \( 1.1/(X/60) \) where \( X \) is the integer representation of the estimated tempo.

16. Apparatus according to any one of claims 12 to 15, wherein the offset positions used for comparison in the algorithm have steps of \( 0,i/(BPM_{est}/60) \).

17. Apparatus according to any preceding claim, wherein the sequence selector is configured to identify which one of the beat time sequences corresponds most closely with peaks in the second accent signal.

18. Apparatus according to any preceding claim, wherein the sequence selector is configured, for each of the beat time sequences, to calculate a summary statistic or value that is dependent on the values of the or each accent signal occurring at or around beat times in the sequence, and to select the beat time sequence which results in the greatest summary statistic or value.

19. Apparatus according to claim 18, wherein the sequence selector is configured, for each of the beat time sequences, to calculate the average or mean value of the or each accent signal occurring at or around beat times in the sequence, and to select the beat time sequence which results in the greatest mean value.

20. Apparatus according to any preceding claim, comprising: means for receiving a plurality of video clips, each having a respective audio signal having common content; and
a video editing module for identifying possible editing points for the video clips using the beats in the selected beat sequence.

21. Apparatus according to claim 20, wherein the video editing module is further configured to join a plurality of video clips at one or more editing points to generate a joined video clip.

22. A method comprising:
   generating a first accent signal \( (a_1) \) representing musical accents in an audio signal;
   generating a second, different, accent signal \( (a_2) \) representing musical accents in the audio signal;
   estimating a first beat time sequence \( (b_1) \) from the first accent signal;
   estimating a second beat time sequence \( (b_2) \) from the second accent signal; and
   identifying which one of the first and second beat time sequences \( (b_1) \) \( (b_2) \) corresponds most closely with peaks in one or both of the accent signal(s).

23. A method according to claim 22, wherein the first accent signal \( (a_1) \) is generated by means of extracting chroma accent features based on fundamental frequency \( (f_0) \) salience analysis.

24. A method according to claim 23 or claim 24, further comprising generating using the first accent signal \( (a_1) \) the estimated tempo \( \text{(BPM}_{\text{est}}) \) of the audio signal.

25. A method according to claim 24, wherein the first beat time sequence is generated using the first accent signal \( (a_1) \) and the estimated tempo \( \text{(BPM}_{\text{est}}) \).

26. A method according to any one of claims 22 to 25, wherein the second accent signal \( (a_2) \) is generated using a predetermined sub-band of the audio signal's bandwidth.

27. A method according to claim 26, wherein the second accent signal \( (a_2) \) is generated using a predetermined sub-band below 200Hz.
28. A method according to claim 26 or claim 27, wherein the second accent signal
(a_2) is generated by means of performing a multi-rate filter bank decomposition of the
audio signal and using the output from a predetermined one of the filters.

29. A method according to claim 24 or any claim dependent thereon, further
comprising obtaining an integer representation of the estimated tempo (BPM_{est}) and
generating the second beat time sequence (b_2) using the second accent signal (a_2) and
said integer representation.

30. A method according to claim 29, wherein the integer representation of the
estimated tempo (BPM_{est}) is calculated using either a rounded tempo estimate function
(round(BPM_{est})), a ceiling tempo estimate function (ceil(BPM_{est})) or a floor tempo
estimate function (floor(BPM_{est})).

31. A method according to claim 24, or any claim dependent thereon, further
comprising performing a ceiling and floor function on the estimated tempo (BPM_{est}) to
generate respectively a ceiling tempo estimate (ceil(BPM_{est})) and a floor tempo estimate
(floor(BPM_{est})), generating the second and a third beat time sequence (b_2) (b_3) using the
second accent signal (a_2) and different ones of the ceiling and floor tempo estimates,
and identifying which one of the first, second and third beat time sequences
corresponds most closely with peaks in one or both of the accent signal(s).

32. A method according to claim 31, wherein, for each of the ceiling and floor tempo
estimates, an initial beat time sequence (b_1) is generated using said estimate, said initial
beat time sequence then being compared with a reference beat time sequence (b_0) for
generating the second and third beat time sequences using a predetermined similarity
algorithm.

33. A method according to claim 32, wherein the comparison step using the
predetermined similarity algorithm comprises comparing the initial beat time sequence
(b_1) and the reference beat time sequence (b_0) over a range of offset positions to identify
a best match within the range, the generated second/third beat time sequence
comprising the offset version of the reference beat time sequence (b_0) which resulted in
the best match.
34. A method according to claim 32 or claim 33, wherein the reference beat time sequence \((b)\) has a constant beat interval.

35. A method according to claim 34, wherein the reference beat time sequence \((b_0)\) is generated as \(t = 0, 1/ (X/60), 2/ (X/60) \ldots \ n/ (X/60)\) where \(X\) is the integer representation of the estimated tempo and \(n\) is an integer.

36. A method according to any one of claims 33 to 35, wherein the range of offset positions used in the algorithm is between \(0\) and \(1.1/(X/60)\) where \(X\) is the integer representation of the estimated tempo.

37. A method according to any one of claims 33 to 36, wherein the offset positions used for comparison in the algorithm have steps of \(0.\_i/(\text{BPM}_{\text{est}}/60)\).

38. A method according to any one of claims 22 to 37, wherein the identifying step comprises identifying which one of the beat time sequences corresponds most closely with peaks in the second accent signal.

39. A method according to any one of claims 22 to 38, wherein the identifying step comprises calculating, for each of the beat time sequences, a summary statistic or value that is dependent on the values of the or each accent signal occurring at or around beat times in the sequence, and selecting the beat time sequence which results in the greatest summary statistic or value.

40. A method according to claim 39, wherein identifying step comprises calculating, for each of the beat time sequences, the average or mean value of the or each accent signal occurring at or around beat times in the sequence, and selecting the beat time sequence which results in the greatest mean value.

41. A method according to any one of claims 22 to 40, comprising:

receiving a plurality of video clips, each having a respective audio signal having common content; and

identifying possible editing points for the video clips using the beats in the selected beat sequence.
42. A method according to claim 41, further comprising joining a plurality of video clips at one or more editing points to generate a joined video clip.

43. A computer program comprising instructions that when executed by a computer apparatus control it to perform the method of any of claims 22 to 42.

44. A non-transitory computer-readable storage medium having stored thereon computer-readable code, which, when executed by computing apparatus, causes the computing apparatus to perform a method comprising:

   generating a first accent signal \( (a_0) \) representing musical accents in an audio signal;
   generating a second, different, accent signal \( (a_2) \) representing musical accents in the audio signal;
   estimating a first beat time sequence \( (b_1) \) from the first accent signal;
   estimating a second beat time sequence \( (b_2) \) from the second accent signal; and
   identifying which one of the first and second beat time sequences \( (b_1) (b_2) \) corresponds most closely with peaks in one or both of the accent signal(s).

45. Apparatus, the apparatus having at least one processor and at least one memory having computer-readable code stored thereon which when executed controls the at least one processor:

   to generate a first accent signal \( (a_0) \) representing musical accents in an audio signal;
   to generate a second, different, accent signal \( (a_2) \) representing musical accents in the audio signal;
   to estimate a first beat time sequence \( (b_1) \) from the first accent signal;
   to estimate a second beat time sequence \( (b_2) \) from the second accent signal; and
   to identify which one of the first and second beat time sequences \( (b_1) (b_2) \) corresponds most closely with peaks in one or both of the accent signal(s).

46. Apparatus according to claim 45, wherein the computer-readable code when executed controls the at least one processor to generate the first accent signal \( (a_0) \) by means of extracting chroma accent features based on fundamental frequency \( (f_0) \) salience analysis.
47. Apparatus according to claim 45 or claim 46, wherein the computer-readable code when executed controls the at least one processor to generate using the first accent signal \((a_i)\) the estimated tempo \((BPM_{est})\) of the audio signal.

48. Apparatus according to claim 47, wherein the computer-readable code when executed controls the at least one processor to generate the first beat time sequence using the first accent signal \((a_i)\) and the estimated tempo \((BPM_{est})\).

49. Apparatus according to any one of claims 45 to 48, wherein the computer-readable code when executed controls the at least one processor to generate the second accent signal \((a_2)\) using a predetermined sub-band of the audio signal's bandwidth.

50. Apparatus according to claim 49, wherein the computer-readable code when executed controls the at least one processor to generate the second accent signal \((a_2)\) using a predetermined sub-band below 200Hz.

51. Apparatus according to claim 49 or claim 50, wherein the computer-readable code when executed controls the at least one processor to generate the second accent signal \((a_2)\) by means of performing a multi-rate filter bank decomposition of the audio signal and using the output from a predetermined one of the filters.

52. Apparatus according to claim 47 or any claim dependent thereon, wherein the computer-readable code when executed controls the at least one processor to obtain an integer representation of the estimated tempo \((BPM_{est})\) and generate the second beat time sequence \((b_2)\) using the second accent signal \((a_2)\) and said integer representation.

53. Apparatus according to claim 52, wherein the computer-readable code when executed controls the at least one processor to calculate the integer representation of the estimated tempo \((BPM_{est})\) using either a rounded tempo estimate function \((\text{round}(BPM_{est}))\), a ceiling tempo estimate function \((\text{ceil}(BPM_{est}))\) or a floor tempo estimate function \((\text{floor}(BPM_{est}))\).

54. Apparatus according to claim 47, or any claim dependent thereon, wherein the computer-readable code when executed controls the at least one processor to perform a ceiling and floor function on the estimated tempo \((BPM_{est})\) to generate respectively a ceiling tempo estimate \((\text{ceil}(BPM_{est}))\) and a floor tempo estimate \((\text{floor}(BPM_{est}))\), to
generate the second and a third beat time sequence \((b_2)\) \((b_3)\) using the second accent signal \((a_2)\) and different ones of the ceiling and floor tempo estimates, and to identify which one of the first, second and third beat time sequences corresponds most closely with peaks in one or both of the accent signal(s).

5. Apparatus according to claim 54, wherein the computer-readable code when executed controls the at least one processor to generate, for each of the ceiling and floor tempo estimates, an initial beat time sequence \((b_i)\) using said estimate, said initial beat time sequence then being compared with a reference beat time sequence \((b_i)\) for generating the second and third beat time sequences using a predetermined similarity algorithm.

55. Apparatus according to claim 55, wherein the computer-readable code when executed controls the at least one processor to compare the initial beat time sequence \((b_i)\) and the reference beat time sequence \((b_i)\) over a range of offset positions to identify a best match within the range, the generated second/third beat time sequence comprising the offset version of the reference beat time sequence \((b_i)\) which resulted in the best match.

56. Apparatus according to claim 55 or claim 56, wherein the reference beat time sequence \((b_i)\) has a constant beat interval.

57. Apparatus according to claim 57, wherein the computer-readable code when executed controls the at least one processor to generate the reference beat time sequence \((b_i)\) as \(t = 0, \ 1/ (X/60), \ 2/ (X/60) \ldots \  n/ (X/60)\) where \(X\) is the integer representation of the estimated tempo and \(n\) is an integer.

59. Apparatus according to any one of claims 56 to 58, wherein the computer-readable code when executed controls the at least one processor to use a range of offset positions in the algorithm between \(0\) and \(i.i/(X/60)\) where \(X\) is the integer representation of the estimated tempo.

60. Apparatus according to any one of claims 56 to 59, wherein the computer-readable code when executed controls the at least one processor to use offset positions for comparison in the algorithm having steps of \(o.i/(BPM_{est}/60)\).
61. Apparatus according to any one of claims 45 to 60, wherein the computer-readable code when executed controls the at least one processor to identify which one of the beat time sequences corresponds most closely with peaks in the second accent signal.

62. Apparatus according to any one of claims 45 to 61, wherein the computer-readable code when executed controls the at least one processor to calculate, for each of the beat time sequences, a summary statistic or value that is dependent on the values of the or each accent signal occurring at or around beat times in the sequence, and to select the beat time sequence which results in the greatest summary statistic or value.

63. Apparatus according to claim 62, wherein the computer-readable code when executed controls the at least one processor to calculate, for each of the beat time sequences, the average or mean value of the or each accent signal occurring at or around beat times in the sequence, and to select the beat time sequence which results in the greatest mean value.

64. Apparatus according to any one of claims 45 to 62, wherein the computer-readable code when executed controls the at least one processor to:

- receive a plurality of video clips, each having a respective audio signal having common content; and
- identify possible editing points for the video clips using the beats in the selected beat sequence.

65. Apparatus according to claim 64, wherein the computer-readable code when executed controls the at least one processor to join a plurality of video clips at one or more editing points to generate a joined video clip.
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