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Description

FIELD OF THE INVENTION

[0001] The present disclosure generally relates to con-
structing a new perspective of an image by using image
data for non-rendered content from a previous frame
without regenerating the image from the new perspec-
tive.

BACKGROUND

[0002] Modern computing and display technologies
have facilitated the development of systems for so-called
"virtual reality" (VR) or "augmented reality" (AR) experi-
ences, where digitally reproduced images or portions
thereof are presented to a user in a manner where they
seem to be, or may be perceived as, real. A VR scenario
typically involves presentation of digital or virtual image
information without transparency to other actual real-
world visual input, whereas an AR scenario typically in-
volves presentation of digital or virtual image information
as an augmentation to visualization of the real world
around the user.
[0003] VR and AR systems typically employ wearable
display devices (e.g., head-worn displays, helmet-
mounted displays, or smart glasses) that are at least
loosely coupled to the user’s head, and thus move when
the user’s head moves. If the user’s head motions are
detected by a display system, image data being dis-
played can be updated to take into account the change
in head pose (i.e., the orientation and/or location of user’s
head).
[0004] As an example, if a user wearing a head-worn
display views a representation of a three-dimensional
(3D) object as an image on the display and walks around
an area where the 3D object appears, that 3D object can
be regenerated from each additional viewpoint, giving
the user the perception that they are walking around the
3D object. If the head-worn display is used to present a
scene including multiple 3D objects within a virtual space
(e.g., a rich virtual world), measurements of head pose
can be used to regenerate the scene to match the user’s
dynamically changing head location and orientation and
provide an increased sense of immersion in the virtual
space.
[0005] Typically, a display imposes a color data fidelity
or resolution on how color information is presented. With-
in the resolution, only one color value per pixel can be
present, regardless of how many photonic events may
correspond to an angular position from a user’s point of
view or perspective. In a case of opaque content, only a
result of a closest photonic event (e.g., a closest opaque
object to the user) is kept resulting in the total loss of data
related to occluded events (e.g., opaque objects and/or
semi-transparent objects behind the opaque object). In
a case of semi-transparent content, results from photonic
events (e.g., semi-transparent object and opaque objects

and/or semi-transparent objects behind the semi-trans-
parent object) are blended. In either case, if only one
color value per pixel can be present, it becomes difficult
to reconstruct and separate original photonic event data
(e.g., semi-transparent objects and/or opaque objects)
which makes it difficult to warp positions of those events
correctly if each event should be moved to a different
location during the warp. For example, if photonic events
e0 and e 1 have been blended to produce pixel p0, during
warping a solution may be to move photonic event e0 to
pixel p1 and photonic event e1 to pixel p2, but because
the input to warping is the merge result (e.g., pixel p0),
the merged pixel must be moved in its entirety to either
pixel p1 or pixel p2 and cannot be split out back into its
original photonic events e0 and e1 to perform the warping
correctly and move photonic event e0 to pixel p1 and
photonic event e1 to pixel p2 as desired.
[0006] For each frame, only image data corresponding
to points of visible surfaces of objects are kept (i.e., ren-
dered) and is referred to as "rendered content," and im-
age data corresponding to points of non-visible surfaces
of the objects is discarded (i.e., not rendered) and is re-
ferred to as "non-rendered content." However, when the
user moves their head to a new perspective, the user
may be expecting to see points of surfaces of the object
that were previously non-visible. As explained in further
detail below, any non-rendered content is lost when the
user moves to a new perspective because the application
has kept only rendered content from a previous scene.
This means that when the VR and AR systems display
different perspectives, each additional scene needs to
be regenerated from each new perspective to accurately
depict each scene with correct locations and orientations
for the points of surfaces of the objects.
[0007] "Warping" may be applied to change the way
that objects are presented in a new scene. This approach
takes objects, and shifts the way that points of surfaces
of the objects are presented in an attempt to display the
objects from a different perspective. However, a disoc-
clusion problem occurs when some objects are at least
partially covering other objects. In one example, a frame
including image data is rendered from a first perspective,
where the rendered frame includes displayable informa-
tion of a first object and a second object from the first
perspective and does not include displayable information
of the first object and the second object from a second
perspective. Rendered content corresponding to display-
able information for the first and second objects from the
first perspective is captured and stored. Non-rendered
content corresponding to displayable information for the
first and second objects from the second perspective is
not captured or stored when the frame is rendered from
the first perspective. This becomes problematic when the
user moves to a new position because different portions
of the first object and the second object may be viewable
from the second perspective, but warped content only
includes portions of the first and second objects viewable
from the first perspective. The warped content will be
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missing content for the first and second objects that were
not visible in the first perspective but that are now visible
from the second perspective (no matter how much warp-
ing is applied). This approach therefore creates a signif-
icant amount of video artifacts that affect the content ve-
racity of the image from different perspectives.
[0008] The document "Google Earth User Guide"
(Google Inc. 8 may 2007) discloses various map views
and the results of a rendering process.
[0009] US 9, 240, 069 B1 concerns a low-latency vir-
tual reality display system that provides rapid updates to
virtual reality displays in response to a user’s move-
ments.
[0010] Therefore, there is a need for an approach to
display a new perspective of an image by using image
data for non-rendered content from a previously rendered
image without regenerating the image from the new per-
spective.

SUMMARY

[0011] The invention is defined by the appended inde-
pendent claims. Further embodiments of the invention
are defined by the appended dependent claims.
[0012] Additional features, and advantages of the dis-
closure are described in the detail description, figures
and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] The drawings illustrate the design and utility of
preferred embodiments of the present disclosure, in
which similar elements are referred to by common refer-
ence numerals. In order to better appreciate how the
above-recited and other advantages and objects of the
present disclosure are obtained, a more particular de-
scription of the present disclosure briefly described
above will be rendered by reference to specific embodi-
ments thereof, which are illustrated in the accompanying
drawings. Understanding that these drawings depict only
typical embodiments of the disclosure and are not there-
fore to be considered limiting of its scope, the disclosure
will be described and explained with additional specificity
and detail through the use of the accompanying draw-
ings.

Fig. 1 shows an example system architecture of an
image generation system, according to one embod-
iment.
Figs. 2A-2F show displaying a second perspective
of an image using content from a first perspective,
according to one embodiment.
Fig. 3 shows a flowchart for an approach for display-
ing a second perspective of an image using content
from a first perspective, according to one embodi-
ment.
Figs. 4A-4G show displaying a second perspective
of an image using content from a first perspective,

according to another embodiment.
Fig. 5 shows a flowchart for an approach for display-
ing a second perspective of an image using newly
rendered content from the second perspective and
content from a first perspective, according to one
embodiment.
Figs. 6A-6G show displaying a second perspective
of an image using newly rendered content from the
second perspective and content from a first perspec-
tive, according to one embodiment.
Fig. 7 shows a flowchart for an approach for selecting
and storing image data corresponding to surface
points, according to one embodiment.
Fig. 8 show a flowchart for an approach for selecting
and storing image data corresponding to nominal
range of motion, according to one embodiment.
Figs. 9A-9F show displaying a second perspective
of an image using image data corresponding to
opaque and semi-transparent objects, according to
one embodiment.
Fig. 10 shows a flowchart for an approach for select-
ing and storing image data corresponding to opaque
objects and semi-transparent objects, according to
one embodiment.
Figs. 11A-11G show displaying a second perspec-
tive of an image using image data corresponding to
opaque and semi-transparent points, according to
another embodiment.
Fig. 12 shows a computerized system on which an
embodiment of the disclosure can be implemented.

DETAILED DESCRIPTION

[0014] The present disclosure is directed to an ap-
proach to construct a new perspective of an image by
using non-rendered content from a previous frame. In-
stead of regenerating the image from the new perspec-
tive, the image is constructed from a previous perspective
using non-rendered content from the previous perspec-
tive to create the new perspective.
[0015] This disclosure provides a description of an il-
lustrative augmented reality (AR) system with which
some embodiments of the disclosure may be practiced,
followed by a description of one or more embodiments
of a process and mechanism to display a second per-
spective of an image using non-rendered content from a
first perspective.

Illustrative Augmented Reality System

[0016] The description that follows pertains to an illus-
trative AR system with which the disclosure may be prac-
ticed. However, it is to be understood that the disclosure
also lends itself to applications in other types of AR and
virtual reality (VR) systems, and therefore the disclosure
is not to be limited to only the illustrative system disclosed
herein.
[0017] Referring to Figure (Fig.) 1, one embodiment of
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an AR system 100 constructed in accordance with
present disclosure is described. The AR system 100 may
be operated in conjunction with an AR subsystem, pro-
viding images of objects in a field of view of an end user
50 (hereinafter referred to as "user 50"). This approach
employs one or more at least partially transparent sur-
faces through which an ambient environment can be
seen and on to which the AR system 100 produces im-
ages of objects.
[0018] The AR system 100 includes a frame structure
102 worn by the user 50, a display system 104 carried
by the frame structure 102, such that the display system
104 is positioned in front of eyes of the user 50.
[0019] The display system 104 is designed to present
the eyes of the user 50 with photo-based radiation pat-
terns that can be comfortably perceived as augmenta-
tions to physical reality with both two-dimensional and
three-dimensional content. The display system 104
presents a sequence of frames at high frequency that
provides the perception of a single coherent scene. To
this end, the display system 104 includes a projection
subsystem 110 and a partially transparent display screen
on which the projection subsystem 110 projects images.
The display screen is positioned in the user’s 50 field of
view between the eyes of the user 50 and an ambient
environment.
[0020] In some embodiments, the projection subsys-
tem 110 takes the form of a scan-based projection device
and the display screen takes the form of a waveguide-
based display into which scanned light from the projec-
tion subsystem 110 is injected to produce, for example,
images at a single optical viewing distance closer than
infinity (e.g., arm’s length), images at multiple optical
viewing distances or focal planes, and/or image layers
stacked at multiple viewing distances or focal planes to
represent volumetric 3D objects. Layers in a light field
may be stacked closely enough together to appear con-
tinuous to a human visual subsystem (e.g., one layer is
within a cone of confusion of an adjacent layer). Addi-
tionally, or alternatively, picture elements may be blend-
ed across two or more layers to increase perceived con-
tinuity of transition between layers in the light field, even
if those layers are more sparsely stacked (e.g., one layer
is outside a cone of confusion of an adjacent layer). The
display system 104 may be monocular or binocular. A
scanning assembly includes one or more light sources
that produce light beam (e.g., emit light of different colors
in defined patterns). The light sources may take any of
a large variety of forms, for instance, a set of RGB sources
(e.g., laser diodes capable of outputting red, green, and
blue light) operable to respectively produce red, green,
and blue coherent collimated light according to defined
pixel patterns specified in respective frames of pixel in-
formation or data. Laser light provides high color satura-
tion and is highly energy efficient. An optical coupling
subsystem includes an optical waveguide input appara-
tus, such as, for example, one or more reflective surfaces,
diffraction gratings, mirrors, dichroic mirrors, or prisms

to optically couple light into the end of the display screen.
The optical coupling subsystem further includes a colli-
mation element that collimates light from the optical fiber.
Optionally, the optical coupling subsystem includes an
optical modulation apparatus configured for converging
the light from the collimation element towards a focal
point in a center of the optical waveguide input apparatus,
thereby allowing the size of the optical waveguide input
apparatus to be minimized. Thus, the display system 104
generates a series of synthetic image frames of pixel
information that present an undistorted image of one or
more virtual objects to the user. Further details describing
display subsystems are provided in U.S. Patent Number
9,417,452, issued on August 16, 2016, entitled "Display
System and Method," and U.S. Patent Number
9,612,403, issued on April 4, 2017, entitled "Planar
Waveguide Apparatus with Diffraction Element(s) and
Subsystem Employing Same".
[0021] The AR system 100 further includes one or
more sensors mounted to the frame structure 102 for
detecting a position and movement of a head of the user
50 and/or eye position and inter-ocular distance of the
user 50. Such sensor(s) may include image capture de-
vices, microphones, inertial measurement units (IMUs),
accelerometers, compasses, GPS units, radio devices,
and/or gyros. For example, in one embodiment, the AR
system 100 includes a head worn transducer subsystem
that includes one or more inertial transducers to capture
inertial measures indicative of movement of the head of
the user 50. Such devices may be used to sense, meas-
ure, or collect information about the head movements of
the user 50. For instance, these devices may be used to
detect measurement movements, speeds, acceleration,
and/or positions of the head of the user 50.
[0022] The AR system 100 may further include a user
orientation detection module. The user orientation detec-
tion module detects the instantaneous position of the
head of the user 50 and may predict the position of the
head of the user 50 based on position data received from
the sensor(s). The user orientation detection module also
tracks the eyes of the user 50, and, in particular, the di-
rection and/or distance at which the user 50 is focused
based on the tracking data received from the sensor(s).
[0023] The system 100 also includes a warping module
108. The warping module 108 selects image data corre-
sponding to points of non-visible surfaces of objects from
a first perspective and stores the selected image data in
a 3D database 160. The image data corresponding to
the non-visible surfaces is referred to as "non-rendered
content" 112. The warping module 108 also retrieves the
image data from the 3D database 160 when constructing
an image from a second perspective using the stored
image data.
[0024] The AR system 100 further includes a control
subsystem that may take any of a large variety of forms.
The control subsystem includes a number of controllers,
for instance one or more microcontrollers, microproces-
sors or central processing units (CPUs), digital signal
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processors, graphics processing units (GPUs), other in-
tegrated circuit controllers, such as application specific
integrated circuits (ASICs), programmable gate arrays
(PGAs), for instance field PGAs (FPGAs), and/or pro-
grammable logic controllers (PLUs). The control subsys-
tem may include a digital signal processor (DSP), a cen-
tral processing unit (CPU), a graphics processing unit
(GPU) 152, and one or more frame buffers 154. The CPU
controls overall operation of the system, while the GPU
152 renders frames (i.e., translating a three-dimensional
scene into a two-dimensional image) and stores these
frames in the frame buffer(s) 154. While not illustrated,
one or more additional integrated circuits may control the
reading into and/or reading out of frames from the frame
buffer(s) 154 and operation of the scanning device of the
display system 104. Reading into and/or out of the frame
buffer(s) 154 may employ dynamic addressing, for in-
stance, where frames are over-rendered. The AR system
100 further includes a read only memory (ROM) and a
random-access memory (RAM). The AR system 100 fur-
ther includes the 3D database 160 from which the GPU
152 can access image data of one or more scenes for
rendering frames, as well as synthetic sound data asso-
ciated with virtual sound sources contained within the 3D
scenes.
[0025] The various processing components of the AR
system 100 may be physically contained in a distributed
subsystem. For example, the AR system 100 includes a
local processing and data module operatively coupled,
such as by a wired lead or wireless connectivity, to a
portion of the display system 104. The local processing
and data module may be mounted in a variety of config-
urations, such as fixedly attached to the frame structure
102, fixedly attached to a helmet or hat, embedded in
headphones, removably attached to a torso of the user
50, or removably attached to a hip of the user 50 in a
belt-coupling style configuration. The AR system 100 fur-
ther includes a remote processing module and remote
data repository operatively coupled, such as by a wired
lead or wireless connectivity to the local processing and
data module, such that these remote modules are oper-
atively coupled to each other and available as resources
to the local processing and data module. The local
processing and data module may include a power-effi-
cient processor or controller, as well as digital memory,
such as flash memory, both of which may be utilized to
assist in the processing, caching, and storage of data
captured from the sensors and/or acquired and/or proc-
essed using the remote processing module and/or re-
mote data repository, possibly for passage to the display
system 104 after such processing or retrieval. The re-
mote processing module may include one or more rela-
tively powerful processors or controllers configured to
analyze and process data and/or image information. The
remote data repository may include a relatively large-
scale digital data storage facility, which may be available
through the internet or other networking configuration in
a "cloud" resource configuration. In one embodiment, all

data is stored and all computations are performed in the
local processing and data module, allowing fully auton-
omous use from any remote modules. The couplings be-
tween the various components described above may in-
clude one or more wired interfaces or ports for providing
wires or optical communications, or one or more wireless
interfaces or ports, such as via radio frequency (RF), mi-
crowave, and infrared (IR) for providing wireless commu-
nications. In some implementations, all communications
may be wired, while in other implementations all commu-
nications may be wireless, with the exception of the op-
tical fiber(s).

Constructing a Second Image from a Different Per-
spective with Non-Rendered Image Data

[0026] The disclosure will now discuss constructing a
new perspective of an image by using non-rendered con-
tent from a previous frame. "Warping" may be applied to
change the way that objects in a previous frame gener-
ated from previous perspective are presented in a new
frame generated from a new perspective without regen-
erating the objects from the new perspective. The objects
from the new perspective are constructed from the con-
tent from the previous frame.
[0027] It is instructive at this point to first discuss an
alternative approach for warping images. In this alterna-
tive approach, for each frame, image data corresponding
to points of visible surfaces of objects are kept (i.e., ren-
dered) and is referred to as "rendered content," and im-
age data corresponding to points of non-visible surfaces
of the objects is discarded (i.e., not rendered) and is re-
ferred to as "non-rendered content." As such, a new
frame from a new perspective (e.g., second perspective)
cannot be accurately displayed with just warping a pre-
vious frame from a previous perspective (e.g., first per-
spective) without additional regenerating due to the fact
that objects are rendered from the previous perspective
of the user’s eyes, where only rendered content - the
image data corresponding to points of visible surfaces of
the objects from the previous perspective - are kept. Figs.
2A-F provide an illustration of the alternative approach
and the resulting problem.
[0028] Fig. 2A shows a user (e.g., user 50) and a scene
including a first object and a second object. The user is
located in a first position. Each of the two objects are
shaped as a regular block/cube, with a letter "X" on a
front face of the first object and a star on a front face of
the second object.
[0029] The eyes of the user may be located at a loca-
tion and angular position as shown in Fig. 2B. The par-
ticular location and angular position of the eyes of the
user will be referred to as a first perspective. In the first
perspective, the eyes of the user are looking at the first
and second objects from an angle such that the first ob-
ject is completely blocking the second object. A GPU
(e.g., the GPU 152) renders a frame including an image
of the scene from the first perspective. Even though the
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second object is in the scene, the image of the scene will
be rendered showing only the front face of the first object
- without any other faces of the first object or any faces
of the second object being rendered because, from the
first perspective, only the front face of the first object is
visible to the user.
[0030] The frame including the image of the scene from
the first perspective is rendered. The frame includes im-
age data. As shown in Fig. 2C, only image data corre-
sponding to the points of the visible surfaces of the first
and second objects (i.e., the front face of the first object)
from the first perspective are kept/stored. The image data
corresponding to the points of the visible surfaces is re-
ferred to as "rendered content." The image data corre-
sponding to the points of non-visible surfaces of the first
and second objects (e.g., all faces of the first object ex-
cept for the front face and all faces of the second cube)
from the first perspective are discarded. The image data
corresponding to the non-visible surfaces of the first and
second objects is referred to as "non-rendered content."
Other than the rendered content, the application has lost
other content (e.g., the non-rendered content) for the first
perspective. In some embodiments, the non-rendered
content may be discarded during depth testing. Depth
testing ensures that the rendered content looks correct
by making sure that only the points of the visible surfaces
of the first and second objects are drawn in the frame
including the image of the scene. For any given pixel,
depth testing keeps only the points of the visible surfaces
of the first and second objects and discards the points of
the non-visible surfaces of the first and second objects.
As such, the application has lost context from the first
perspective by discarding non-rendered content. Thus,
for each pixel, what is kept and what is discarded is per-
spective dependent.
[0031] As shown in Fig. 2D, the user now moves to a
second position directly to the right of the first position.
At this point, the user will be looking at the first and second
objects from a different position as compared to the first
position.
[0032] The eyes of the user may be located at a loca-
tion and angular position shown in Fig. 2E. The particular
location and angular position of the eyes of the user will
be referred to as a second perspective. In the second
perspective, the eyes of the user should see a frame that
is different than the frame from the first perspective. In
the second perspective, the eyes of the user should be
seeing both the front and right faces of the first object
and the front and right faces of the second object.
[0033] As shown in Fig. 2F, warping may be used to
change the previous frame from the first perspective so
that it is shown in a new frame from the second perspec-
tive. This approach takes the rendered content of the
image of the previous frame from the first perspective,
and shifts the way that the rendered content is presented
to attempt to display the rendered content from the sec-
ond perspective. The rendered content from the previous
frame includes image data corresponding to the points

of the visible surfaces of the first and second objects from
the first perspective. One problem with this approach is
that the rendered content from the previous frame does
not include image data corresponding to points of sur-
faces of the first and second objects visible from the sec-
ond perspective. In this example, the previous frame was
generated from the first perspective, which means the
rendered content does not include image data corre-
sponding to the points of non-visible surfaces of the first
and second objects.
[0034] Therefore, even if warping is applied, only the
front face of the first object (which was previously ren-
dered) will be seen in the warped image. All of other faces
of the first object (except for the front face) and all faces
of the second object will not exist in the warped image
since they were not previously rendered. As such, the
warped image is missing content that should have been
viewable from the second perspective (e.g., the missing
content includes the right face of the first object and the
front and right faces of the second object) since a viewing
perspective (i.e., the second perspective) of the second
position is different from a viewing perspective (e.g., the
first perspective) of the first position. This creates a
number of artifacts that affect the usability and accuracy
of the new frame.
[0035] The problem is illustrated in Fig. 2F, where
warping is applied to the rendered content from the pre-
vious frame from the first perspective to construct the
new frame from the second perspective without regen-
erating. This causes an inaccurate display from the sec-
ond perspective. In particular, the disocclusion problem
occurs because the new frame from the second perspec-
tive is missing right face of the first object and the entirety
of the second object. As such, when the user views the
previous frame from a different perspective (i.e., the sec-
ond perspective), the application is mapping the ren-
dered content from the previous frame into new locations.
However, because the non-rendered content from the
previous frame is already discarded, there is no "source
data" to use in place of (e.g., using rendered content and
non-rendered content) or in addition to warping. As such,
the application only maps the rendered content from the
previous frame. Applying a construction using only ren-
dered content from the previous frame from the first per-
spective to construct the new frame from the second per-
spective results in an inaccurate depiction from the sec-
ond perspective because the application discarded the
non-rendered content from the first perspective - which
means that the application has lost image data for the
non-visible surfaces earlier. Contrast the frame generat-
ed at the top of Fig. 2F with the frame of what should
have been shown from the second perspective in the
bottom of Fig. 2F.
[0036] The specification will now describe an approach
that solves the problematic result from the alternative ap-
proach described in Figs. 2A-2F.
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Displaying a Second Perspective Using Image Data 
for Rendered Content and Non-Rendered Content by 
Generating

[0037] Fig. 3 shows a flowchart of an approach to dis-
play a new frame from a new perspective using rendered
content and non-rendered content from a previous frame
from a previous perspective without regenerating. The
approach described in Fig. 3 solves the disocclusion
problem presented in the earlier alternative embodiment.
[0038] At 302, a first perspective is identified. In some
embodiments, this action is implemented by capturing a
frame including image data that is captured from a first
perspective. In some embodiments, pose data is also
captured. The frame is recorded by capturing the frame
of the image data from the first perspective - the particular
location and angular position of eyes of a user (e.g., the
user 50). In addition, the pose data for the user’s
head/eyes is determined. If a camera from which the
frame is captured is mounted to a frame structure (e.g.,
frame structure 102), then camera pose may be extrap-
olated based upon a known offset from a head pose. If
the camera is at a fixed location within an environ-
ment/room, then the fixed camera location and orienta-
tion is known from the room/environment configuration
data.
[0039] At 304, image data corresponding to points of
visible surfaces of objects from the first perspective are
rendered. The image data corresponding to the points of
the visible surfaces is referred to as "rendered content."
The rendered content may be rendered by any known
approach. In some embodiments, a CPU may control the
overall operation of a system (e.g., AR system 100), while
a GPU (e.g., the GPU 152) may render frames (i.e., trans-
lating a three-dimensional scene into a two-dimensional
image) and may store the frames in frame buffer(s) (e.g.,
the frame buffer(s) 154). The objects have a defined
shape and coordinate location, and can therefore be ren-
dered by the system as content to be displayed to a user
at its logical location and orientation.
[0040] At 306, the image data corresponding to points
of visible surfaces of the objects and image data corre-
sponding to points of non-visible surfaces of the objects
from the first perspective are stored. The image data cor-
responding to the points of the visible surfaces is referred
to as "rendered content," and the image data correspond-
ing to the points of the non-visible surfaces is referred to
as "non-rendered content." Figs. 5-7 and 9 describe dif-
ferent approaches of selecting and storing the content
(the rendered content and/or the non-rendered content).
In some embodiments, the application can also deter-
mine the different granularity of content that will be stored.
In some embodiments, the content is stored in a compu-
ter readable medium. The content can be stored in any
type of data structure.
[0041] In one embodiment, the content is stored as a
linked list. In this approach, the content is mapped out
with a linked list and the different elements of the linked

list correlate to different locations within the volumetric
space. A linked list per pixel may be very sparse/compact
as the linked list does not hold or include empty cells. A
size of the linked list, however, may be unpredictable
which may not be desired when consistent behavior is
desired. A resolution of the linked list is non-linear with
regards to depth as a pixel may have a constant angular
size and thus grow in linear size as distance increases.
[0042] In another embodiment, the content is stored in
an array structure, a true volumetric representation, and
the like. The true volumetric representation may have a
constant data footprint and may be constructed such that
it has a constant linear size (which reduces resolution
issues with large perspective changes), but the total data
size may be large as many of cells of the true volumetric
representation may be empty. In some embodiments,
the content is stored in a voxel, surface definitions (e.g.,
shells, curves, and the like), N-dimensional data struc-
tures or graph representation thereof, and the like.
[0043] At 308, a request is received to display a frame
from a second perspective. In some embodiments, this
means that the user has moved from a first position to a
second position. The application can use sensors and
accelerators from a headset to identify the first and sec-
ond positions of the user. In another embodiment, exter-
nal cameras may also be used to identify the first and
second positions of the user.
[0044] At 310, a new frame from the second perspec-
tive is generated using stored content, including rendered
content and non-rendered content, from the previous
frame. The rendered content and the non-rendered con-
tent from the previous frame are used during construction
as sources for constructing the new frame from the sec-
ond perspective without entirely regenerating the whole
frame. By preserving the content from the previous
frame, the application can determine which of the content
is visible from the second perspective. Once the appli-
cation determines which of the content is visible from the
second perspective, the application takes the stored con-
tent and constructs what should be visible from the sec-
ond perspective. As mentioned above, a disocclusion is-
sue exists when image data is no longer available (e.g.,
discarded) to understand what is visible in the second
perspective. In this approach, the disocclusion problem
is solved because the application has preserved the non-
rendered content in addition to the rendered content to
make available for constructing the new frame.
[0045] In one embodiment, warping may be applied to
the rendered content from the previous frame and any
"holes" of the warped rendered content are "filled in" us-
ing the non-rendered content from the previous frame.
Examples of content for which the application would ap-
ply construction include, for example, objects that were
not visible in the previous frame and/or portions of visible
objects that were not visible in the previous frame. Addi-
tional detail on the construction process is described in
the description relating to Fig. 4G.
[0046] At 312, the frame that is constructed from the
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second perspective is then displayed to the user in real-
time within the system.
[0047] Figs. 4A-G illustrate an example of an approach
for displaying a second perspective of a frame using im-
age data for rendered content and non-rendered content
from a first perspective, as according to some embodi-
ments. Fig. 4A shows a user (e.g., the user 50) and a
scene including a first object and a second object. The
user is located in a first position. Each of the two objects
are shaped as a regular block/cube, with the letter "X"
on a front face of the first object and a star on a front face
of the second object.
[0048] The eyes of the user may be located at a loca-
tion and angular position as shown in Fig. 4B. The par-
ticular location and angular position of the eyes of the
user will be referred to as a first perspective. In the first
perspective, the eyes of the user are looking at the first
and second objects from an angle such that the first ob-
ject is completely blocking the second object. A GPU
(e.g., the GPU 152) renders a frame including an image
of the scene from the first perspective. In Fig. 4C, the
GPU renders the frame from the first perspective showing
only the front face of the first object with the letter "X" -
without any part of the side faces of the first object or any
parts of the second object being rendered - because,
from the first perspective, only the front face of the first
object is visible to the user.
[0049] The frame including the image of the scene from
the first perspective is rendered. The frame includes im-
age data. Image data corresponding to the points of the
visible surfaces of the first and second objects from the
first perspective are kept/stored. The image data corre-
sponding to the points of the visible surfaces is referred
to as "rendered content." Additionally, the image data
corresponding to the points of non-visible surfaces of the
first and second objects from the first perspective are
also kept/stored. The image data corresponding to the
points of the non-visible surfaces is referred to as "non-
rendered content." In Fig. 4D, the application selects and
stores the rendered content and the non-rendered con-
tent from the first perspective. The image data for the
rendered content may contain information corresponding
to volumetric data for objects, or portions thereof, that
were displayed in the originally rendered frame, and the
image data for non-rendered content may contain infor-
mation corresponding to volumetric data for objects, or
portions thereof, that were not displayed in the originally
rendered frame.
[0050] As shown in Fig. 4E, the user now moves to a
second position directly to the right of the first position.
At this point, the user will be looking at the first and second
objects from a different position as compared to the first
position. The eyes of the user may be located at a location
and angular position shown in Fig. 4F. The particular lo-
cation and angular position of the eyes of the user will
be referred to as a second perspective. In the second
perspective, the eyes of the user should see a frame that
is different than the frame from the first perspective. In

the second perspective, the eyes of the user should be
seeing both the front and right faces of the first object
and the front and right faces of the second object.
[0051] As shown in Fig. 4G, construction may be ap-
plied using the rendered content and the non-rendered
content from the previous frame from the first perspective
to create a new frame from the second perspective with-
out entirely regenerating the whole scene. The applica-
tion will first identify which of the rendered content (e.g.,
the front face of the first object) and the non-rendered
content (e.g., the right face of the first object and the front
and right faces of the second object) is visible from the
second perspective. The application then takes the
stored rendered content and the non-rendered content
corresponding to the now visible content identified above
and constructs what should be visible from the second
perspective.
[0052] In one embodiment, warping is applied to the
rendered content from the previous frame and any
"holes" of the warped rendered content are "filled in" us-
ing the non-rendered content from the previous frame to
construct the portions of the first and second objects that
should be visible in the new frame from the second per-
spective that are not included in the rendered content
from the previous frame.
[0053] Figs. 4A-4G show an improvement over the al-
ternative embodiment described in Figs. 2A-2F because
the new approach eliminates the disocclusion problem
by storing non-rendered content from a previous frame
from a first perspective as a source for constructing a
new frame from a second perspective. This new ap-
proach also significantly reduces the amount of video
artifacts that would have appeared during warping.

Displaying a Second Perspective Using Image Data 
for Rendered Content and Non-Rendered Content by 
Warping and Generating

[0054] Fig. 5 shows a flow chart for an approach to
display a new frame from a new perspective using ren-
dered content and non-rendered content from a previous
perspective with warping and generating.
[0055] 502 through 508 of Fig. 5 are the same as 302
through 308 of Fig. 3. At 510, objects that are now visible
from the second perspective that were not visible - and
therefore not rendered - from the first perspective are
rendered. For example, the application can determine
which objects are visible from the second perspective,
compare the objects that are visible from the second per-
spective to the stored content (e.g., the rendered content
and the non-rendered content) from the first perspective
to identify objects that are now visible from the second
perspective that were not visible -and therefore not ren-
dered - from the first perspective, and render the identi-
fied objects to produce new rendered content.
[0056] At 512, rendered content for visible objects from
the second perspective that did not need to be rendered
is warped. For example, the application can determine
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which objects are visible from the second perspective,
compare the objects that are visible from the second per-
spective to the stored content (e.g., the rendered content
and the non-rendered content) from the first perspective
to identify objects that are visible from the second per-
spective that were also visible - and therefore rendered
- from the first perspective, and warp the identified objects
to produce warped rendered content.
[0057] In some embodiments, the application can de-
termine which objects are visible from the second per-
spective, compare the objects that are visible from the
second perspective to the stored content (e.g., the ren-
dered content and the non-rendered content) from the
first perspective to identify (1) objects that are now visible
from the second perspective that were not visible from
the first perspective and (2) objects that are visible from
the second perspective that were also visible from the
first perspective. In this embodiment, the application
then, at 510, renders the identified objects that are now
visible from the second perspective that were not visible
from the first perspective to produce new rendered con-
tent, and, at 512, warps the objects that are visible from
the second perspective that were also visible from the
first perspective to produce warped rendered content.
[0058] At 514, a new frame from the second perspec-
tive is generated by combining the new rendered content
and the warped rendered content. The new rendered
content and the warped rendered content are used during
construction as sources for constructing the new frame
from the second perspective without entirely regenerat-
ing the whole frame. Furthermore, 516 of Fig. 5 is the
same as 312 of Fig. 3.
[0059] Figs. 6A-G illustrate an example for an ap-
proach for displaying a second perspective of a frame
using newly rendered content from the second perspec-
tive and content from the first perspective, according to
one embodiment. Fig. 6A shows a user (e.g., the user
50) and a scene including a first through sixth objects.
The user is located at a first position. Each of the six
objects are shaped as regular block/cube, with the letter
"X" on a front face of the first object and a star on a front
face of the second object.
[0060] Eyes of the user may be located at a location
and angular position as shown in Fig. 6B. The particular
location and angular position of the eyes of the user will
be referred to as a first perspective. In the first perspec-
tive, the eyes of the user are looking at the first through
sixth objects from an angle such that the first object is
completely blocking the second object and the third
through sixth objects are visible. A GPU (e.g., the GPU
152) renders a frame including an image of the scene
from the first perspective. In Fig. 6C, the GPU renders
the frame from the first perspective showing only the front
faces of the first object and third through sixth objects,
without any part of the side faces of the first object and
third through sixth objects or any parts of the second
object being rendered - because, from the first perspec-
tive, only the front faces of the first object and third

through sixth objects are visible to the user.
[0061] The frame including the image of the scene from
the first perspective is rendered. The frame includes im-
age data. Image data corresponding to the points of the
visible surfaces of the first through sixth objects from the
first perspective are kept/stored. The image data corre-
sponding to the points of the visible surfaces is referred
to as "rendered content." Additionally, the image data
corresponding to the points of non-visible surfaces of the
first through sixth objects from the first perspective are
also kept/stored. The image data corresponding to the
points of the non-visible surfaces is referred to as "non-
rendered content." In Fig. 6D, the application selects and
stores the rendered content and the non-rendered con-
tent from the first perspective. The image data for the
rendered content may contain information corresponding
to volumetric data for objects, or portions thereof, that
were displayed in the originally rendered frame, and the
image data for non-rendered content may contain infor-
mation corresponding to volumetric data for objects, or
portions thereof, that were not displayed in the originally
rendered frame.
[0062] As shown in Fig. 6E, the user now moves to a
second position directly to the right of the first position.
At this point, the user will be looking at the first through
sixth objects from a different position as compared to the
first position. The eyes of the user may be located at a
location and angular position shown in Fig. 6F. The par-
ticular location and angular position of the eyes of the
user will be referred to as a second perspective. In the
second perspective, the eyes of the user should see a
frame that is different than the frame from the first per-
spective. In the second perspective, the eyes of the user
should be seeing both the front and right faces of the
each of the first through sixth objects.
[0063] As shown in Fig. 6G, construction may be ap-
plied using newly rendered content and rendered content
and the non-rendered content from the previous frame
from the first perspective to create a new frame from the
second perspective without entirely regenerating the
whole scene. For example, the application will determine
which objects are visible from the second perspective
(e.g., first through sixth objects), compare the objects
that are visible from the second perspective to the stored
content (e.g., the rendered content and the non-rendered
content) from the first perspective to identify (1) objects
that are now visible from the second perspective that
were not visible from the first perspective (e.g., the sec-
ond object and right-side faces of the other objects) and
(2) objects that are visible from the second perspective
that were also visible from the first perspective (e.g., the
front faces of the first object and the third through sixth
objects). The application then renders the identified ob-
jects that are now visible from the second perspective
that were not visible from the first perspective (e.g., the
second object and the right-side faces of the other ob-
jects) to produce new rendered content, and warps the
objects that are visible from the second perspective that
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were also visible from the first perspective (e.g., the front
face of the first object and the third through sixth objects)
to produce the warped rendered content.
[0064] Image construction is performed to construct a
new frame from the second perspective. The image con-
struction includes combining the new rendered content
and the warped rendered content. The new rendered
content and the warped rendered content are used during
the image construction as sources for constructing the
new frame from the second perspective without entirely
regenerating the whole frame.

Various Embodiments of Selecting Non-Rendered 
Content for Storage

[0065] There are different sets, quantities, granulari-
ties, types and/or specific image elements that one may
want to store for non-rendered content. The flowcharts
in Figs. 7-8 and 10 describe details of alternative ap-
proaches to select which of the available non-rendered
content is to be stored. Each of the approaches may be
more advantageous to use in particular circumstances.
To reiterate, image data corresponding to points of non-
visible surfaces of objects from a first perspective is re-
ferred to as "non-rendered content."
[0066] Fig. 7 shows a flowchart for an approach for
storing content by only storing surface points for the con-
tent, according to one embodiment. This approach op-
erates upon the idea that internal points of objects are
not visible. Therefore, in the interest of lowering storage
costs, the image data of the content corresponding to the
surface points of the objects is kept/stored, and the image
data of the content corresponding to the non-surface
points of the objects is discarded.
[0067] At 702, image data corresponding to points of
visible surfaces and non-visible surfaces of objects from
a first perspective is identified. The image data corre-
sponding to the visible surfaces is referred to as "ren-
dered content," and the image data corresponding to the
non-visible surfaces is referred to as "non-rendered con-
tent."
[0068] At 704, the rendered content and the non-ren-
dered content from the first perspective are analyzed. At
706, characteristics of the rendered content and the non-
rendered content, such as whether points of objects from
the first perspective are surface points or internal points,
whether objects are semi-transparent or opaque, and the
like, are determined. If a point of the object is identified
as a surface point, then the image data of the content
(e.g., the rendered content and/or the non-rendered con-
tent) corresponding to the surface point is stored 710 for
construction of a frame from a different perspective. If a
point of the object is not identified as a surface point, then
the image data of the content (e.g., the rendered content
and/or the non-rendered content) corresponding to the
non-surface point is discarded at 708 because that con-
tent will not be used in construction of the frame from the
different perspective. In some embodiments, if the char-

acteristics of the object indicate the object is a semi-trans-
parent object, some or all of the non-surface points of
the semi-transparent object may be stored for construc-
tion of the frame from the different perspective, instead
of discarded. For example, a blend mode as well as color
data of some or all of the non-surface points of the semi-
transparent object may be stored.
[0069] As noted above, the content may be stored in
any suitable data structure, such as, for example, a linked
list, a voxel, surface definitions (e.g., shells, curves, and
the like), N-dimensional data structures or graph repre-
sentation thereof, and the like.
[0070] The advantage of the approach depicted in Fig.
7 is that this approach requires less storage resources
because only content that corresponds to surface points
is stored. However, a drawback to this approach is that
the application may require more processing power and
time to determine whether content for objects are surface
points or not.
[0071] Fig. 8 shows a flowchart for an approach for
only storing content corresponding to a predicted head
movement, according to one embodiment. This ap-
proach operates upon the idea that the application may
not need to store all of the content, but that the application
can select and store content within calculated bounds of
the predicted head movement. If the content is positioned
outside of the calculated bounds of the predicted head
movement, then that content may be discarded because
the user would not likely be in that location.
[0072] At 802, the application predicts a user’s head
movement. The application may predict the user’s head
movement by using one or more sensors mounted to a
frame structure (e.g., the frame structure 102) for detect-
ing the position and movement of the head of the user
and/or the eye position and inter-ocular distance of the
user. For example, if the user is currently moving in the
same direction or has done so at some momentary period
of time in the near past at a particular speed- the appli-
cation may predict that the user will be moving in the
same direction in the near future.
[0073] In some embodiments, these sensor(s) may in-
clude image capture devices (such as camera), micro-
phones, inertial measurement units (IMUs), accelerom-
eters, compasses, GPS units, radio devices, and/or
gyros. These devices may be used to sense, measure,
or collect information about the user’s head movements.
For instance, these devices may be used to detect and/or
measure movements, speeds, acceleration, and/or po-
sitions of the head of the user. In some embodiments, a
user orientation detection module detects the instanta-
neous position of the user’s head and may predict the
position of the user’s head by position data received from
the sensor(s). The user detection orientation module can
also track the user’s eyes, and the direction and/or dis-
tance at which the user is focused based on the tracking
data received from the sensor(s).
[0074] At 804, bounds for the predicted head move-
ment are calculated. The bounds are calculated by con-
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sidering a predicted direction, a current speed and/or pre-
dicted speed of movement for the user. From these val-
ues, bounds can be calculated. In one embodiment, the
calculated bounds for the predicted head movement rep-
resents an error of the predicted head movement.
[0075] In one embodiment, calculated bounds for the
predicted head movement corresponds to a maximum
predicted motion that the user will move for a second
location. It may not be efficient for the application to store
content (e.g., rendered content and/or non-rendered
content) that is not within the predicted range of motion
because that content would likely not be used. At 806,
the application determines content that is within the cal-
culated bounds for the predicted head movement.
[0076] At 808, the content within the calculated bounds
for the predicted head movement is stored. As noted
above, the content may be stored in any suitable data
structure, such as, for example, a linked list, a voxel, sur-
face definitions (e.g., shells, curves, and the like), N-di-
mensional data structures or graph representation there-
of, and the like.
[0077] A drawback to this approach is that the appli-
cation may require more processing power to calculate
the bounds for the predicted head movement and deter-
mine whether the content is within the calculated bounds
for the predicted head movement.

Constructing Scenes Containing Semi-Transparent 
Objects

[0078] As mentioned previously, warping may be ap-
plied to rendered content from a previous frame and any
"holes" of the warped rendered content may be "filled in"
using rendered content and/or non-rendered content
from the previous frame. Figs. 9A-9F describe a problem
with and warping rendered content from the previous
frame and filling in the holes using the non-rendered con-
tent where the previous frame includes semi-transparent
objects. Semi-transparent objects add an additional layer
of complexity to the previous embodiments described be-
cause the user can "see through" semi-transparent ob-
jects to view opaque objects behind the semi-transparent
objects. Furthermore, when the opaque object is viewed
through the semi-transparent object from a first perspec-
tive, the opaque object behind the semi-transparent ob-
ject may appear distorted or blurred. If the opaque object
behind the semi-transparent object is rendered in a
blurred or blended way, then from a second perspective,
it is difficult to apply classical warping to achieve a real-
istic view of the opaque object in a warped frame.
[0079] Figs 9A-9F illustrate a problem that results from
warping semi-transparent and opaque objects. Fig. 9A
shows a user (e.g., the user 50) and a scene including a
first object and a second object. The user is located in a
first position. The first object is a thin cube made up of a
semi-transparent material such that the thin cube is "see
through," but will make any objects behind the semi-
transparent material appear distorted or blurred. The sec-

ond object is an opaque object with a star on a front face.
[0080] Eyes of the user may be located at a location
and angular position as shown in Fig. 9B. The particular
location and angular position of the eyes of the user will
be referred to as a first perspective. In the first perspec-
tive, the eyes of the user are looking directly at the first
and second objects from an angle such that the second
object is located directly behind the first object. From the
first perspective, the front face of the second object can
be seen through the first object, but the star on the front
face of the second object appears blurred or distorted
due to the semi-transparent materials of the first object
which is in front of the second object.
[0081] As shown in Fig. 9C, points of surfaces labeled
with the star on the second object may be seen through
the first object. The image data corresponding to points
of visible surfaces (e.g., clearly visible and non-clearly
visible (e.g., blurred or distorted)) of the first and second
objects (e.g., the front face of the first object and a blurred
or distorted version of the front face of the second object)
from the first perspective is kept/stored. The image data
corresponding to the points of the visible surfaces is re-
ferred to as "rendered content." . The image data corre-
sponding to points of non-visible surfaces of the first and
second objects (e.g., all faces of the first object except
for the front face and all non-blurred faces of the second
object) from the first perspective is discarded. The image
data corresponding to the non-visible surfaces of the first
and second objects is referred to as "non-rendered con-
tent." Other than the rendered content, the application
has lost other content (e.g., the non-rendered content)
from the first perspective. The non-rendered content is
discarded during depth testing because the application
only keeps the rendered content. If the user tries to view
the frame from another angle or perspective, the non-
rendered content is useless because the application has
discarded of it.
[0082] As shown in Fig. 9C, a GPU (e.g., the GPU 152)
renders a frame including an image of the scene from
the first perspective. The rendering may include blending
the first and second objects. The frame from the first per-
spective shows the front face of the second object as
being viewed through the front face of the first object such
that the front face of the second object appears blurred
or distorted.
[0083] As shown in Fig. 9D, the user now moves to a
second position directly to the right of the first position.
At this point, the user will be looking at the first and second
objects from a different position as compared to the first
position.
[0084] The eyes of the user may be located at a loca-
tion and angular position shown in Fig. 9E. The particular
location and angular position of the eyes of the user will
be referred to as a second perspective. In the second
perspective, the eyes of the user should be seeing (1)
the first object without the distorted version of the second
object behind the first object (e.g., the image shown in
the previous frame) and (2) the second object without
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any blurring or distortion. Specifically, the user should be
seeing both the front and right faces of the first object
and the front and right faces of the second object, where
the front face of the second object is seen without blurring
or distortion.
[0085] As shown in Fig. 9F, warping may be used to
change the previous frame from the first perspective so
that it is shown from the second perspective. This ap-
proach takes the rendered content of the image of the
previous frame from the first perspective, and shifts the
way that the rendered content is presented in an attempt
to display the rendered content from the second. In this
example, the previous frame was generated from the first
perspective, which means that the rendered content in-
cludes image data corresponding to visible surfaces of
the first and second objects(e.g., the front surface of the
first object containing a blurred or distorted version of the
front face of the second object) and does not include
image data corresponding to non-visible surfaces of the
first and second objects (e.g., all faces of the first object
except for the front face and all faces of the second object
in a non-blurred or non-distorted manner). Therefore,
even if warping is applied, all faces of the first object
except for the front face including the blurred or distorted
version of the front face of the second object, and all
faces of the second object in a non-blurred or non-dis-
torted manner will not exist in the warped image. This
creates a number of artifacts that affect the usability and
accuracy of the new frame.
[0086] The problem is illustrated in Fig. 9F, where
warping is applied to the previous frame from the first
perspective to construct the new frame from the second
perspective without regenerating. This causes an inac-
curate display from the second perspective. There are
two things potentially problematic with using this ap-
proach. First, the first object should not include a blurred
or distorted version of the front face of the second object.
Second, the second object (i.e., a non-blurred or non-
distorted version of the second object) is completely
missing from the warped image. Contrast the frame gen-
erated at the top of Fig. 9F with the frame of what should
have been shown from the second perspective in the
bottom of Fig. 9F. The bottom of Fig. 9F shows the first
object and an unobstructed view of the second object
with no transparency of the first object and no blurring or
distortion of the second object applied.
[0087] The middle of Fig. 9F shows one possible so-
lution to the problem shown at the top of Fig. 9F. In some
embodiments, the rendered content and the non-ren-
dered content from the previous frame are kept/stored.
Warping is applied to the rendered content and any
"holes" of the warped rendered content may be "filled in"
using the rendered content and/or the non-rendered con-
tent. However, this has some disadvantages. Warping
the rendered content and then filling in the holes using
the rendered content and/or the non-rendered content
may result in unintended artifacts. For example, because
the rendered content includes the blurred or distorted

version of the front face of the second object, the warped
rendered content also includes the blurred or distorted
version of the front face of the second object, and using
the rendered content and/or non-rendered content to fill
in the holes of the warped rendered content simply adds
a non-blurred or non-distorted version of the second ob-
ject (both front and right faces of the second object), how-
ever, it does not remove the blurred or distorted version
of the front face of the second object in the warped ren-
dered content. Therefore, it may not be desirable to warp
rendered content from a previous frame and fill in holes
of the warped content using the rendered content and/or
non-rendered content from the previous frame.
[0088] The disclosure will now describe an approach
that resolves the problematic results from the alternative
approach described in Figs. 9A-9F. Figs. 10 and 11A-
11G describe a solution to resolve the warping issue pre-
sented in Figs. 9A-9F by keeping/storing data separately
for semi-transparent objects and opaque objects. Keep-
ing/storing the data separately also helps determine what
objects should be and should not be affected by the semi-
transparent object.
[0089] Fig. 10 shows a flowchart of an approach for
storing content corresponding to semi-transparent ob-
jects and opaque objects, according to one embodiment.
In this approach, the application will store semi-transpar-
ent points corresponding to semi-transparent objects and
opaque points corresponding to opaque objects.
[0090] At 1002, the application determines opaque
points of an opaque object from a first perspective. Image
data corresponding to the opaque points describes the
opaque points with no blurring or distortion applied. When
the user moves to a different position (e.g., one where
the opaque points of the opaque object can be viewed
without viewing the opaque points through a semi-trans-
parent surface of a semi-transparent object), the appli-
cation will have enough information and detail about the
opaque object to construct the opaque object from a dif-
ferent perspective.
[0091] At 1004, the image data corresponding to
opaque points is stored. The image data corresponding
to the opaque points can be stored in any type of data
structure. As noted above, the image data may be stored
as a linked list, a voxel, surface definitions (e.g., shells,
curves, and the like), N-dimensional data structures or
graph representation thereof, and the like. In some em-
bodiments, the application can also determine a granu-
larity of image data that will be stored.
[0092] At 1006, the application determines semi-trans-
parent points of a semi-transparent object. A semi-trans-
parent object may be, for example, fog, smoke, or a "frost-
ed glass." If the semi-transparent object is in front of an
opaque object, this causes the opaque object to be view-
able through the semi-transparent object. When the
opaque object is viewed through the semi-transparent
object, the opaque object will appear blurred or distorted
due to the view of the opaque object being affected by
the semi-transparent, such as, for example, by the semi-
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transparent material of the semi-transparent object. Im-
age data corresponding to the semi-transparent points
describes the semi-transparent points with no blurring or
distortion applied. When the user moves to a different
position (e.g., one where the semi-transparent points of
the semi-transparent object can be viewed without view-
ing opaque points of an opaque object through the semi-
transparent surface of the semi-transparent object), the
application will have enough information and detail about
the semi-transparent object to construct the semi-trans-
parent object from a different perspective.
[0093] At 1008, image data corresponding to the semi-
transparent points is stored in. The image data corre-
sponding to the semi-transparent points is stored to han-
dle transparency correctly when generating a different
perspective (e.g., a second perspective) from the first
perspective. As noted above, the image data may be
stored as a linked list, a voxel, surface definitions (e.g.,
shells, curves, and the like), N-dimensional data struc-
tures or graph representation thereof, and the like. In
some embodiments, the application can also determine
a granularity of image data that will be stored.
[0094] Figs. 11A-11G illustrate an example approach
for displaying a second perspective of a frame using im-
age data corresponding to opaque points and semi-trans-
parent points from a first perspective, according to one
embodiment. The image data includes rendered content
and non-rendered content.
[0095] Figs. 11A-11C show the same image setup as
in Figs. 9A- 9C, where the user is at a first location and
where the particular location and angular position of the
eyes of the user is referred to as a first perspective. The
user, the first object (semi-transparent object) and the
second object (opaque object) are in the same initial po-
sition. In Fig. 11C, a GPU (e.g., the GPU 152) renders a
frame including an image of a scene from a first perspec-
tive that is the same as that of Fig. 9C. The frame from
the first perspective shows the front face of the second
object as being viewed through the front face of the first
object such that the front face of the second object ap-
pears blurred or distorted. Figs. 11E-11F shows the same
image setup as Figs. 9D-9E where the user is at a second
location and where the particular location and angular
position of the eyes of the user at the second position is
referred to as a second perspective.
[0096] In Fig. 11D, the application selects and stores
non-rendered content corresponding to (1) opaque
points of the second object and (2) semi-transparent
points of the first object. The application stores the
opaque points of the second object along with their re-
spective depth information, and the semi-transparent
points of the first object along with their respective depth
information. In some embodiments, there may be an up-
per bound to the number of semi-transparent points
and/or the opaque points to be stored to alleviate storage
memory concerns. The non-rendered content will be
used to handle transparency in any additional perspec-
tive. In some embodiments, the non-rendered content is

used in addition to the frame from the first perspective.
Now, when a user moves to a different perspective (e.g.,
from the first perspective to the second perspective), the
application can use the non-rendered content to con-
struct the new frame from the new perspective.
[0097] In some embodiments, the image data (for the
rendered content and/or the non-rendered content) in-
cludes volumetric and depth information. Furthermore,
the image data can include reference data which contains
information to determine whether opaque objects are af-
fected by semi-transparent objects and vice versa. The
application contains logic to determine any opaque ob-
jects that are affected by semi-transparent objects and
vice versa because the image data for opaque and trans-
parent objects have been maintained separately.
[0098] As shown in Fig. 11E, the user moves to a sec-
ond position directly to the right of the first position. At
this point, the user will be looking at the first and second
objects from a different position as compared to the first
position. The eyes of the user may be located at the sec-
ond perspective shown in Fig. 11F. In the second per-
spective, the eyes of the user should see a frame that is
different than the frame from the first perspective. In the
second perspective, the eyes of the user should be see-
ing both the front and right faces of the first object and
the front and right faces of the second object. Specifically,
the user will now see the star on the front face of the
second object without any blurring or distortion from the
first object.
[0099] As shown in Fig. 11G, construction may be ap-
plied to the content from the previous frame including the
rendered frame from the first perspective and the non-
rendered content from the first perspective to create a
new frame from the second perspective without entirely
regenerating the whole scene. The application will first
identify which of the non-rendered content (e.g., the right
face of the first object and the front and right surface of
the second object) is visible from the second perspective.
The application then applies a construction to the stored
image data for (1) opaque points and (2) the semi-trans-
parent points to generate a frame from the second per-
spective without performing a completely regenerating
of the second perspective. As noted above, the disocclu-
sion problem no longer exists because the application
has preserved image data for non-rendered content that
was used during construction.

SYSTEM ARCHITECTURE OVERVIEW

[0100] Fig. 12 is a block diagram of an illustrative com-
puting system 1400 suitable for implementing one or
more of the embodiments of the present disclosure. The
computing system 1400 includes a bus 1406 or other
communication mechanism for communicating informa-
tion, which interconnects subsystems and devices, such
as a processor 1407, a main memory 1408 (e.g., RAM),
a static storage device 1409 (e.g., ROM), a disk drive
1410 (e.g., magnetic or optical), a communications inter-
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face 1414 (e.g., modem or Ethernet card), a display 1411
(e.g., CRT or LCD), an input device 1412 (e.g., key-
board), and cursor control.
[0101] According to one embodiment, the computing
system 1400 performs specific operations by the proc-
essor 1407 executing one or more sequences of one or
more instructions contained in the main memory 1408.
Such instructions may be read into the main memory
1408 from another computer readable/usable medium,
such as the static storage device 1409 or the disk drive
1410. In alternative embodiments, hard-wired circuitry
may be used in place of or in combination with software
instructions to implement the disclosure. Thus, embodi-
ments are not limited to any specific combination of hard-
ware circuitry and/or software. In one embodiment, the
term "logic" shall mean any combination of software or
hardware that is used to implement all or part of the dis-
closure.
[0102] The term "computer readable medium" or "com-
puter usable medium" as used herein refers to any me-
dium that participates in providing instructions to the
processor 1407 for execution. Such a medium may take
many forms, including but not limited to, non-volatile me-
dia and volatile media. Non-volatile media includes, for
example, optical or magnetic disks, such as the disk drive
1410. Volatile media includes dynamic memory, such as
the main memory 1408.
[0103] Common forms of computer readable media in-
clude, for example, floppy disk, flexible disk, hard disk,
magnetic tape, any other magnetic medium, CD-ROM,
any other optical medium, punch cards, paper tape, any
other physical medium with patterns of holes, RAM,
PROM, EPROM, FLASH-EPROM, any other memory
chip or cartridge, or any other medium from which a com-
puter can read.
[0104] In one embodiment, execution of the sequenc-
es of instructions to practice the disclosure is performed
by a single computing system 1400. According to other
embodiments, two or more computing systems 1400 cou-
pled by a communications link 1415 (e.g., LAN, PTSN,
or wireless network) may perform the sequence of in-
structions required to practice the disclosure in coordi-
nation with one another.
[0105] The computing system 1400 may transmit and
receive messages, data, and instructions, including pro-
gram, e.g., application code, through the communica-
tions link 1415 via the communications interface 1414.
Received program code may be executed by the proc-
essor 1407 as it is received, and/or stored in the disk
drive 1410, or other non-volatile storage for later execu-
tion. The computing system 1400 may communicate
through a data interface 1433 to a database 1432 on an
external storage device 1431.
[0106] In the foregoing specification, the disclosure
has been described with reference to specific embodi-
ments thereof. It will, however, be evident that various
modifications and changes may be made thereto without
departing from the broader spirit and scope of the disclo-

sure. For example, the above-described process flows
are described with reference to a particular ordering of
process actions. However, the ordering of many of the
described process actions may be changed without af-
fecting the scope or operation of the disclosure. The
specification and drawings are, accordingly, to be regard-
ed in an illustrative rather than restrictive sense.

Claims

1. A method for constructing a new frame using ren-
dered content and non-rendered content from a pre-
vious perspective, the method comprising:

generating image data, the image data compris-
ing rendered content and non-rendered content
from a first perspective, the rendered content
corresponding to points of visible surfaces of a
first set of objects from the first perspective, and
the non-rendered content corresponding to por-
tions of the first set of objects not visible from
the first perspective;
rendering (304, 504) the points of the visible sur-
faces of the first set of objects from the first per-
spective;
storing (306, 506) both rendered content and
non-rendered content from the first perspective
in a 3D database (160);
receiving (308, 508) a request to display a new
frame from a second perspective;
generating (310, 514) the new frame from the
second perspective using the rendered content
and the non-rendered content from the first per-
spective; and
displaying (312, 516) the new frame from the
second perspective.

2. The method of claim 1, further comprising identifying
the first perspective by capturing a first pose of a
user (50) using a sensor.

3. The method of claims 1 or 2, wherein storing (306,
506) both the rendered content and the non-ren-
dered content from the first perspective comprises
storing both the rendered content and the non-ren-
dered content in at least one of linked lists, array
structures, true volumetric representations, voxels,
surface definitions, N-dimensional data structures,
and N-dimensional graph representations.

4. The method of any of claims 1-3, further comprising
determining respective granularities for the rendered
content and the non-rendered content for the one or
more objects from the first perspective.

5. The method of any of claims 1-4, further comprising:
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rendering (510) points of visible surfaces of a
second set of objects from the second perspec-
tive;
warping (512) at least some of the stored ren-
dered content from the first perspective to the
second perspective;
wherein generating (514) the new frame from
the second perspective comprises combining
new rendered content and warped rendered
content, the new rendered content correspond-
ing to the points of the visible surfaces of the
second set of objects from the second perspec-
tive, and the warped rendered content corre-
sponding to the stored rendered content warped
from the first perspective to the second perspec-
tive.

6. The method of claim 5, wherein rendering (510) the
points of the visible surfaces of the second set of
objects from the second perspective comprises:

determining a third set of objects visible from the
second perspective;
comparing the third set of objects from the sec-
ond perspective to the stored rendered content
from the first perspective to identify the second
set of obj ects, wherein the second set of objects
includes objects from the third set of objects that
are not in the stored rendered content; and
rendering the points of the visible surfaces of
the second set of objects.

7. The method of claims 5 or 6, wherein warping (512)
the at least some of the stored content from the first
perspective to the second perspective comprises:

determining a third set of objects visible from the
second perspective;
comparing the third set of objects from the sec-
ond perspective to the stored rendered content
from the first perspective to identify objects that
are in both the third set of objects and the stored
rendered content;
warping the objects that are in both the third set
of objects and the stored rendered content.

8. The method of any of claims 1-7, wherein storing
(306, 506) both the rendered content and the non-
rendered content from the first perspective compris-
es:

identifying the rendered content and the non-
rendered content from the first perspective;
analyzing the rendered content and the non-ren-
dered content to determine if content corre-
sponds to one of a surface point and a non-sur-
face point;
discarding the content corresponding to a non-

surface point; and
storing the content corresponding to the surface
point.

9. The method of any of claims 1-8, wherein storing
both the rendered content and the non-rendered
content from the first perspective comprises:

predicting a head movement of a user;
calculating bounds for the predicted head move-
ment of the user based at least in part on one
or more of a predicted direction, a current speed
of movement of the user, and a predicted speed
of movement for the user, the bounds corre-
sponding to a maximum predicted head move-
ment for the second perspective;
determine content within the calculated bounds
for the predicted head movement; and
storing the content within the calculated bounds.

10. The method of any of claims 1-9, wherein storing
both rendered content and non-rendered content for
the one or more objects from the first perspective
further comprises:

determining (1002) opaque points of one or
more opaque objects;
storing (1004) image data corresponding to the
opaque points;
determining (1006) semi-transparent points of
one or more semi-transparent obj ects; and
storing (1008) image data of the semi-transpar-
ent points, wherein the first set of objects com-
prises the one or more opaque objects and the
one or more semi-transparent obj ects.

11. A system for constructing a new frame using ren-
dered content and non-rendered content from a pre-
vious perspective, the system comprising:
a non-transitory computer-readable storage medium
storing executable computer instructions that, when
executed, perform steps comprising:

generating image data, the image data compris-
ing rendered content and non-rendered content
from a first perspective, the rendered content
corresponding to points of visible surfaces of a
first set of objects from the first perspective, and
the non-rendered content corresponding to por-
tions of the first set of objects not visible from
the first perspective
rendering (304, 504) the points of the visible sur-
faces of the first set of objects from the first per-
spective;
storing (306, 506) both rendered content and
non-rendered content from the first perspective
in a 3D database (160);
receiving (308, 508) a request to display a new
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frame from a second perspective;
generating (310, 514) the new frame from the
second perspective using the rendered content
and the non-rendered content from the first per-
spective; and
displaying (312, 516) the new frame from the
second perspective; and
a processor (1407) configured to execute the
computer instructions.

12. The system of claim 11, wherein the instructions,
when executed, perform further steps comprising
identifying the first perspective by capturing a first
pose of a user.

13. The system of claims 11 or 12, wherein storing (306,
506) both the rendered content and the non-ren-
dered content from the first perspective comprises
storing both the rendered content and the non-ren-
dered content in at least one of linked lists, array
structures, true volumetric representations, voxels,
surface definitions, N-dimensional data structures,
and N-dimensional graph representations.

14. The system of any of claims 11-13, wherein the in-
structions, when executed, perform further steps
comprising determining respective granularities for
the rendered content and the non-rendered content
for the one or more objects from the first perspective.

15. A computer program product embodied in a non-
transitory computer readable medium (1410), the
computer readable medium (1410) having stored
thereon a sequence of instructions which, when ex-
ecuted by a processor (1407) causes the processor
(1407) to execute a method for constructing a new
frame using rendered content and non-rendered
content from a previous perspective, the method
comprising:

generating image data, the image data compris-
ing rendered content and non-rendered content
from a first perspective, the rendered content
corresponding to points of visible surfaces of a
first set of objects from the first perspective, and
the non-rendered content corresponding to por-
tions of the first set of objects not visible from
the first perspective
rendering (304, 504) the points of the visible sur-
faces of the first set of objects from the first per-
spective;
storing (306, 506) both rendered content and
non-rendered content from the first perspective
in a 3D database (160);
receiving (308, 508) a request to display a new
frame from a second perspective;
generating (310, 514) the new frame from the
second perspective using the rendered content

and the non-rendered content from the first per-
spective; and
displaying (312, 516) the new frame from the
second perspective.

Patentansprüche

1. Ein Verfahren zum Erstellen eines neuen Rahmens
anhand von gerendertem Inhalt und nicht gerender-
tem Inhalt aus einer vorherigen Perspektive, wobei
das Verfahren Folgendes umfasst:

Erzeugen von Bilddaten, wobei die Bilddaten
gerenderten Inhalt und nicht gerenderten Inhalt
aus einer ersten Perspektive umfassen, wobei
der gerenderte Inhalt Punkten sichtbarer Ober-
flächen eines ersten Satzes von Objekten aus
der ersten Perspektive entspricht, und der nicht
gerenderte Inhalt Abschnitten des ersten Satzes
von Objekten entspricht, die aus der ersten Per-
spektive nicht sichtbar sind;
Rendern (304, 504) der Punkte der sichtbaren
Oberflächen des ersten Satzes von Objekten
aus der ersten Perspektive;
Speichern (306, 506) sowohl des gerenderten
Inhalts als auch des nicht gerenderten Inhalts
aus der ersten Perspektive in einer 3D-Daten-
bank (160);
Empfangen (308, 508) einer Anfrage zur Anzei-
ge eines neuen Rahmens aus einer zweiten Per-
spektive;
Erzeugen (310, 514) des neuen Rahmens aus
der zweiten Perspektive unter Verwendung des
gerenderten Inhalts und des nicht gerenderten
Inhalts aus der ersten Perspektive; und
Anzeigen (312, 516) des neuen Rahmens aus
der zweiten Perspektive.

2. Das Verfahren nach Anspruch 1 umfasst ferner das
Erkennen der ersten Perspektive durch Erfassen ei-
ner ersten Haltung eines Benutzers (50) mit einem
Sensor.

3. Das Verfahren nach Anspruch 1 oder 2, wobei das
Speichern (306, 506) sowohl des gerenderten In-
halts als auch des nicht gerenderten Inhalts aus der
ersten Perspektive das Speichern sowohl des ge-
renderten Inhalts als auch des nicht gerenderten In-
halts in mindestens einem der folgenden Elemente
umfasst: zusammenhängende Listen, Array-Struk-
turen, echte volumetrische Darstellungen, Voxel,
Oberflächendefinitionen, N-dimensionale Daten-
strukturen und N-dimensionale Graphendarstellun-
gen.

4. Das Verfahren nach einem der Ansprüche 1 bis 3,
ferner umfassend das Bestimmen entsprechender
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Granularitäten für den gerenderten Inhalt und den
nicht gerenderten Inhalt für das eine oder die meh-
reren Objekte aus der ersten Perspektive.

5. Das Verfahren nach einem der Ansprüche 1 bis 4,
das ferner Folgendes umfasst:

Rendern (510) von Punkten sichtbarer Oberflä-
chen eines zweiten Satzes von Objekten aus
der zweiten Perspektive;
Verzug (512) von mindestens einem Teil des
gespeicherten gerenderten Inhalts aus der ers-
ten Perspektive in die zweite Perspektive;
wobei das Erzeugen (514) des neuen Bildes aus
der zweiten Perspektive die Kombination von
neu gerendertem Inhalt und verzogenem geren-
dertem Inhalt umfasst, wobei der neu gerender-
te Inhalt den Punkten der sichtbaren Oberflä-
chen des zweiten Satzes von Objekten aus der
zweiten Perspektive entspricht und der verzo-
gene gerenderte Inhalt dem gespeicherten ge-
renderten Inhalt entspricht, der von der ersten
Perspektive in die zweite Perspektive verzogen
wurde.

6. Das Verfahren nach Anspruch 5, wobei das Rendern
(510) der Punkte der sichtbaren Oberflächen des
zweiten Satzes von Objekten aus der zweiten Per-
spektive Folgendes umfasst:

Bestimmen eines dritten Satzes von Objekten,
die aus der zweiten Perspektive sichtbar sind;
Vergleich des dritten Satzes von Objekten aus
der zweiten Perspektive mit dem gespeicherten
gerenderten Inhalt aus der ersten Perspektive,
um den zweiten Satz von Objekten zu erkennen,
wobei der zweite Satz die Objekte aus dem drit-
ten Satz von Objekten enthält, die nicht in dem
gespeicherten gerenderten Inhalt enthalten
sind; und
Rendern der Punkte der sichtbaren Oberflächen
des zweiten Satzes von Objekten.

7. Das Verfahren nach Anspruch 5 oder 6, wobei der
Verzug (512) zumindest eines Teils des gespeicher-
ten Inhalts von der ersten Perspektive in die zweite
Perspektive Folgendes umfasst:

Bestimmen eines dritten Satzes von Objekten,
die aus der zweiten Perspektive sichtbar sind;
Vergleichen des dritten Satzes von Objekten
aus der zweiten Perspektive mit dem gespei-
cherten gerenderten Inhalt aus der ersten Per-
spektive, um Objekte zu erkennen, die sowohl
in dem dritten Satz von Objekten als auch in
dem gespeicherten gerenderten Inhalt enthal-
ten sind;
Verzug der Objekte, die sowohl in dem dritten

Satz von Objekten als auch in dem gespeicher-
ten gerenderten Inhalt enthalten sind.

8. Das Verfahren nach einem der Ansprüche 1-7, wo-
bei das Speichern (306, 506) sowohl des gerender-
ten Inhalts als auch des nicht gerenderten Inhalts
aus der ersten Perspektive umfasst:

Erkennen des gerenderten Inhalts und des nicht
gerenderten Inhalts aus der ersten Perspektive;
Überprüfen des gerenderten Inhalts und des
nicht gerenderten Inhalts, um zu bestimmen, ob
der Inhalt entweder einem Oberflächenpunkt
oder einem Nicht-Oberflächenpunkt entspricht;
Entfernen des Inhalts, der einem Nicht-Oberflä-
chenpunkt entspricht; und Speichern des In-
halts, der einem Oberflächenpunkt entspricht.

9. Das Verfahren nach einem der Ansprüche 1 bis 8,
wobei das Speichern sowohl des gerenderten In-
halts als auch des nicht gerenderten Inhalts aus der
ersten Perspektive umfasst:

Vorhersagen einer Kopfbewegung des Benut-
zers;
Berechnen von Grenzen für die vorhergesagte
Kopfbewegung des Benutzers zumindest teil-
weise auf der Grundlage einer oder mehrerer
vorhergesagter Richtungen, einer aktuellen Be-
wegungsgeschwindigkeit des Benutzers und ei-
ner vorhergesagten Bewegungsgeschwindig-
keit des Benutzers, wobei die Grenzen einer ma-
ximalen vorhergesagten Kopfbewegung der
zweiten Perspektive entsprechen;
Bestimmen von Inhalten innerhalb der berech-
neten Grenzen für die vorhergesagte Kopfbe-
wegung; und
Speichern des Inhalts innerhalb der berechne-
ten Grenzen.

10. Das Verfahren nach einem der Ansprüche 1-9, wo-
bei das Speichern sowohl von gerendertem Inhalt
als auch von nicht gerendertem Inhalt für das eine
oder die mehreren Objekte aus der ersten Perspek-
tive weiterhin Folgendes umfasst:

Bestimmen (1002) undurchsichtiger Punkte von
einem oder mehreren undurchsichtigen Objek-
ten;
Speichern (1004) von Bilddaten, die den un-
durchsichtigen Punkten entsprechen; Bestim-
men (1006) halbtransparenter Punkte von ei-
nem oder mehreren halbtransparenten Objek-
ten; und
Speichern (1008) von Bilddaten der halbtrans-
parenten Punkte, wobei der erste Satz von Ob-
jekten das eine oder die mehreren undurchsich-
tigen Objekte und das eine oder die mehreren
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halbtransparenten Objekte umfasst.

11. Ein System zum Erstellen eines neuen Rahmens un-
ter Verwendung von gerendertem Inhalt und nicht
gerendertem Inhalt aus einer vorherigen Perspekti-
ve, wobei das System Folgendes umfasst:
ein nicht-transitorisches computerlesbares Spei-
chermedium, das ausführbare Computerbefehle
speichert, die, wenn sie ausgeführt werden, Schritte
durchführen, die Folgendes umfassen:

Erzeugen von Bilddaten, wobei die Bilddaten
gerenderten Inhalt und nicht gerenderten Inhalt
aus einer ersten Perspektive umfassen, wobei
der gerenderte Inhalt Punkten von sichtbaren
Oberflächen eines ersten Satzes von Objekten
aus der ersten Perspektive entspricht und der
nicht gerenderte Inhalt Teilen des ersten Satzes
von Objekten entspricht, die aus der ersten Per-
spektive nicht sichtbar sind,
Rendern (304, 504) der Punkte der sichtbaren
Oberflächen des ersten Satzes von Objekten
aus der ersten Perspektive Speichern (306,
506) sowohl des gerenderten Inhalts als auch
des nicht gerenderten Inhalts aus der ersten
Perspektive in einer 3D-Datenbank (160);
Empfangen (308, 508) einer Anforderung, einen
neuen Rahmen aus einer zweiten Perspektive
anzuzeigen;
Erzeugen (310, 514) des neuen Rahmens aus
der zweiten Perspektive unter Verwendung des
gerenderten Inhalts und des nicht gerenderten
Inhalts aus der ersten Perspektive; und
Anzeigen (312, 516) des neuen Rahmens aus
der zweiten Perspektive; und
einen Prozessor (1407), der so gestaltet ist,
dass er die Computerbefehle ausführt.

12. Das System nach Anspruch 11, wobei die Anwei-
sungen, wenn sie ausgeführt werden, weitere Schrit-
te durchführen, die das Erkennen der ersten Pers-
pektive durch Erfassen einer ersten Haltung des Be-
nutzers umfassen.

13. Das System nach Anspruch 11 oder 12, wobei das
Speichern (306, 506) sowohl des gerenderten In-
halts als auch des nicht gerenderten Inhalts aus der
ersten Perspektive das Speichern sowohl des ge-
renderten Inhalts als auch des nicht gerenderten In-
halts in mindestens einem der folgenden Elemente
umfasst: zusammenhängende Listen, Array-Struk-
turen, echte volumetrische Darstellungen, Voxel,
Oberflächendefinitionen, N-dimensionale Daten-
strukturen und N-dimensionale Graphendarstellun-
gen.

14. Das System nach einem der Ansprüche 11-13, wo-
bei die Anweisungen, wenn sie ausgeführt werden,

weitere Schritte ausführen, die das Bestimmen der
jeweiligen Granularität für den gerenderten Inhalt
und den nicht gerenderten Inhalt für das eine oder
die mehreren Objekte aus der ersten Perspektive
umfassen.

15. Ein Computerprogrammprodukt, das in einem nicht-
transitorischen computerlesbaren Medium (1410)
enthalten ist, wobei auf dem computerlesbaren Me-
dium (1410) eine Sequenz von Anweisungen ge-
speichert ist, die, wenn sie von einem Prozessor
(1407) ausgeführt werden, den Prozessor (1407)
veranlassen, ein Verfahren zum Erstellen eines neu-
en Rahmens unter Verwendung von gerendertem
Inhalt und nicht gerendertem Inhalt aus einer vorhe-
rigen Perspektive auszuführen, wobei das Verfahren
Folgendes umfasst:

Erzeugen von Bilddaten, wobei die Bilddaten
gerenderten Inhalt und nicht gerenderten Inhalt
aus einer ersten Perspektive umfassen, wobei
der gerenderte Inhalt Punkten von sichtbaren
Oberflächen eines ersten Satzes von Objekten
aus der ersten Perspektive entspricht und der
nicht gerenderte Inhalt Teilen des ersten Satzes
von Objekten entspricht, die aus der ersten Per-
spektive nicht sichtbar sind,
Rendern (304, 504) der Punkte der sichtbaren
Oberflächen des ersten Satzes von Objekten
aus der ersten Perspektive Speichern (306,
506) sowohl des gerenderten Inhalts als auch
des nicht gerenderten Inhalts aus der ersten
Perspektive in einer 3D-Datenbank (160);
Empfangen (308, 508) einer Anforderung, einen
neuen Rahmen aus einer zweiten Perspektive
anzuzeigen;
Erzeugen (310, 514) des neuen Rahmens aus
der zweiten Perspektive unter Verwendung des
gerenderten Inhalts und des nicht gerenderten
Inhalts aus der ersten Perspektive; und
Anzeigen (312, 516) des neuen Rahmens aus
der zweiten Perspektive.

Revendications

1. Un procédé pour construire une nouvelle trame en
utilisant un contenu rendu et un contenu non rendu
provenant d’une perspective antérieure, ledit procé-
dé comprenant les étapes consistant à :

générer des données d’image, lesdites données
d’image comprenant un contenu rendu et un
contenu non rendu provenant d’une première
perspective, le contenu rendu correspondant à
des points de surfaces visibles d’un premier en-
semble d’objets depuis la première perspective,
et le contenu non rendu correspondant à des
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parties du premier ensemble d’objets non visi-
bles depuis la première perspective ;
rendre (304, 504) les points des surfaces visi-
bles du premier ensemble d’objets depuis la pre-
mière perspective ;
stocker (306, 506) à la fois le contenu rendu et
le contenu non rendu depuis la première pers-
pective dans une base de données 3D (160) ;
recevoir (308, 508) une demande d’affichage
d’une nouvelle trame depuis une seconde
perspective ;
générer (310, 514) la nouvelle trame depuis la
seconde perspective en utilisant le contenu ren-
du et le contenu non rendu depuis la première
perspective ; et
afficher (312, 516) la nouvelle trame depuis la
seconde perspective.

2. Le procédé selon la revendication 1, comprenant en
outre l’identification de la première perspective en
capturant une première pose d’un utilisateur (50) au
moyen d’un capteur.

3. Le procédé selon la revendication 1 ou 2, dans lequel
le stockage (306, 506) à la fois du contenu rendu et
du contenu non rendu depuis la première perspec-
tive consiste à stocker à la fois le contenu rendu et
le contenu non rendu dans au moins l’une des listes
liées, des structures de réseau, des représentations
volumétriques réelles, des voxels, des définitions de
surface, des structures de données à N dimensions
et des représentations graphiques à N dimensions.

4. Le procédé selon l’une quelconque des revendica-
tions 1 à 3, consistant en outre à déterminer les gra-
nularités respectives pour le contenu rendu et le con-
tenu non rendu pour le ou les objets depuis la pre-
mière perspective.

5. Le procédé selon l’une quelconque des revendica-
tions 1 à 4, comprenant en outre les étapes consis-
tant à :

rendre (510) les points des surfaces visibles
d’un second ensemble d’objets depuis la secon-
de perspective ;
déformer (512) au moins une partie du contenu
rendu stocké depuis la première perspective se-
lon la seconde perspective ;
dans lequel la génération (514) de la nouvelle
trame à partir de la seconde perspective com-
prend la combinaison du nouveau contenu ren-
du et du contenu rendu déformé, le nouveau
contenu rendu correspondant aux points des
surfaces visibles du second ensemble d’objets
depuis la seconde perspective, et le contenu
rendu déformé correspondant au contenu rendu
stocké déformé depuis la première perspective

à la seconde perspective.

6. Le procédé selon la revendication 5, dans lequel
l’étape consistant à rendre (510) les points des sur-
faces visibles du second ensemble d’objets depuis
la seconde perspective consiste en outre à :

déterminer un troisième ensemble d’objets visi-
bles depuis la seconde perspective ;
comparer le troisième ensemble d’objets de la
seconde perspective au contenu rendu stocké
de la première perspective pour identifier le se-
cond ensemble d’objets, dans lequel le second
ensemble d’objets comprend des objets du troi-
sième ensemble d’objets qui ne se retrouvent
pas dans le contenu rendu stocké ; et
rendre les points des surfaces visibles du se-
cond ensemble d’objets.

7. Le procédé selon les revendications 5 ou 6, dans
lequel l’étape consistant à déformer (512) au moins
une partie du contenu stocké depuis la première
perspective selon la seconde perspective consiste
en outre à :

déterminer un troisième ensemble d’objets visi-
bles depuis la seconde perspective ;
comparer le troisième ensemble d’objets depuis
la seconde perspective au contenu stocké rendu
depuis la première perspective pour identifier
les objets qui se retrouvent à la fois dans le troi-
sième ensemble d’objets et dans le contenu
stocké rendu ;
déformer les objets qui se retrouvent à la fois
dans le troisième ensemble d’objets et dans le
contenu rendu stocké.

8. Le procédé selon l’une quelconque des revendica-
tions 1 à 7, dans lequel l’étape consistant à stocker
(306, 506) à la fois le contenu rendu et le contenu
non rendu depuis la première perspective consiste
en outre à :

identifier le contenu rendu et le contenu non ren-
du depuis la première perspective ;
analyser le contenu rendu et le contenu non ren-
du pour déterminer si le contenu correspond à
un point superficiel et à un point non-superficiel ;
écarter le contenu correspondant à un point non
superficiel ; et
stocker le contenu correspondant au point su-
perficiel.

9. Le procédé selon l’une quelconque des revendica-
tions 1 à 8, dans lequel l’étape consistant à stocker
à la fois le contenu rendu et le contenu non rendu
depuis la première perspective consiste en outre à :
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prédire un mouvement de la tête d’un
utilisateur ;
calculer des limites pour le mouvement de tête
prédit de l’utilisateur en se basant, au moins en
partie, sur un ou plusieurs éléments parmi une
direction prédite, une vitesse de mouvement ac-
tuelle de l’utilisateur, et une vitesse de mouve-
ment prédite, les limites correspondant à un
mouvement de tête maximal prédit pour la se-
conde perspective ;
déterminer le contenu à l’intérieur des limites
calculées pour le mouvement de tête prédit ; et
stocker le contenu dans les limites calculées.

10. Le procédé selon l’une quelconque des revendica-
tions 1 à 9, dans lequel l’étape consistant à stocker
à la fois le contenu rendu et le contenu non rendu
pour le ou les objets de la première perspective con-
siste en outre à :

déterminer (1002) des points opaques d’un ou
plusieurs objets opaques ;
stocker (1004) de données d’image correspon-
dant aux points opaques ;
déterminer (1006) des points semi-transparents
d’un ou plusieurs objets semi-transparents ; et
stocker (1008) des données d’image des points
semi-transparents, dans lequel le premier en-
semble d’objets comprend le ou les objets opa-
ques et le ou les objets semi-transparents.

11. Un système pour construire une nouvelle trame en
utilisant un contenu rendu et un contenu non rendu
provenant d’une perspective antérieure, ledit systè-
me comprenant :
un support de stockage lisible par ordinateur non
transitoire stockant des instructions informatiques
exécutables qui, lorsqu’elles sont exécutées, réali-
sent les étapes consistant à :

générer des données d’image, lesdites données
d’image comprenant un contenu rendu et un
contenu non rendu provenant d’une première
perspective, le contenu rendu correspondant à
des points de surfaces visibles d’un premier en-
semble d’objets depuis la première perspective,
et le contenu non rendu correspondant à des
parties du premier ensemble d’objets non visi-
bles depuis la première perspective ;
rendre (304, 504) les points des surfaces visi-
bles du premier ensemble d’objets depuis la pre-
mière perspective ;
stocker (306, 506) à la fois le contenu rendu et
le contenu non rendu depuis la première pers-
pective dans une base de données 3D (160) ;
recevoir (308, 508) une demande d’affichage
d’une nouvelle trame depuis une seconde
perspective ;

générer (310, 514) la nouvelle trame depuis la
seconde perspective en utilisant le contenu ren-
du et le contenu non rendu depuis la première
perspective ; et
afficher (312, 516) la nouvelle trame depuis la
seconde perspective ; et
un processeur (1407) configuré pour exécuter
les instructions informatiques.

12. Le système selon la revendication 11, dans lequel
les instructions, lorsqu’elles sont exécutées, exécu-
tent d’autres étapes comprenant l’identification de la
première perspective en capturant une première po-
se d’un utilisateur.

13. Le système selon les revendications 11 ou 12, dans
lequel le stockage (306, 506) à la fois du contenu
rendu et du contenu non rendu depuis la première
perspective consiste à stocker à la fois le contenu
rendu et le contenu non rendu dans au moins l’une
des listes liées, des structures de réseau, des repré-
sentations volumétriques réelles, des voxels, des
définitions de surface, des structures de données à
N dimensions et des représentations graphiques à
N dimensions.

14. Le système selon l’une quelconque des revendica-
tions 11 à 13, dans lequel les instructions, lorsqu’el-
les sont exécutées, exécutent d’autres étapes con-
sistant en outre à déterminer les granularités res-
pectives pour le contenu rendu et le contenu non
rendu pour le ou les objets depuis la première pers-
pective.

15. Un produit de programme informatique incorporé
dans un support lisible par ordinateur non transitoire
(1410), ledit support lisible par ordinateur (1410)
stockant une séquence d’instructions qui, lorsqu’elle
est exécutée par un processeur (1407) amène le pro-
cesseur (1407) à exécuter un procédé pour cons-
truire une nouvelle trame en utilisant un contenu ren-
du et un contenu non rendu provenant d’une pers-
pective antérieure, ledit procédé comprenant les éta-
pes consistant à :

générer des données d’image, lesdites données
d’image comprenant un contenu rendu et un
contenu non rendu provenant d’une première
perspective, le contenu rendu correspondant à
des points de surfaces visibles d’un premier en-
semble d’objets depuis la première perspective,
et le contenu non rendu correspondant à des
parties du premier ensemble d’objets non visi-
bles depuis la première perspective ;
rendre (304, 504) les points des surfaces visi-
bles du premier ensemble d’objets depuis la pre-
mière perspective ;
stocker (306, 506) à la fois le contenu rendu et
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le contenu non rendu depuis la première pers-
pective dans une base de données 3D (160) ;
recevoir (308, 508) une demande d’affichage
d’une nouvelle trame depuis une seconde
perspective ;
générer (310, 514) la nouvelle trame depuis la
seconde perspective en utilisant le contenu ren-
du et le contenu non rendu depuis la première
perspective ; et
afficher (312, 516) la nouvelle trame depuis la
seconde perspective.
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