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METHOD AND SYSTEM FOR PROCESSING 
GEOMETRICAL LAYOUT DESIGN DATA 

FIELD OF INVENTION 

The invention relates generally to designing of electronic 
circuits. More specifically, the invention relates to a method 
and system for processing geometrical layout design data. 

BACKGROUND OF THE INVENTION 

The process of designing an electronic circuit can be 
broadly divided into two stages, a pre-layout design stage and 
a post-layout design stage. Examples of the design process of 
an electronic circuit may include, but are not limited to 
designing of Integrated Circuits (IC), Printed circuit Boards 
(PCB), Micro Electro Mechanical Systems (MEMS), and 
Multi Chip Modules (MCM). 
The pre-layout design stage includes transforming a circuit 

design into a physical layout data. The physical layout data 
includes details of the physical locations of the circuit ele 
ments. Further, in the post-layout design stage, the physical 
layout data is converted into geometrical layout design data. 
The geometrical layout design data is used for manufacturing 
the electronic circuit. 

The post-layout design stage includes processing of large 
geometrical layout design data. Processing of such data may 
take a significant computation overhead. Some existing meth 
ods use parallel processing of the geometrical layout design 
data to ensure efficient and accurate processing of the geo 
metrical layout design data, for example, using a network of 
computing devices. In some methods, in a computation net 
work, a server partitions the geometrical layout design data 
and transmits one or more partitions to one or more comput 
ing devices in the computation network. However, Such com 
putation networks have high startup time because processing 
of the geometrical layout design data starts only after the 
server partitions the geometrical layout design data. This 
results in an inefficient utilization of processing resources of 
computing devices. Additionally, as partitions are transmitted 
to computing devices at the same time, therefore, this may 
result in clogging of the computation network and increase 
the load on the server. 

In some existing techniques for processing geometrical 
layout design data server sends the complete geometrical 
layout design data to each computing device. Thereafter, each 
computing device extracts the corresponding partition from 
the geometrical layout design data. However, this results in 
clogging of the network, as the geometrical layout design 
data, which is very huge in size, is transmitted to each com 
puting device. Moreover, as the geometrical layout design 
data is copied on each computing device in the computation 
network, therefore, this leads to duplication of geometrical 
layout design data. 

There is therefore, a need for a method and system for 
processing the geometrical layout design data by distributing 
load in an efficient manner. Further, there is a need for a 
method and system that has a low startup time and processes 
geometrical layout design data without clogging the server 
and the network. 

SUMMARY OF THE INVENTION 

An object of the invention is to provide a method and 
system for processing geometrical layout design data effi 
ciently. 
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2 
Another object of the invention is to provide a method and 

system for processing geometrical layout design data by dis 
tributing load in an efficient manner. 

Yet another object of the invention is to provide a method 
and system for processing geometrical layout design data 
without clogging the server and the computation network. 

Another object of the invention is to provide a system for 
processing geometrical layout design data that has a low 
startup time. 
The above listed objects are achieved by providing a 

method and system for processing geometrical layout design 
data. The method includes assigning one or more partitions of 
the geometrical layout design data to one or more computing 
devices. One or more partitions are assigned based on first 
predefined parameters. The method further includes receiv 
ing a minimum-hierarchy representation of the geometrical 
layout design data and a partition information corresponding 
to one or more partition assigned. The partition information 
corresponding to a partition assigned includes a spatial infor 
mation corresponding to the partition. Further, the minimum 
hierarchy representation includes a plurality of cells. Each 
cell in the minimum-hierarchy representation may include 
Zero or more bounding box information and Zero or more 
cell-references. Further, the method includes retrieving one 
or more fragments based on each of the partition information 
and the minimum-hierarchy representation. A fragment can 
include one or more parts of a cell of the geometrical layout 
design data. 

BRIEF DESCRIPTION OF THE FIGURES 

The accompanying figures, where like reference numerals 
refer to identical or functionally similar elements throughout 
the separate views and which together with the detailed 
description below are incorporated in and form part of the 
specification, serve to further illustrate various embodiments 
and to explain various principles and advantages all in accor 
dance with the invention. 

FIG. 1 is a block diagram showing a computation network 
for processing geometrical layout design data, in accordance 
with an embodiment of the invention. 

FIG. 2 is a flow diagram showing a method for processing 
geometrical layout design data, in accordance with an 
embodiment of the invention. 

FIG. 3 is a flow diagram showing a method for processing 
geometrical layout design data, in accordance with another 
embodiment of the invention. 

FIG. 4 is a block diagram showing processing of geometri 
cal layout design databased on partition information and a 
minimum-hierarchy representation of the geometrical layout 
design data, in accordance with an embodiment of the inven 
tion. 

Skilled artisans will appreciate that elements in the figures 
are illustrated for simplicity and clarity and have not neces 
sarily been drawn to scale. For example, the dimensions of 
Some of the elements in the figures may be exaggerated rela 
tive to other elements to help to improve understanding of 
embodiments of the invention. 

DETAILED DESCRIPTION OF THE INVENTION 

Before describing in detail embodiments that are in accor 
dance with the invention, it should be observed that the 
embodiments reside primarily in combinations of method 
steps and apparatus components related to method and sys 
tem for processing geometrical layout design data. Accord 
ingly, the apparatus components and method steps have been 
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represented where appropriate by conventional symbols in 
the drawings, showing only those specific details that are 
pertinent to understanding the embodiments of the invention 
so as not to obscure the disclosure with details that will be 
readily apparent to those of ordinary skill in the art having the 
benefit of the description herein. 

In this document, relational terms such as first and second, 
top and bottom, and the like may be used solely to distinguish 
one entity or action from another entity or action without 
necessarily requiring or implying any actual such relationship 
or order between such entities or actions. The terms “com 
prises.” “comprising or any other variation thereof, are 
intended to cover a non-exclusive inclusion, Such that a pro 
cess, method, article, or apparatus that comprises a list of 
elements does not include only those elements but may 
include other elements not expressly listed or inherent to such 
process, method, article, or apparatus. An element proceeded 
by "comprises . . . a' does not, without more constraints, 
preclude the existence of additional identical elements in the 
process, method, article, or apparatus that comprises the ele 
ment. 

Various embodiments of the invention provide methods 
and systems for processing geometrical layout design data. 
The method includes assigning one or more partitions of the 
geometrical layout design data to one or more computing 
devices based on first predefined parameters. Thereafter, a 
partition information corresponding to one or more partition 
assigned and a minimum-hierarchy representation of the geo 
metrical layout design data are received by one or more com 
puting devices. A partition information corresponding to a 
partition assigned to a computing device includes a spatial 
information of the partition. The minimum-hierarchy repre 
sentation includes a plurality of cells. Each cell in the mini 
mum-hierarchy representation includes Zero or more bound 
ing box information and Zero or more cell-references. 
Thereafter, one or more computing devices retrieve one or 
more fragments based on the minimum-hierarchy represen 
tation and the corresponding partition information. Thereaf 
ter, one or more partitions are processed by one or more 
computing devices using one or more fragments retrieved. 

FIG. 1 is a block diagram showing a computation network 
100 for processing geometrical layout design data, in accor 
dance with an embodiment of the invention. Computation 
network 100 includes a server 105 and one or more comput 
ing devices (for example, a computing device 110, a comput 
ing device 115, and a computing device 120) operatively 
coupled with server 105. The geometrical layout data design 
includes a plurality of geometrical figures. Server 105 gener 
ates a minimum-hierarchy representation of the geometrical 
layout design data. The minimum-hierarchy representation 
includes a plurality of cells of the geometrical layout design 
data. Each cell in the minimum-hierarchy representation 
includes Zero or more bounding box information and Zero or 
more cell-references. The bounding box information includes 
information of a bounding box corresponding to an instance 
of a cell. A bounding box is the Smallest rectangle that 
encloses each geometrical figure of a cell. Further, a cell 
reference points to an instance of a cell. This is explained in 
further detail in conjunction with FIG. 3. 

To process the geometrical layout design data, server 105 
determines a plurality of partitions from the geometrical lay 
out design data. Thereafter, server 105 assigns one or more 
partitions to one or more of computing device 110, computing 
device 115 and computing device 120 based on first pre 
defined parameters. The first predefined parameters may 
include, but are not limited to, size of a partition, processing 
load of a computing device, processing power of a computing 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

4 
device, network parameters corresponding to computation 
network 100 and a processing history of a computing device, 
which may include a list of partitions processed by the com 
puting device. This is explained in detail in conjunction with 
FIG. 3. 
A partition may include one or more parts of one or more 

fragments in the geometrical layout design data. Server 105 
divides the geometrical layout design data into a plurality of 
fragments based on second predefined parameters. Each frag 
ment may include one or more parts of one or more cells of the 
geometrical layout design data. The second predefined 
parameters may include, but are not limited to, size of geo 
metrical layout design data within a cell and processing 
power of a computing device. This is explained in detail in 
conjunction with FIG. 3. Server 105 stores the plurality of 
fragments on its memory, for instance, a hard disk. Alterna 
tively, server 105 may store the plurality of fragments on one 
or more of external storage device 125 and external storage 
device 130, which are operatively coupled with server 105. It 
will be apparent to a person skilled in the art that there may be 
more than two external storage devices in computation net 
work 100. External storage device 125 and external storage 
device 130 may constitute one of a Network File System 
(NFS). 

After assigning one or more partitions of the geometrical 
layout design data, each of computing device 110, computing 
device 115, and computing device 120 receive the minimum 
hierarchy representation and a partition information from 
server 105. A partition information includes a spatial infor 
mation corresponding to a partition assigned to a computing 
device. The spatial information may be, for example, but not 
limited to geometrical coordinates, a position vector, a X/Y 
Sorted edge representation, a Voronoi diagram, a Quad-tree 
and an Oct-tree. For example, if a partition is a rectangle, 
spatial information corresponding to the partition may 
include the geometrical coordinates of the endpoint of a 
diagonal of the rectangle. 

Based on the corresponding partition information, each of 
computing device 110, computing device 115, and computing 
device 120 read geometrical layout design data correspond 
ing to a partition assigned to a computing device from server 
105. Thereafter, based on the minimum-hierarchy represen 
tation, each of computing device 110, computing device 115, 
and computing device 120 retrieves one or more fragments 
from server 105. A computing device may copy one or more 
fragments from server 105 to its memory, for example, a hard 
disk. Alternatively, a computing device may retrieve one or 
more parts of a fragment from one or more computing 
devices. For example, computing device 110 can retrieve a 
fragment from computing device 115 if the fragment is avail 
able at computing device 115. By way of another example, 
computing device 110 may retrieve the first half of a fragment 
from computing device 115 and the second half a fragment 
from computing device 120. To facilitate this, server 105 may 
maintain a processing database. The processing database 
includes one or more of a list of partitions assigned to each 
computing device, processing load of each computing device, 
a list of fragments retrieved by each computing device, and 
network parameters of computation network 100. Therefore, 
a computing device may access the processing database in 
server 105 to determine one or more suitable computing 
devices to retrieve one or more fragments. 

In an embodiment of the invention, a computing device 
may retrieve one or more fragments from one or more of 
external storage device 125 and external storage device 130, 
based on the minimum-hierarchy representation. In this case, 
a computing device may directly access one or more frag 
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ments from one or more of external storage device 125 and 
external storage device 130. For example, computing device 
110 may directly read one or more fragments into its Random 
Access Memory (RAM) for processing. In another embodi 
ment of the invention, a computing device copies one or more 5 
fragments corresponding to the partition assigned to the com 
puting device from one or more of external storage device 125 
and external storage device 130 to its hard disk. After copying 
each fragment, the computing device processes one or more 
fragments by copying each of the fragments to a RAM of the 
computing device. 

10 

After a computing device retrieves each fragment corre 
sponding to a partition assigned to the computing device, the 
computing device processes the partition using fragments 15 
that are retrieved. The computing device may perform one or 
more of Boolean operations, Geometrical operations, and 
check operations. Examples of Boolean operations include, 
but are not limited to, union, and intersection. Examples of 
Geometrical operations include, but are not limited to, sizing, 
converting into trapezoids, converting into polygons. 
Examples of Rule check operations include, but are not lim 
ited to, spacing, width check, containment check. 

FIG. 2 is a flow diagram showing a method for processing 
geometrical layout design data, in accordance with an 
embodiment of the invention. To process the geometrical 
layout design data, server 105 generates a minimum-hierar 
chy representation of the geometrical layout design data. The 
minimum-hierarchy representation includes a plurality of 
cells. Each cell includes Zero or more bounding box informa 
tion and Zero or more cell-references. The bounding box 
information includes information of a bounding box corre 
sponding to an instance of a cell. A bounding box is the 
Smallest rectangle that encloses each geometrical figure of a 
cell. Further, a cell-reference points to an instance of a cell. 
The cell-reference can be, for example, a pointer or a link to 
an instance of a cell. 
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Additionally, server 105 divides the geometrical layout 
design data into a plurality of fragments based on second 
predefined parameters. The second predefined parameters 
may include one or more of, but are not limited to, size of 
geometrical layout design data within a cell and processing 
power of a computing device. Thereafter, server 105 deter 
mines a plurality of partitions from the geometrical layout 
design data. This is further explained in conjunction with 
FIG. 3. 

After determining the plurality of partitions from the geo 
metrical layout design data, server 105 assigns one or more 
partitions to one or more computing devices based on first so 
predefined parameters, at step 205. The first predefined 
parameters may include, but are not limited to, size of a 
partition, processing load of a computing device, processing 
power of a computing device, network parameters corre 
sponding to computation network 100, and a processing his- ss 
tory of a computing device, which include a list of partitions 
processed by the computing device. 

40 

45 

Server 105 may assign partitions to a computing device 
based on processing load of the computing device. Processing 
load of a computing device may depend on one or more of, but 60 
is not limited to, number of operations performed by a com 
puting device, amount of data transferred from a memory, for 
example, a RAM or a hard disk. Alternatively, server 105 may 
assign partitions to a computing device based on the process 
ing power of the computing device. The processing power of 65 
a computing device may include the size of a RAM, the size 
of a hard disk, a processor speed, cache memory, and number 

6 
of processor elements. By way of an example, server 105 may 
assign larger partitions to a computing device that has high 
processing power. 

Further, server 105 may assign partitions based on the 
network parameters. The network parameters may be one or 
more of, but are not limited to, congestion in computation 
network 100, and bandwidth of computation network 100. 
Server 105 may assign smaller partition if the network param 
eters of computation network 100 are not favorable. As an 
example, consider a case when there is congestion in compu 
tation network 100, therefore, server 105 may assign parti 
tions which are Smaller in size to computing devices in com 
putation network 100 so that escalation of congestion is 
minimized. 

Additionally, server 105 may assign partitions based on the 
processing history of a computing device. For instance, par 
titions which are collocated in the geometrical layout design 
data may be assigned to the same computing device. This 
facilitates efficient processing of geometrical layout design 
data. As one or more instances of a cell may be common for 
collocated partitions, therefore, an instance of a cell in a 
collocated partition may already be present in the computing 
device. Therefore, while processing a collocated partitionata 
computed device, retrieval of Some fragments may not be 
required since Such fragments are already processed in at the 
computing device. This increases efficiency of computation 
network 100. 

Server may assign partitions based on the size of the par 
titions. In an embodiment, the size of partitions assigned by 
server 105 may be based on the time of assigning of the 
partition. For example, server 105 may assign partitions in an 
increasing order of size. Alternatively, server 105 may assign 
partitions in a decreasing order of size. In an embodiment of 
the invention, server 105 assigns smaller partitions for a pre 
determined time period while initiating (startup) and termi 
nating the processing of geometrical layout design data. 
Additionally, server 105 assigns relatively larger partitions in 
between the initiation and the termination of the processing. 
For example, server 105 assigns partitions which are less than 
a predefined threshold size in first quarter of the total time 
taken for processing the geometrical layout design data. 
Thereafter, in the second quarter and the third quarter of the 
total time, server 105 assigns partitions which are larger than 
the predefined threshold size. Thereafter, in the fourth quarter 
of the total time, server 105 again assigns the partitions which 
are less than the predefined threshold size. This increases the 
efficiency of processing geometrical layout design data, as 
during the initiation (startup) of the processing, transferring 
Smaller partitions to computing devices decreases the startup 
time of the processing in computation network 100. Simi 
larly, during termination of the processing, assigning Smaller 
partitions ensures that each computing device in computation 
network 100 finish the processing at almost the same time, 
thereby avoiding a bottleneck in which one or more comput 
ing devices have to wait for a single computing device to 
finish processing. 

After server 105 assigns one or more partitions, one or 
more computing devices in computation network 100 receive 
the minimum-hierarchy representation and a partition infor 
mation, at Step 210. The partition information corresponds to 
a partition assigned to a computing device by server 105. The 
partition information includes a spatial information of the 
partition. The spatial information may include, for example, 
but not limited to geometrical coordinates, a position vector, 
aX/Y Sorted edge representation, a Voronoi diagram, a Quad 
tree, and an Oct-tree. The spatial information may be used by 
a computing device for locating a partition assigned to the 
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computing device by server 105. For example, if a partition is 
a rectangle, spatial information corresponding to the partition 
may include the geometrical coordinates of the endpoint of a 
diagonal of the rectangle. Thereafter, one or more computing 
devices of computation network 100 read geometrical layout 
design data corresponding to one or more partitions assigned, 
from server 105. For example, each of computing device 110. 
computing device 115, and computing device 120 may read a 
geometrical layout design data corresponding to a partition 
assigned, from server 105. 

After receiving the minimum-hierarchy representation and 
a partition information of a partition assigned, one or more 
computing devices retrieve one or more fragments at step 
215. A fragment may include one or more parts of a cell of the 
geometrical layout design data. Alternatively, a fragment may 
include one or more cells of the geometrical layout design 
data. One or more computing devices retrieve one or more 
fragments based on each of the partition information and the 
minimum-hierarchy representation. A computing device per 
forms a hierarchical window query on the minimum-hierar 
chy representation to determine one or more fragments which 
need to be retrieved based on the partition assigned to the 
computing device. Thereafter, the computing device retrieves 
a fragment from server 105 which stores the plurality of 
fragments. Alternatively, the computing device may retrieve a 
part of the fragment from server 105. 
A computing device may retrieve one or more parts of a 

fragment from one or more computing devices. To facilitate 
this, server 105 may store a processing database. The process 
ing database can store one or more of but not limited to, a list 
of partitions assigned to each computing device, processing 
load of each computing device, a list of fragments retrieved 
by each computing device, and network parameters of the 
computation network. A computing device may access the 
processing database in server 105 to determine one or more 
Suitable computing devices to retrieve one or more fragments. 
As an example, if computing device 110 needs a fragment A, 
which may be available at computing device 115 and com 
puting device 120. Server 105 may instruct computing device 
110 to retrieve a first part of the fragment A from computing 
device 115 and a second part of the fragment A from com 
puting device 120. The instruction given by server 105 may be 
based on the processing load on each of computing device 
115 and computing device 120. A fragment may reside at one 
or more computing devices at any point of time, therefore, 
one or more parts of a fragment may be retrieved from mul 
tiple computing devices. This ensures even distribution of 
load on server 105 and one or more computing devices. 

In an embodiment of the invention, a computing device 
may retrieve one or more fragments from one or more of 
external storage device 125 and external storage device 130. 
Each of external storage device 125 and external storage 
device 130 may store the plurality of fragments of the geo 
metrical layout design data. External storage device 125 and 
external storage device 130 may constitute a Network File 
System (NFS). 

After each fragment corresponding to a partition assigned 
to a computing device is retrieved, the computing device 
processes the partition using one or more fragments retrieved. 
The computing device can perform one or more of Boolean 
operations, Geometrical operations, Rule check operations. 
Examples of Boolean operations include, but are not limited 
to, union, and intersection. Examples of Geometrical opera 
tions include, but are not limited to, sizing, converting into 
trapezoids, converting into polygons. Examples of Rule 
check operations include, but are not limited to, spacing, 
width check, containment check. 
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8 
FIG. 3 is a flow diagram showing a method for processing 

geometrical layout design data, in accordance with another 
embodiment of the invention. To process the geometrical 
layout design data, server 105 generates a minimum-hierar 
chy representation of the geometrical layout design data, at 
step 305. The minimum-hierarchy representation includes a 
plurality of cells. Each cell includes Zero or more bounding 
box information and Zero or more cell-references. The bound 
ing box information includes information of bounding box 
corresponding to an instance of a cell. A bounding box is the 
Smallest rectangle that encloses all geometrical figures cor 
responding to the cell. The bounding box information can, for 
example, include coordinates of the endpoints of diagonal of 
the bounding box. Further, a cell-reference points to an 
instance of a cell. The cell-reference, for example, may be, a 
pointer or a link to an instance of a cell. Each leaf cell in the 
minimum-hierarchy representation includes only a bounding 
box information but no cell references. However, each non 
leaf cell in minimum-hierarchy representation includes one 
or more cell-references. Additionally, a non-leaf cell may 
include a bounding box information. 
The minimum-hierarchy representation may be generated 

in a predefined format, for example, but not limited to, 
Graphic Data System-II (GDSIITM) and Open Artwork Sys 
tem Interchange Standard (OASISTM). The minimum-hierar 
chy representation may be compressed after generation. For 
example, minimum-hierarchy representation generated in a 
GDSII format may be compressed by server 105 using one or 
more of compaction techniques and compression techniques. 
It will be apparent to a person skilled in the art that compac 
tion technique retains the original format. However, the com 
pression technique changes the original format. 
The minimum-hierarchy representation excludes the geo 

metrical figures of the geometrical layout design data. There 
fore, the minimum-hierarchy representation is Smaller than a 
hierarchical representation, which may be Directed Acyclic 
Graph (DAG), of the geometrical layout design data. As a 
result, the minimum-hierarchy representation requires less 
bandwidth for transmission, thereby facilitating efficient dis 
tribution of data in computation network 100. Additionally, 
less time and less computation resources are required for 
generating the minimum-hierarchy representation from the 
hierarchal representation, as the hierarchal representation is 
already present in the geometrical layout design data, for 
formats like GDSII and OASIS. Therefore, time required for 
generation of minimum-hierarchy representation is negli 
gible, therefore it does not affect the startup time adversely. 
One or more cells of the geometrical layout design data 

may be modified by server 105 based on third predefined 
parameters, at step 310. The modification may include one or 
more of dividing a cell in the geometrical layout design data 
into a plurality of cells and combining one or more cells to 
generate a composite cell. The third predefined parameters 
may include one or more of, but not limited to, size of geo 
metrical layout design data in a cell and geometrical layout 
design data of a cell being placed in a plurality of design 
layers. For example, if size of geometrical layout design data 
in a cell is large, server 105 may divide the cell into a plurality 
of Sub-cells. Similarly, if geometrical layout design data of a 
cell is placed in a plurality of design layers, server 105 may 
divide the cell in a plurality of sub-cells, with geometrical 
layout design data of each layer corresponding to the cell 
forming a sub-cell. Similarly, a plurality of cells may be 
merged to form a composite cell when size of geometrical 
layout design data in each cell in the plurality of cells is Small. 

After modifying one or more cells, server 105 divides the 
geometrical layout design data into a plurality of fragments 
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based on second predefined parameters, at step 315. Refer 
ring back to FIG. 2, a fragment may include one or more parts 
of one or more cells of the geometrical layout design data. The 
second predefined parameters may include one or more of 
but are not limited to, size of geometrical layout design data 
within a cell and processing power of a computing device. 
The processing power of a computing device may depend on 
one or more of the size of a RAM, the size of the hard disk, a 
processor speed, cache memory, and number of processing 
elements. Server 105 may divide the geometrical layout 
design data into the plurality of fragments based on the size of 
geometrical layout design data within a cell. For example, if 
the size of geometrical layout design data in a cell is large, 
server 105 may divide the cell into a plurality of fragments. 
Alternatively, server 105 can combine a plurality of cells to 
constitute a fragment. Further, server 105 may divide the 
geometrical layout design databased on the processing power 
of one or more of computing device 110, computing device 
115, and computing device 120. For example, server 105 may 
determine that the size of the RAM of each computing device 
in computation network 100 is less than a predefined thresh 
old. Therefore, server 105 may divide the geometrical layout 
design data into Small fragments. The division of geometrical 
layout design data into the plurality of fragments enables 
efficient processing of geometrical layout design data incom 
putation network 100. In an embodiment of the invention, the 
minimum-hierarchy representation is generated along with 
the plurality of fragments. 

After dividing the geometrical layout design data into a 
plurality of fragments, server 105 determines a plurality of 
partitions from the geometrical layout design data, at Step 
320. Referring back to FIG. 2, a partition may include one or 
more parts of one or more fragments in the geometrical layout 
design data. To determine the plurality of partitions, server 
105 may perform a window query operation on the geometri 
cal layout design. In this case, a partition may correspond to 
a query window. Server 105 may determine the plurality of 
partition of geometrical layout design data, Such that each 
partition is equal in size. Additionally, the number of parti 
tions determined by server 105 exceeds the number of com 
puting devices in computation network 100. This enables 
efficient utilization of processing resources of computing 
devices and avoids bottlenecks in processing the geometrical 
layout design data. For example, if number of partitions of the 
geometrical layout design data is equal to the number of 
computing devices, some of the computing devices, which 
have a higher processing power, may finish the processing of 
the corresponding partition faster than other computing 
devices, which have a lower processing power. As a result of 
this, at a given point of time, computing device having lower 
processing power will be processing the corresponding par 
titions and the computing device having high processing 
power will be idle. This results in wastage of processing 
power of the computing devices and creates a bottleneck in 
computation network 100 as the throughput of the system will 
be dictated by the slowest machine. 

Thereafter, server 105 assigns one or more partitions to one 
or more of computing devices in computation network 100, at 
step 325. Server 105 assigns one or more partitions based on 
first predefined parameters. At step 330, one or more comput 
ing devices in computation network 100 receive the mini 
mum-hierarchy representation and a partition information 
from server 105. The partition information corresponds to a 
partition assigned to a computing device by server 105. This 
has been explained in detail in conjunction with FIG. 2. 

Based on the minimum-hierarchy representation and the 
corresponding partition information, at step 335, one or more 
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10 
computing devices of computation network 100 read geo 
metrical layout design data corresponding to a partition 
assigned from server 105. For example, each of computing 
device 110, computing device 115, and computing device 120 
may read geometrical layout design data corresponding to a 
partition assigned from server 105. A computing device may 
copy a corresponding partition from server 105 to its hard 
disk and thereafter read the partition. Alternatively, a com 
puting device may directly read the partition, for example, in 
a RAM of the computing device, and thereafter read the 
partition. The geometrical layout design data corresponding 
to a partition read by a computing device is in a predefined 
format. The predefined format can be one or more of 
GDSIITM, and OASISTM. The geometrical layout design data 
corresponding to a partition read from server 105 may be 
compressed by server 105 using one or more of compaction 
techniques and compression techniques. Server 105 may 
compact a geometrical layout design data in a partition, and 
thereafter, may compress the compacted geometrical layout 
design data. This helps in reducing the amount of data transfer 
in the network and increases the efficiency of computation 
network 100. 

Thereafter, at step 340, one or more computing devices 
retrieve one or more fragments. One or more computing 
devices retrieve one or more fragments based on each of the 
partition information and the minimum-hierarchy represen 
tation. A computing device performs a hierarchical window 
query on the minimum-hierarchy representation to determine 
one or more fragments which need to be retrieved based on 
the partition assigned to the computing device. After deter 
mining one or more fragments which need to be retrieved, the 
computing device retrieves afragment from server 105 which 
stores the plurality of fragments. After each fragment corre 
sponding to a partition assigned to a computing device is 
retrieved, the computing device processes the partition using 
one or more fragments that are retrieved. A computing device 
can perform one or more of Boolean operations, Geometrical 
operations, Rule check operations. This is explained in detail 
in conjunction with FIG. 2. 

FIG. 4 is a block diagram showing processing of a geo 
metrical layout design data 400 based on partition informa 
tion and a minimum-hierarchy representation 405 of geo 
metrical layout design data 400, in accordance with an 
exemplary embodiment of the invention. Geometrical layout 
design data 400 may include a plurality of geometrical fig 
ures. The plurality of geometrical figures includes a geometri 
cal FIG. 410, a geometrical FIG. 415, a geometrical FIG. 420, 
a geometrical FIG. 425, a geometrical FIG. 430, and a geo 
metrical FIG. 435. 
The plurality of geometrical figures is represented using 

minimum-hierarchy representation 405, which is generated 
by server 105. Minimum-hierarchy representation 405 
includes a top cell 440, a cell 445, a cell 450, and a cell 455. 
Top cell 440 corresponds to geometrical layout design data 
400 and includes references to cell 445, cell 450, and cell 455. 
Cell 445 corresponds to geometrical FIG. 410 and geometri 
cal FIG. 415 and includes information of a bounding box 460. 
Bounding box 460 is the Smallest rectangle enclosing each of 
geometrical FIG. 410 and geometrical FIG. 415. The infor 
mation corresponding to bounding box 460 in cell 445 
includes coordinates of the endpoints of a diagonal of bound 
ing box 460. Further, bounding box 460 includes spatial 
information of each of geometrical FIG. 410 and geometrical 
FIG. 415. 

Similarly, cell 450 corresponds to geometrical FIG. 420 
and geometrical FIG. 425 and includes information of a 
bounding box 465. Bounding box 465 is the smallest rect 
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angle enclosing each of geometrical FIG. 420 and geometri 
cal FIG. 425. The information corresponding to bounding 
box 465 in cell 450 includes coordinates of the endpoints of a 
diagonal of bounding box 465. Further, bounding box 465 
includes the spatial information of each of geometrical FIG. 
420 and geometrical FIG. 425. Similarly, cell 455 corre 
sponds to geometrical FIG. 430 and geometrical FIG. 435, 
and includes information of a bounding box 470. Bounding 
box 470 is the Smallest rectangle enclosing each of geometri 
cal FIG. 430 and geometrical FIG. 435. The information 
corresponding to bounding box 470 in cell 455 includes coor 
dinates of the endpoints of a diagonal of bounding box 470. 
Further, bounding box 470 includes spatial information of 
each of geometrical FIG. 430 and geometrical FIG. 435. 

Server 105 divides geometrical layout design data 400 into 
a fragment 475, a fragment 480, and a fragment 485. Frag 
ment 475 include cell 445. Similarly, fragment 480 includes 
cell 450 and fragment 485 includes cell 455. Thereafter, 
server 105 determines a partition 490 and a partition 495, 
which are equal in size, based on second predefined param 
eters. Server 105 assigns partition 490 to computing device 
110 and partition 495 to computing device 115 based on first 
predefined parameters. The first predefined parameters and 
second predefined parameters have been explained in con 
junction with FIG. 3. Thereafter, server 105 sends a corre 
sponding partition information and minimum-hierarchy rep 
resentation 405 to each of computing device 110 and 
computing device 115. Computing device 110 receives a 
partition information corresponding to partition 490 and 
computing device 115 receives a partition information corre 
sponding to partition 495. Partition information correspond 
ing to partition 490 includes the coordinates of partition 490, 
i.e., (a,b) and (c,d). Similarly, partition information corre 
sponding to partition 495 includes the coordinates of partition 
495, i.e., coordinates (c. d) and (e, f). 

Thereafter, computing device 110 reads partition 490 from 
server 105 and computing device 115 reads partition 495 
from server 105. Each of computing device 110 and comput 
ing device 115 perform a hierarchical window query on mini 
mum-hierarchy representation 405 to determine one or more 
fragments that need to be retrieved from server 105. Comput 
ing device 110 determines that it needs to retrieve fragment 
475 and fragment 480 to processes partition 490. For this, 
computing device 110 retrieves cell 445 from fragment 475 
and cell 450 from fragment 480. Thereafter, computing 
device 110 retrieves bounding box 460 from cell 445 and 
bounding box 465 from cell 450. Similarly, computing device 
115 determines that it needs to retrieve fragment 480 and 
fragment 485 to process partition 495. For this, computing 
device 115 retrieves cell 450 from fragment 480 and cell 455 
from fragment 485. Thereafter, computing device 115 
retrieves bounding box 465 from cell 450 and bounding box 
470 from cell 455. 

Various embodiments of the invention provide methods 
and systems for processing geometrical layout design data 
which enable parallel processing of the geometrical layout 
design data. The system has a small startup time. Further, 
processing load in the computation network, is efficiently 
distributed using the method and system of the invention. 
Additionally, the minimum-hierarchy representation used by 
the methods and systems of the invention reduces data trans 
fer in the computation network for processing geometrical 
layout design data, which avoids congestion in the computa 
tion network. 

In the foregoing specification, specific embodiments of the 
invention have been described. However, one of ordinary skill 
in the art appreciates that various modifications and changes 
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can be made without departing from the scope of the inven 
tion as set forth in the claims below. Accordingly, the speci 
fication and figures are to be regarded in an illustrative rather 
than a restrictive sense, and all Such modifications are 
intended to be included within the scope of the invention. The 
benefits, advantages, Solutions to problems, and any element 
(s) that may cause any benefit, advantage, or solution to occur 
or become more pronounced are not to be construed as a 
critical, required, or essential features or elements of any or 
all the claims. The invention is defined solely by the appended 
claims including any amendments made during the pendency 
of this application and all equivalents of those claims as 
issued. 

What is claimed is: 
1. A method for processing a geometrical layout design 

data in a computation network, the method comprising: 
generating a minimum-hierarchy representation of the 

geometrical layout design data by a server, wherein the 
minimum-hierarchy representation includes a plurality 
of cells of the geometrical layout design data, and 
wherein each cell in the minimum-hierarchy represen 
tation includes Zero or more bounding box information 
and Zero or more cell-references; 

determining a plurality of partitions from the geometrical 
layout design data by the server, wherein each partition 
includes one or more parts of one or more fragments, and 
wherein each fragment includes one or more parts of one 
or more cells of the plurality of cells; 

assigning at least one partition of the geometrical layout 
design data to at least one computing device operatively 
coupled to the server based on first predefined param 
eters; 

receiving, by the at least one computing device, the mini 
mum-hierarchy representation of the geometrical layout 
design data and a partition information corresponding to 
the at least one partition assigned from the server, 
wherein a partition information corresponding to a par 
tition assigned to a computing device comprises a spatial 
information corresponding to the partition; and 

retrieving, by the at least one computing device, at least one 
fragment corresponding to the at least one partition 
assigned based on each of the partition information and 
the minimum-hierarchy representation. 

2. The method of claim 1, wherein geometrical layout 
design data corresponding to a partition assigned to a com 
puting device is copied from the server to the computing 
device. 

3. The method of claim 2, wherein geometrical layout 
design data corresponding to each partition is read by a cor 
responding computing device in a predefined format. 

4. The method of claim 1, wherein the first predefined 
parameters comprise: 

size of a partition; 
a processing history of a computing device, wherein the 

processing history comprises a list of partitions pro 
cessed by the computing device; 

processing load of a computing device; 
processing power of a computing device; and 
network parameters corresponding to the computation net 

work. 
5. The method of claim 1, wherein determining the plural 

ity of partitions from the geometrical layout design data com 
prises: 

dividing the geometrical layout design data into a plurality 
of fragments based on second predefined parameters; 
and 
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determining the plurality of partitions from the geometrical 
layout design databased on the plurality of fragments. 

6. The method of claim 5, wherein the plurality of frag 
ments are stored on at least one external storage device. 

7. The method of claim 5, wherein the second predefined 
parameters comprise: 

size of geometrical layout design data within a cell; and 
processing power of a computing device. 
8. The method of claim 1 further comprising modifying at 

least one cell based on third predefined parameters. 
9. The method of claim 8, wherein modifying comprises at 

least one of: 
dividing a cell in the geometrical layout design data into a 

plurality of sub-cells; and 
merging a plurality of cells to form a composite cell. 
10. The method of claim 8, wherein the third predefined 

parameters comprise: 
size of geometrical layout design data in a cell; and 
geometrical layout design data of a cell being placed in a 

plurality of design layers. 
11. The method of claim 1, wherein a number of partitions 

corresponding to the geometrical layout design data exceeds 
a number of computing devices in the computation network. 

12. The method of claim 1, wherein a time of assigning a 
partition to a computing device is determined based on the 
size of the partition. 

13. The method of claim 1, wherein a fragment is retrieved 
by a computing device based on each of the partition infor 
mation and the minimum-hierarchy representation. 

14. The method of claim 1, wherein at least one of the 
minimum-hierarchy representation, a geometrical layout 
design data corresponding to a partition, and a fragment is 
compressed. 

15. The method of claim 1, wherein at least a part of a 
fragment is retrieved from a server, wherein the server stores 
the fragment. 

16. The method of claim 1, wherein at least a part of a 
fragment is retrieved from at least one computing device, 
wherein a computing device stores at least a part of the frag 
ment. 

17. A computation network for processing a geometrical 
layout design data, the computation network comprises: 

a server configured to: 
generate a minimum-hierarchy representation of the 

geometrical layout design data, wherein the mini 
mum-hierarchy representation includes a plurality of 
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cells of the geometrical layout design data, and 
wherein each cell in the minimum-hierarchy repre 
sentation includes Zero or more bounding box infor 
mation and Zero or more cell-references; 

determine a plurality of partitions from the geometrical 
layout design data, wherein each partition includes 
one or more parts of one or more fragments, and 
wherein each fragment includes one or more parts of 
one or more cells of the plurality of cells; and 

assign at least one partition of the geometrical layout 
design databased on first predefined parameters; and 

at least one computing device operatively coupled to the 
server, wherein each computing device is configured to: 
receive the minimum-hierarchy representation of the 

geometrical layout design data and a partition infor 
mation corresponding to the at least one partition 
assigned, whereina partition information correspond 
ing to a partition assigned to a computing device 
comprises a spatial information corresponding to the 
partition; and 

retrieve at least one fragment corresponding to the at 
least one partition assigned based on each of the par 
tition information and the minimum-hierarchy repre 
sentation. 

18. The computation network of claim 17, wherein a com 
puting device is further configured to read geometrical layout 
design data corresponding to a partition assigned to a com 
puting device from the server. 

19. The computation network of claim 17 further compris 
ing at least one external storage device configured to store a 
plurality of fragments of the geometrical layout design data. 

20. The computation network of claim 19, wherein a frag 
ment is accessed from the at least one external storage device 
by a computing device. 

21. The computation network of claim 17, wherein the 
server is further configured to divide the geometrical layout 
design data into the plurality of fragments based on second 
predefined parameters. 

22. The computation network of claim 17, wherein the 
server is configured to maintain a processing database, 
wherein the processing database comprises at least one of 

a list of partitions assigned to each computing device; 
processing load of each computing device; 
a list of fragments retrieved by each computing device; and 
network parameters of the computation network. 

k k k k k 


