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(57) Abstract: Methods and devices to reduce processor-to-system memory access latency through the use of a memory buffer (202)
for the storage of cache lines flushed (cast out) from conventional level-1 (L1) and/or level-2 (L2) processor caches are described.
The memory buffer (202), referred to as a cast-out cache, may be incorporated within a system controller (200) and/or memory
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Cast-Out Cache

Background

The invention relates generally to computer memory systems and more particularly,
but not by way of limitation, to a caching technique to improve host processor memory
access operations.

In a typical computer system, program instructions and data are read from and written
to system memory at random addresses. To combat this random nature of memory access
operations level-1 (L1) and level-2 (L2) cache memories have been used to decrease the time,
or number of clock cycles, a given processor must spend communicating with system
memory during memory read and write operations.

Cache memories rely on the principle of access locality to improve the efficiency of
processor-to-memory operations and, therefore, overall computer system performance. In
particular, when a processor accesses system memory for program instructions and/or data,
the information retrieved includes not only the targeted instructions and/or data, but
additional bytes of information that surround the targeted memory location. The sum of the
information retrieved and stored in the cache is known as a “cache line.” (A typical cache line
may comprise 32 bytes.) The principle of access locality predicts that the processor will very
probably use the additional retrieved bytes subsequent to the use of the originally targeted
program instructions. During such operations as the execution of program loops, for example,
information in a single cache line may be used multiple times. Each processor initiated
memory access that may be satisfied by information already in a cache (referred to as a
“hit”), eliminates the need to access system memory and, therefore, improves the operational
speed of the computer system. In contrast, if a processor initiated memory access can not be
satisfied by information already in a cache (referred to as a “miss”), the processor must
access system memory — causing a new cache line to be brought into the cache and, perhaps,
the removal of an existing cache line.

Referring to FIG. 1, many modern computer systems 100 utilize processor units 102
that incorporate small L1 cache memory 104 (e.g., 32 kilobytes, KB) while also providing
larger external L2 cache memory 106 (e.g., 256 KB to 612 KB). As shown, processor unit
102, L1 cache 104 and L2 cache 106 are coupled to system memory 108 via processor bus
110 and system controller 112. As part of processor unit 102 itself, L1 cache 104 provides the

fastest possible access to stored cache line information. Because of its relatively small size
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however, cache miss operations may occur frequently. When a L1 cache miss occurs, L2
cache 106 is searched for the targeted program data and/or program instructions (hereinafter
collectively referred to as data). If L2 cache 106 contains the targeted data, the appropriate
cache line is transferred to L1 cache 104. If L2 cache 106 does not contain the targeted data,
an access operation to system memory 108 (typically mediated by system controller 112) is
initiated. The time between processor unit 102 initiating a search for target data and the time
that data is acquired or received by the processor unit (from L1 cache 104, L2 cache 106 or
memory 108) is known as read latency. A key function of caches 104 and 106 is to reduce the
processor unit 102’s read latency.

If L1 cache 104 is full when a new cache line is brought in for storage, a selected
cache line is removed (often referred to as flushed). If the selected cache line has not been
modified since being loaded into L1 cache 104 (i.e., the selected cache line is “clean”), it may
be replaced immediately by the new cache line. If the selected cache line has been modified
since being placed into L1 cache 104 (i.e., the selected cache line is “dirty”), it may be
flushed to L2 cache 106. If L2 cache 106 is full when a L1 cache line is brought in for
storage, one of its cache lines is selected for replacement. As with L1 cache 104, if the
selected cache line is clean it may be replaced immediately. If the selected cache line is dirty,
however, it may be flushed to posted write buffer 114 in system controller 112. The purpose
of posted write buffer 114 is to provide short-term storage of dirty cache lines that are in the
process of being written to system memory 108. (Posted write buffers 114 are typically only
large enough to store a few, e.g., 8, cache lines.)

While reasonably large by historical standards, the size of both L1 cache 104 and L2
cache 106 are small relative to the amounts of data accessed by modem software
applications. Because of this, computer systems employing conventional L1 and L2 caches
(especially those designed for multitasking operations) may exhibit unacceptably high cache
miss rates. One effect of high cache miss rates is to increase the latency time of processor unit
read operations. Thus, it would be beneficial to provide a mechanism to reduce the memory

latency time experienced by host processor units.

Summary

In one embodiment the invention provides a computer system comprising a processor,

a level-1 cache (operatively coupled to the processor), a level-2 cache (operatively coupled to
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the processor), a system memory, and a system controller (operatively coupled to the
processor, level-1 cache, level-2 cache and system memory), wherein the system controller
has a memory buffer adapted to store cache lines flushed (cast out) from one or more
processor caches. The memory buffer, referred to herein as a cast-out cache, may be
configured as a set associative or fully associative memory and may comprise dynamic or
static random access memory integrated into the system controller.

In another embodiment, the invention provides a method to control memory access
transactions. The method includes receiving a memory access request signal from a device,
identifying the device, selecting a cache structure based on the identified device, using the
selected cache structure to satisfy the memory access request. The acts of selecting a cache
structure and using the selected cache structure may comprise selecting a cache structure if
the identified device is a processor unit, otherwise accessing a system memory to satisfy the
memory request. Methods in accordance with the invention may be stored in any media that

1s readable and executable by a computer system.

Brief Description of the Drawings

Figure 1 shows a block diagram of a prior art computer system having a memory
architecture incorporating level-1 and level-2 cache memories.

Figure 2 shows a block diagram of a system controller that incorporates a cast-out
cache in accordance with one embodiment of the invention.

Figure 3 shows a flow diagram format of how a memory controller processes a new
cast-out cache entry in accordance with one embodiment of the invention.

Figure 4 shows a flow diagram of how a memory controller processes a memory
access request using a cast-out cache in accordance with one embodiment of the invention.

Figure 5 shows a block diagram of a computer system having a cast-out cache in
accordance with one embodiment of the invention.

Figure 6 shows a modification to FIG. 4 wherein a cast-out cache is used only for
transactions associated with a processor unit.

Figure 7 shows another modification to FIG. 4 wherein a memory controller may

access two or more cast-out cache structures.
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Detailed Description

Techniques (including methods and devices) to reduce processor-to-system memory
access latency through the use of a memory buffer for the storage of cache lines flushed from
conventional level-1 (L1) and/or level-2 (L2) caches are described. The following
embodiments of the invention, described in terms of a memory buffer incorporated within a
system controller device, are illustrative only and are not to be considered limiting in any
respect.

Referring to FIG. 2, system controller 200 in accordance with one embodiment of the
invention incorporates a memory buffer for the storage of cache lines flushed -- cast out --
from a processor’s L1 and/or L2 caches (hereinafter referred to as cast-out cache 202).
Memory controller 204 mediates data transfers (wherein “data” includes program data and
program instructions) between system memory 206 and devices 208 via memory interface
210, posted write buffer 212 and cast-out cache 202. In accordance with the invention, as a
cache line is flushed from a processor’s cache(s) it is stored in cast-out cache 202 rather than
posted write buffer 212 as in conventional computer systems. Subsequent reads to cache lines
stored in cast-out cache may be returned to the processor without incurring the latency
associated with a full memory access. Illustrative devices 208 include processor units, L1
cache units, L2 cache units, graphics devices, and peripheral or input-output (I/O) devices.

Figure 3 shows, in flow diagram format, how memory controller 204 processes a new
cast-out cache entry in accordance with one embodiment of the invention. On receiving a
cache line (block 300), system controller 200 determines if cast-out cache 202 has sufficient
room to accept the new entry. If cast-out cache 202 does have sufficient room (the “yes”
prong of diamond 302), the newly received cache line is stored (block 304) in cast-out cache
202. Each cache line stored in cast-out cache 202 comprises a data component and a tag
component, where the tag component further includes a status portion and an address portion.
The status portion includes indication of an entries state (e.g., dirty or clean). The address
portion includes an indication of the data component’s address in memory 206. As would be
known to those of ordinary skill, the address portion may be used to organize cast-out cache
202 into a set associative memory (e.g., 2-way, 4-way, and 8-way) or a fully associative
memory.

If cast-out cache 202 does not have sufficient room (the “no” prong of diamond 302),

a cast-out cache entry is selected (block 306) and flushed to posted write buffer 212 (block
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308). Once the selected entry is flushed, the new cache line may be stored (block 304).
Memory controller 204 may utilize posted write buffer 212 in a conventional manner; as a
temporary staging area for data being written to system memory 206. For example, if cast-out
cache 202 is full, the selected cast-out cache entry may be flushed to posted write buffer 212.
Any desired cache line replacement algorithm may be employed. In one embodiment, for
example, a least recently used (LRU) algorithm may be used to select that cast-out cache
entry for removal (block 306). In another embodiment, clean cache lines are selected before
dirty cache lines so as to avoid, or postpone, memory write operations. In yet another
embodiment, these two techniques may be combined.

Figure 4 shows, in flow diagram format, how memory controller 204 processes a
memory access request using cast-out cache 202 in accordance with one embodiment of the
invention. After receiving a memory transaction request (block 400), memory controller 204
determines what type of request it is to process. If the received request is a memory read
request (the “yes” prong of diamond 402), a check is made to determine if the requested data
is in cast-out cache 202. If the requested data is in cast-out cache 202 (the “yes” prong of
diamond 404), the requested data is retrieved from cast-out cache 202 (block 406) and
returned to the requesting device (block 408) at which point the transaction is complete
(block 410). If the requested data is not available in cast-out cache 202 (the “no” prong of
diamond 404), the requested data is retrieved from system memory 206 (block 412) and
returned to the requesting device (block 408). In one embodiment, cast-out cache 202 is
populated with cache lines flushed (cast out) from processor caches only. In this embodiment,
only processor unit reads are processed in accordance with FIG. 4 (acts 400 through 412).

If the received memory transaction request is a memory write request (the “no” prong
of diamond 402), a test is made to determine if the targeted write address has an entry in cast-
out cache 202 (diamond 414). If the targeted address has an associated cast-out cache entry
(the “yes” prong of diamond 414), the entry is updated in accordance with the write request
(block 416). If the targeted address does not have an associated cast-out cache entry (the “no”
prong of diamond 414), a memory write operation is performed (block 418). In one
embodiment cast-out cache 202 may be updated during memory write operations in
accordance with FIG. 4 when either a processor unit or an input-output (I/O) bus master
device writes to memory 206. In this sense, memory controller 204 “snoops” cast-out cache

202 during memory write operations. Devices other than processor units, however, do not
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generate cache line allocation actions during memory read operations (only cache lines cast
out or flushed from processor caches are loaded into cast-out cache 202).

Referring to FIG. 5, computer system 500 in accordance with one embodiment of the
invention includes processor unit 502 (incorporating an L1 cache structure, not shown) and
L2 cache unit 504 coupled to system controller 200 via processor bus 506. System controller
200 couples accelerated graphics device 508 (via graphics bus 510) and expansion or /O
devices 512 (via system bus 514) to system memory 206 (via memory bus 516). Illustrative
processor units (e.g., 502) include the PENTIUM® family of processors and the 80X86
families of processors from Intel Corporation. Illustrative expansion devices 512 include any
device designed to operate in concert with system bus 514. For example, if system bus 514
operates in conformance with the peripheral component interconnect (PCI) standard,
expansion devices 512 may be any PCI device (e.g., a network interface card). It will be
recognized that additional bus structures and devices may be coupled to computer system
500. For example, if system bus 514 operates in accordance with the PCI standard, a PCI-to
ISA bridge circuit may be used to couple one or more industry standard architecture (ISA)
devices to computer system 500 (e.g., a keyboard controller and non-volatile memory). One
illustrative PCI-to-ISA bridge circuit is the 82371AB PCI-to-ISA/IDE controller made by
Intel Corporation.

Every memory access request satisfied from the contents of cast-out cache 202,
allows memory controller 204 to reduce the memory transaction latency suffered by the
requesting device (e.g., processor 502) by avoiding a system memory access operation. In
addition, requests satisfied from cast-out cache 202 reduce memory bus 516 loading. The
former benefit may be enhanced by making cast-out cache 202 relatively large, 1 to 4
megabytes for example. The latter benefit may further allow memory controller 204 to
service multiple memory transaction requests (each associated with a different device) in
parallel -- one from cast-out cache 202 and another from system memory 206.

While memory controller 204 may utilize cast-out cache 202 to service a memory
request from any device (i.e., devices 208), in one embodiment only those transactions
associated with a processor unit (e.g., 502) actually utilize cast-out cache 202. Referring to
FIG. 6, for example, the flow diagram of FIG. 3 may be modified so that memory controller
204 determines what type of device issued the request. If the requesting device is a processor

unit (the “yes” prong of diamond 600), act in accordance with FIG. 3 are performed. If, on
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the other hand, the requesting device is not a processor unit (the “no” prong of diamond 600),
a system memory access operation is performed (block 602) and the results returned to the
requesting device in a conventional manner (block 604).

In another embodiment of the invention, separate cast-out cache structures may be
provided for processor units and I/O devices. Referring to FIG. 7, for example, the flow
diagrams of FIGS. 4 and 6 may be modified to account for multiple cast-out cache structures.
Following receipt of a memory access request (block 400), a series of tests are performed to
determine what device issued the request. If the requesting device is a processor unit (the
“yes” prong of 600), the processor cast-out cache is selected (block 700) and processing
continues as outlined in FIG. 4. If, on the other hand, the requesting device is not a processor
unit (the “no” prong of diamond 600), the appropriate cast-out cache structure is selected
(block 702) where after processing continues as outlined in FIG. 4. As indicated, there may
be two or more cast-out cache structures. In one embodiment, there is a cast-out cache
structure for a processor unit and another cast-out cache structure for I/O devices (e.g.,
devices 512 coupled to system bus 514).

Various changes in the materials, components, circuit elements, as well as in the
details of the illustrated operational methods are possible without departing from the scope of
the claims. For instance, cast-out cache 202 may incorporate additional buffer memory to
serve as temporary storage for cache lines moving in and out of the cache. One such buffer
storage may act as a posted-write buffer for entries associated with the cast-out cache. In
addition, while cast-out cache 202 and memory controller 204 have been shown as
incorporated within system controller 200, it is possible to embody them in a device external
to system controller 200. In one embodiment cast-out cache 202 may be a large dynamic
random access memory (DRAM) array and memory controller 204 may be a programmable
control device integrated, as shown, into system controller 200. In another embodiment, cast-
out cache 202 and memory controller 204 may be implemented external to system controller
200 and coupled directly to system bus 514.

As a programmable control device, memory controller 204 may be a single computer
processor, a plurality of computer processors coupled by a communications link, or a custom
designed state machine. Custom designed state machines may be embodied in a hardware
device such as a printed circuit board comprising discrete logic, integrated circuits, or

specially designed application specific integrated circuits (ASICs). In addition, acts in
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accordance with FIGS. 4 through 7 may be performed by a programmable control device
executing instructions organized into a program module and stored in a storage device.
Storage devices suitable for tangibly embodying program instructions include all forms of
non-volatile memory including, but not limited to: semiconductor memory devices such as
electrically programmable read only memory (EPROM), electrically erasable programmable
read only memory (EEPROM), and flash devices.

While the invention has been disclosed with respect to a limited number of
embodiments, numerous modifications and variations will be appreciated by those skilled in
the art. It is intended, therefore, that the following claims cover all such modifications and

variations that may fall within the true sprit and scope of the invention.
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What is claimed is:

1. A computer system, comprising:
a processor unit;
a level-1 cache operatively coupled to the processor unit;
a level-2 cache operatively coupled to the processor unit;
system memory; and
a system controller operatively coupled to the processor unit, level-1 cache,
level-2 cache and system memory, the system controller having a memory buffer adapted to

store data associated with processor unit initiated transactions to system memory.

2. The computer system of claim 1, wherein the memory buffer is organized as a

cache memory.

3. The computer system of claim 2, wherein the cache memory comprises a set-

associative cache memory.

4, The computer system of claim 2, wherein the cache memory comprises a fully

associative cache memory.

5. The computer system of claim 1, wherein the memory buffer comprises

between approximately 1 and 4 megabytes of volatile memory.

6. The computer system of claim 1, wherein the system controller comprises an

application specific integrated circuit.

7. The computer system of claim 1, further comprising:
a peripheral component interconnect bus coupled to the system controller; and

one or more devices coupled to the peripheral component interconnect.

8. An integrated circuit system controller, comprising:

a processor interface adapted to communicate with a processor;
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a memory interface adapted to communicate with a system memory;

a memory control circuit adapted to mediate memory access operations
between a device and the system memory; and

a memory buffer operatively coupled to the memory controller and adapted to

store data associated with system memory transactions initiated by the processor.

9. The integrated circuit system controller of claim 8, further comprising an
accelerated graphics port interface adapted to communicate with an accelerated graphics

device.

10.  The integrated circuit system controller of claim 9, wherein the memory
controller further comprising a posted write buffer operatively coupled to the memory

controller.

11. The integrated circuit system controller of claim 8, wherein the memory buffer

is configured as a fully associative cache memory.

12.  The integrated circuit system controller of claim 8, wherein the memory buffer

is configured as a set associative cache memory.

13. The integrated circuit system controller of claim 12, wherein the set

associative cache memory is configured as a 2-way set associative cache memory.

14.  The integrated circuit system controller of claim 11, wherein the random

access memory comprises dynamic random access memory.

15.  The integrated circuit system controller of claim 14, wherein the dynamic

random access memory comprises between approximately 1 and 4 megabytes.

16. A memory control method executed by a memory control device having one

or more cache structures, the method comprising:

receiving a memory access request signal from a device;
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identifying the device;
selecting a cache structure based on the identified device; and

using the selected cache structure to satisfy the memory access request.

17.  The method of claim 16, wherein the act of identifying the device comprises

determining if the device is a processor unit.

18.  The method of claim 16, wherein the act of selecting a cache structure
comprises:
selecting a first cache structure if the identified device is a processor unit, else

selecting a second cache structure.

19. The method of claim 16, wherein the acts of selecting a cache structure and
using the selected cache structure comprise:
selecting a cache structure if the identified device is a processor unit, else

accessing a system memory to satisfy the memory request.

20. The method of claim 19, wherein the act of using the selected cache structure
comprises:
satisfying the memory request from an entry in the selected cache structure if
possible, else

accessing a system memory to satisfy the memory request.
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