Abstract: A method of transmitting data over a radio data transmission system having a plurality of $K$ parallel single-input single-output or multiple-input multiple-output channels, the method comprising transmitting data at a rate $b_{K-m}$ bits per symbol over a first group of $(K-m)$ channels, and at a rate 6, bits per symbol over a second group of $m$ channels, by spreading the data using a number of signature sequences.
Field of the Invention

The present invention relates to base-station apparatus and a method of providing communication over single-input single-output (SISO) and multiple-input multiple-output (MIMO) multicode and multichannel systems. It is applicable, by no means limited, to signature sequence allocation, bit loading and energy allocation for Code Division Multiple Access (CDMA) SISO and MIMO systems for High Speed Downlink Packet Access (HSDPA) communication systems.

Background to the invention

There have been several methods proposed for operational mobile radio systems and apparatus which use CDMA multicode transmission schemes aiming to achieve capacity improvements for the links which make up the system. Recent wireless technologies such as MIMO HSDPA systems [1], which use multi-code spreading sequence transmissions, have been designed to substantially improve the practically achievable sum capacity closer to the theoretical upper bound [2]. For a specifically identified channel impulse response, the sum capacity upper bound of a multi-code transmission system is reached using the well-known water-filling method to adjust the transmission energy and the data rate per spreading sequence.

Alternatively, this maximum sum capacity is also achievable when optimum signature sequences are employed as spreading sequences with equal energy allocation to transmit unequal data rates per channel. However, providing unequal discrete bit rates to achieve the maximum sum capacity with equal energy loading may not be a practical implementation. A near maximum sum capacity can also be achieved when the total energy is unequally allocated such that an equal bit rate is loaded to each channel using the two-group approach described in [22] for HSDPA SISO systems. WO 2010/106330 [22] provides a bit loading and energy allocation method and
apparatus for HSDPA downlink transmission. Maximizing the sura capacity with unequal energy loading may require constrained optimization, which normally needs an iterative process to determine the bit rate and energy. The present work improves upon this earlier work by providing a signature sequence selection, bit loading and energy allocation method and apparatus for SISO as well as MIMO systems when estimating the transmission bit rate without using iterative energy allocation for HSDPA downlink transmission over mobile radio systems.

There have been many patent documents [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22] describing methods and apparatus related to HSDPA and HSDPA MIMO links, comprising a mobile radio network, that aim to improve the transmission capacity over the links. A patent review has been carried out to identify whether any approach has been considered as part of any existing patent document to allocate the transmission bit rate without using iterative energy allocation method whilst using unequal energy allocation when operating over HSDPA multicode SISO and MIMO systems.

US 2011/0019629 [3] discloses a method for selecting a transmission technology (MIMO or non MIMO) for a HSDPA connection established between a RNC (Radio Network Controller) and a UE (User Equipment) depending on the mobility of said UE, measured at the RNC as variations of the position of the UE.


US 2010/0238886 [5] discloses a method, an apparatus, and a computer program product for wireless communication in which a single channelization code may be utilized on an uplink channel for providing a HARQ ACK/NACK response corresponding to DC-HSDPA+MIMO. Here, the set of channelization codes includes four codeword groups, each codeword group corresponding to a scenario wherein a node B schedules a single transport block or dual transport blocks on each of the two
downlink carriers.


US 2009/0135893 [7] provides a method which may comprise generating models for a received plurality of spatially multiplexed communication signals for multiple channels from a plurality of transmit antennas.

US 2006/0072514 [8] discloses methods and systems for processing signals in a receiver which may comprise receiving spatially multiplexed signals via multiple receive antennas.

US 2006/0072607 [9] provides a method and system for channel estimation in a single channel MIMO system comprising two-transmit and multiple-receive antennas for WCDMA/HSDPA in a wireless system.

US 2006/0072629 [10] provides aspects for implementing a single weight single channel MIMO system with no insertion loss which may comprise generating at least one control signal that is utilized to control at least one of a plurality of received signals in a WCDMA and/or HSDPA system.


US 2010/0234058 [12] discloses a method and arrangement in a radio communication network for predicting channel quality on a downlink channel. A radio base station (RBS) transmits data on the downlink channel to one or more user equipment (UEs), each of which transmits a channel quality indicator to the RBS on an uplink channel. The RBS derives a needed downlink transmission power from the received channel.
quality indicator, and predicts a channel quality for a next downlink transmission based on the received channel quality indicator.

US 2010/0208635 [13] discloses a device for communicating with a mobile device. The devices include a transmitter. The transmitter transmits a first modulation scheme, a first transport block size, and a first redundancy version to a mobile device. The first transport block size is represented by a first number of bits and the first redundancy version is represented by a second number of bits. The transmitter transmits a packet based on the first modulation scheme to a mobile device for an HSDPA system.

US 2010/0322224 [14] provides a server and a terminal enabling channel capacity estimation in a High-Speed Downlink Packet Access (HSDPA) network and a method of controlling the server and the terminal. More particularly, when transmitting data between both terminals in an HSDPA network, a server end may transmit a packet pair of the same size and a client end may measure a time difference between the packet pair and thereby proceed filtering. Through this, it is possible to estimate the channel capacity.

US 2010/0311433 [15] discloses a telecommunication system comprising a radio network controller (RNC), and a Node-B (NB) for enabling wireless communication with a user terminal (UE). The RNC establishes an enhanced dedicated transport channel (E-DCH) which enables uplink data traffic with a determined maximum data rate from the user terminal (UE) to the NB. The RNC further establishes a high speed DL shared channel (HS-DSCH) which enables downlink data traffic with a determined maximum data rate from the NB to the user terminal.

US 2010/0298018 [16] discloses a method of indicating to a secondary station a set of at least one available transmission resource among a predetermined plurality of transmission resources, each set being described by a plurality of parameters for HSDPA systems.
US 2008/0299985 [17] discloses a method of allocating downlink traffic channel resources for multi-carrier HSDPA, and the method includes: first of all, selecting a carrier with the optimum channel condition; determining whether the carrier meets the resource allocation demand of a downlink traffic channel, if yes, allocating resources that meet the downlink traffic channel on the carrier; otherwise, allocating the available resources of the carrier to the downlink traffic channel, and selecting a carrier with the optimum channel condition from the remaining carriers for resource allocation according to the remaining resource allocation demand of the downlink traffic channel.

US 2007/0091853 [18] discloses a transmission unit comprising a first unit (CMJSCHDR) receiving scheduled first data (DATA2, DATA3) for transmission on at least a first channel, a power control unit (PWR_CTRL) for the first channel responsive to a respective closed loop power regulation signal (TCP_CMD), under which at least the transmit power rate of change is limited to a predetermined value per time unit, a packet data scheduler (HS_SCHDR) scheduling second data packets (DATA1), such as HSDPA data.

US 2007/0072612 [19] discloses a wireless (radio) communication system having a high-speed packet communication function, which is based on an HSDPA (High Speed Downlink Packet Access) system, the wireless communication system including a base station control device, the base station control device including a unit receiving from a handover source base station.

US 2006/0252446 [20] discloses a method and apparatus for setting a power limit for high speed downlink packet access (HSDPA) services. In a wireless communication system comprising a plurality of cells, each cell supports transmissions via at least a dedicated channel (DCH) and a HSDPA channel and is subject to a maximum downlink transmission power limit.

US 2006/0246939 [21] relates to wireless communication networks, and to the way in which communication devices choose their transmission power when communicating
with each other. More specifically, the invention relates to a method of controlling the transmission power of a first communication device in a wireless communications network based on the UMTS standard, the first communication device having established a HSDPA connection to a second communication device, whereby the absolute value of the difference between the HSDPA transmission power in a first transmission time interval (tti1) and the HSDPA transmission power in a subsequent second transmission time interval (tti2) is chosen to be smaller than a predetermined value (v).

**The main problem**

The main problem tackled in the present work is to improve the two-group [25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36] resource allocation scheme described in WO 2010/106330 [22], which has been shown to produce a near optimal system throughput. This method loads the total energy over two groups of channels to realize two adjacent discrete bit rates $b_p$ and $b_{p+1}$ bits per symbol when implementing the following constrained optimization solution for a given total constrained energy $E_T$:

$$\max R_T = (K - m)b_p + mb_{p+1}$$

subject to:

$$E_{\text{total}} = \sum_{k=1}^{K} E_k \leq E_R.$$  

The two-group resource allocation scheme was originally formulated to use the total constrained energy $E_T$ by allocating two adjacent bit rates $b_p$ and $b_{p+1}$ over two groups of channels to be transmitted in two groups of channels, where $m$ is the number channels transmitting the higher data rate $b_{p+1}$.

For a constrained optimization, a discrete time domain multi-code HSDPA system model can be considered with a maximum of $K$ parallel code channels, an $((N + L - 1) \times N)$-dimensional channel convolution matrix $H$, an orthonormal
signature sequence matrix \( S = [\tilde{s}_1, ..., \tilde{s}_K] \) with a spreading factor of \( \sqrt{N} \), a set of realizable discrete bit rates \( \{b_p\}_{p=1}^{P} \) and a total constrained energy of \( E_f \) per symbol.

In order to determine the desired total bit rate \( R \), the energy \( E_k \) for \( k = 1, ..., K \) needs to be iteratively calculated to find the highest possible bit rate \( b_p \) to be allocated to a channel \( k \) using the following iterative energy calculation [23]

\[
E_k = \frac{\gamma_k^*}{(1 + \gamma_k^*)Q_k H_k^H C_k^{-1} H_k Q_k^*}
\]

where \( \gamma_k^* = r(2^{y_k} - 1) \) is the target SNIR when transmitting data at the rate \( y_k \in \{b_p : p = l, ..., P - 1\} \) and \( Q = HS = [\tilde{q}_1, ..., \tilde{q}_K] \) is the receiver signature sequence matrix and also \( C^{-1} \) is the inverse covariance matrix. The term \( \Gamma \) is the gap value [24]. The energy calculation method, as given in equation (2) is an iterative process as the energy equation given in the above optimization problem depends on the target SNR, \( \gamma_k^* \), for a bit rate \( y_k = b_p \) and the inverse covariance matrix \( C^{-1} \), which is a function of the energy. If the maximum number of iterations required to calculate the energy is \( I_{\text{max}} \), iterative energy calculation becomes computationally expensive especially as the number \( K \) of the channels and the number \( P \) of the discrete bit rates increase. The maximum possible bit rate combinations is as high as \( P^K \); this may require a maximum number of \( I_{\text{max}} P^K \) matrix inversions to identify the data rates to be transmitted and energies to be allocated for each channel \( k \) for \( k = 1, ..., K \).

The maximum number of energy calculation iterations to determine the rate and the energy using the two-group resource allocation scheme is reduced to \( (P + K - 1)_m^l \) as there are \( P \) discrete bit rates and the maximum number \( m \) of channels for the second group is \( K - 1 \). Furthermore, each of these iterations requires a matrix inversion \( C^{-1} \), which is still computationally expensive. Therefore, the present work provides a solution to reduce the maximum number of iterations from \( (P + K - 1)_m^l \) to \( I_{\text{max}} \) to obtain the optimized total transmission rate using a closed form rate
calculation method referred to as the system value approach which is integrated with the two group approach.

There are three aspects of the present work:

The first aspect of the present work deals with finding the optimum signature sequences to be used \( S = [s_1 \ldots s_K] \) for a given channel impulse response matrix to maximize the total transmission rate.

The second aspect of the present work deals with calculating the transmission bit rates \( b_p \) and \( b_{p+1} \) over two groups of channels, and also \( m \) (the number channels transmitting the higher data rate \( b_{p+1} \)), without using iterative energy calculations by using the system value approach. This reduces the number of iterations and hence the number of matrix inversions from \( (P + K - 1)I_{\text{max}} \) to \( I_{\text{max}} \) when allocating energies to transmit the required rates \( b_p \) and \( b_{p+1} \) over two groups of channels.

The third aspect of the present work deals with eliminating the need to invert a covariance matrix per energy iteration when calculating the energy for each channel iteratively. The inverse of the covariance matrix for each spreading sequence is calculated for a given energy allocation. Energy for a given spreading sequence channel is iteratively estimated using the inverse of the previous channel covariance matrix and the previous energy allocated for the current channel. The inverse of the covariance matrix for the current channel is then calculated using the inverse of the previous channel covariance matrix and also the energy allocation for the current channel.

**Summary of the Invention**

*The first aspect of the present work*

According to the first aspect of the present work there is provided a method of transmitting data over a radio data transmission system, as defined in Claim 1 of the
appended claims. It should be noted that, although Claim 1 and its dependent claims specify a method of transmitting data, the processing steps involved may be implemented at the transmitter or the receiver, as those skilled in the art will appreciate.

The maximization of the total rate $R_t$ for a given total energy $E_T$, depends on the signature sequences $S = \{s_1, \ldots, s_K\}$ and also the number of channels to be used. The objective here is to find the signature sequence matrix $S = \{s_1, \ldots, s_K\}$ which will maximize the total rate for a given channel impulse response matrix $H$. The first aspect involves the following inventive steps in the calculation of optimum signature sequences for single-in-single-out (SISO) and multiple-in-multiple-out (MIMO) transmission systems. The steps are

- identification of the optimum sequences;
- the calculation of optimum number of signature sequences and
- the use of optimum signature sequences in the transmission system model description.

1. For the optimum signature sequence identification, channel matrix $H$ is considered. For the SISO systems it is assumed that the channel convolution matrix is $H$. For the MIMO systems with two transmit and two receive antennas the channel convolution matrix is $H = \begin{bmatrix} H_{1,1} & H_{1,2} \\ H_{2,1} & H_{2,2} \end{bmatrix}$ where $H_{i,j}$ for $i=1,2$ and $j=1,2$ is the channel convolution matrix between transmitter antenna $j$ and receiver antenna $i$. The receiver matched filter matrix is given by $Q = HS = [\tilde{q}_1, \ldots, \tilde{q}_K]$. The orthogonal transmitter signature sequence is given in terms of the Gram matrix $H^H H = V_H D_H V_H^H$ where $D_H$ is the diagonal matrix of Eigen values and $V_H$ is the
The optimum spreading sequence is obtained by $S = [s_1 \ldots s_K] = \mathbf{V}_H$. The channel gains of the transmission system is taken to be $p_k^4 = [Q^H \mathbf{Q}^{FF}]$ and the optimum signature sequences and channel gains are used to establish the number of channels to be used.

2. For estimating the optimum number of channels a method similar to the water filling algorithm, which is well known to those skilled in the art of HSDPA systems, is used where the signature sequence matrix $S$ is ordered such that the channel gains $|p_k|^2$ appear in a descending order. The matched filter channel-SNIR $g_k$ for channel $k$ is $g_k = \frac{|p_k|^2}{2\sigma^2}$ for $k = 1, \ldots, K$ where $2\sigma^2$ is the noise per channel for the system with $\sigma^2 = \frac{N_0}{2}$ for two sided noise power spectral density of $\frac{N_0}{2}$. The objective here is to determine the optimum number, $K^*$, of signature sequences to be used. Initially $K^*$ is set to be $K^* = K$. The water filling energies $E_k^\prime = \frac{1}{K^*} \left[ E_r + \frac{1}{\Gamma} \sum_{i=1}^{K^*} \frac{1}{g_k} \right] - \frac{1}{\Gamma g_k}$ are calculated for $k = 1, \ldots, K^*$. If the energy $E_k^\prime$, for the last channel $K^*$, is negative then $K^*$ is set to be $(K^* - 1)$ and the energy calculation process is repeated until all energies are positive. The resultant $K^*$ signature sequences $S = [\tilde{s}_1 \ldots \tilde{s}_{K^*}]$ are re-ordered such that the corresponding channel gains $|\tilde{s}_k|^2$ appear in an ascending order to produce a description for the system model.

3. The optimum signature sequences are used to determine the covariance matrix $C$ and also the normalized receiver despreading filters $\tilde{w}_{k,n}$ for the transmission system using the steps as follows. The resultant signature sequences $S = [\tilde{s}_1 \ldots \tilde{s}_{K^*}]$ are initially used to produce the extended matched filter receiver signature sequence matrix $Q_s = [HS, H^S, H_{Near}S]$ where for the SISO systems...
\[ H_{\text{prev}} = (J^T)^\nu H \quad \text{and} \quad H_{\text{te}}, = J^* H \quad \text{and for the MIMO systems} \]

\[ H_{\text{prev}} = \begin{bmatrix} (J^T)^\nu H_{1,1} & (J^T)^\nu H_{1,2} \\ (J^T)^\nu H_{2,1} & (J^T)^\nu H_{2,2} \end{bmatrix} \quad \text{and} \quad H_{\text{hes}} = \begin{bmatrix} J^\nu H_{1,1} & J^\nu H_{1,2} \\ J^\nu H_{2,1} & J^\nu H_{2,2} \end{bmatrix}. \]

Where \( J \) is an \((N + L - 1) \times (N + L - 1)\)-dimensional matrix formed by

\[ J = \begin{bmatrix} 0_{(N + L - 2) \times (W + 2)} & 0_{(W + 2) \times 1} \end{bmatrix} \]

the term \( N \) is the spreading sequence length, and \( L \) is the channel impulse response length. The terms \( H_{\text{prev}} \) and \( H_{\text{hes}} \) correspond to the channel impulse responses for the previous and the next symbol periods respectively.

When considering an \( M\text{ary-QAM} \) transmission system with unity average transmission energy, it is assumed that the transmitted signal amplitudes are adjusted in accordance with the extended amplitude square matrix \( A = \text{Diag}[\bar{E}, \bar{E}, \bar{E}] \)

where the energy vector is given by \( \bar{E} = [E_1, E_2, \ldots, E_k] \). For the allocated energies the receiver covariance matrix is obtained using

\[ C = Q_x A_x^2 Q_x^H + 2\sigma^2 I_{N_R (N+L-1)} \]

where \( N_R \) is the number of receiver antennas. When using the MMSE (minimum-mean-square-error) optimization the normalized receiver filter coefficients is given by \( w_{k,n} = \frac{C^{-1} \bar{q}_k}{\bar{q}_k^H C^{-1} \bar{q}_k} \).

The second aspect of the present work

To address the problem of estimating the number of bits \( b_p \) and \( b_{p+1} \), and also the number \( m \) which is the number of channels transmitting the higher data rate \( b_{p+1} \) without estimating the energies iteratively, the method may include the further steps defined in Claim 2 of the appended claims, which may be considered to form a second aspect of the present work.

This second aspect may be organized to have the following steps:

1. Design a set of optimum signature sequences for multi-code systems to
remove the MAI or use a set of orthogonal signature sequences when considering multipath channel matrix \( H \). Then remove any weak channels, if any, as outlined in step 2 of the first aspect of the present work to maximize the sum capacity, hence the total bit rate.

2. Produce a sum capacity upper-bound with the previously identified optimum signature sequences and equal energy loading. This upper-bound is expressed in terms of a parameter introduced as a system value, which reaches its maximum when the total energy is equally distributed over all channels.

3. Incorporate a closed-form bit rate calculation method, which requires no energy calculation iterations, into a two-group resource allocation scheme, which considers only two adjacent bit rates to be allocated over the \( K \) parallel code channels.

When designing an MMSE equalizer at the receiver we use a parameter \( \lambda_q \) which we refer to as the system value and is given by

\[
\lambda_q = E_q q_k C^{-1} q_k
\]  

(3)

The maximum total system value \( \lambda_{T,\text{max}} \) over \( K^* \) employed code channels is expressed as

\[
\lambda_{T,\text{max}} = \frac{E_{k^*}}{K^*} \sum_{k=1}^{K^*} q_k C^{-1} q_k
\]  

(4)

We consider target system values \( \lambda^*(b_p) = \frac{\Gamma(2b_p-1)}{1 + \Gamma(2b_p-1)} \) and \( \lambda^*(b_{p+1}) = \frac{\Gamma(2b_{p+1}-1)}{1 + \Gamma(2b_{p+1}-1)} \) if we wish to transmit data rates \( b_p \) and \( b_{p+1} \). By using the total system value \( \lambda_{T,\text{max}} \), the total bit rate \( R_T = (K - m)b_p + mb_{p+1} \) for the two-group resource allocation scheme is determined by using the system value approach and the following inventive steps to reduce the number of iterations from \((P + K - l)l_{\text{aux}}\) to \( I_{\text{max}} \).
1. Calculate the receiver signature sequence matrix \( Q = HS = [\tilde{q}_1, ..., \tilde{q}_K] \) and sort the diagonal elements \([Q^T Q]_{kk}\) in a descending order for \( k = 1, ..., K \). Perform a simplified water-filling theorem to find the optimal number \( K^* \). Then reorder the signature sequences such that the channel gains, \([|\tilde{h}_k|^2]\), appear in an ascending order. Calculate the extended receiver signature sequence of \( \tilde{Q} = [HS, H_{re}S, H_{we}S] \) (for ISI case).

2. Calculate the covariance matrix \( C = \frac{E^T}{K^*} Q_e Q_e^T + 2\sigma^2 I_{P_e(N-1)} \) and also the system value \( \lambda_k = \frac{E^T}{K^*} \tilde{q}_k^T C^{-1} \tilde{q}_k \) for \( k = 1, ..., K \). The total system value \( \lambda_{T,mean} = \frac{\sum_{k=1}^K \lambda_k}{K} \) and \( \lambda_{T,max} = \frac{\lambda_{T,max}}{K} \).

3. Find \( b_p \) by satisfying the following inequality

\[
\lambda'(b_p) \leq \lambda_{mean} < \lambda'(b_{p+1})
\]

(5)

4. Find the highest integer \( m \) value by satisfying the following inequality

\[
(K^* - m)\lambda'(b_p) + m\lambda'(b_{p+1}) < \lambda_{T,max}
\]

(6)

It is clear from the step-by-step procedures presented above, the total bit rate \( R_T = (K^* - m)b_p + mb_{p+1} \) for the two-group resource allocation scheme is determined without using any energy calculation iterations. Instead of requiring \((P + K - 1)I_{max}\) energy calculation iterations, hence the number of matrix inversions and the number of matrix inversions required by this simplified rate calculation method based on the system value approach is only one. Once the rates for each channel is found, the energies for each channel needs to be calculated. This requires a total of \( I_{max} \) iterative energy calculations which requires the use of iterative energy equation as follows.
5. Allocate \( E_T = \frac{E}{K^*} \) for \( k = \ldots, K^* \) and set \( i = 1 \) and formulate the extended amplitude matrix \( A_{\varepsilon,i}^2 \) and formulate the covariance matrix \( C_i = Q_{\varepsilon} A_{\varepsilon,i}^2 Q_{\varepsilon}^T + 2 \sigma^2 I_{N_2(N + L - 1)} \).

6. Set the target system value for the first \((K^* - m)\) channels to be
\[
\lambda^*(b_p) = \frac{\Gamma(2^{b_p} - 1)}{1 + \Gamma(2^{b_p} - 1)}
\]
and the remaining \( m \) channels to be \( \lambda^*(b_{p+1}) = \frac{\Gamma(2^{b_{p+1}} - 1)}{1 + \Gamma(2^{b_{p+1}} - 1)} \).

7. Solve the energy equations iteratively using
\[
E_{k,i+1}(b_p) = \frac{\lambda^*(b_p)}{\left[ Q^T (Q_{\varepsilon} A_{\varepsilon,i}^2 Q_{\varepsilon}^T + 2 \sigma^2 I_{N_2(N + L - 1)}) \right]^T Q_{\varepsilon,k}} \tag{7}
\]
or \( k = l, \ldots, (K - m) \) and
\[
E_{k,i+1}(b_{p+1}) = \frac{\lambda^*(b_{p+1})}{\left[ Q^T (Q_{\varepsilon} A_{\varepsilon,i}^2 Q_{\varepsilon}^T + 2 \sigma^2 I_{N_2(N + L - 1)}) \right]^T Q_{\varepsilon,k}} \tag{8}
\]
for \( k = l, \ldots, (K - m) \) and for \( k = (K - m + 1), \ldots, K \) respectively. Then iteratively formulate the energy vector \( \overline{E} M = [E_{1,M}, E_{2,i+1}, \ldots, E_{K,i+1}] \) and set \( i = i + 1 \) and formulate the extended amplitude square matrix as \( A_{\varepsilon,i}^2 = \text{Diag}(\overline{E}_i \overline{E}_i \overline{E}_i \overline{E}_i) \). Repeat the iterations given in step 7 until \( E_{k,i} = E_{k,(i-1)} \) or the maximum number of iterations \( I_{\text{max}} \) is reached.

Each of these energy calculation iterations given in equations (7) and (8) requires a matrix inversion \( C^{-1} \), and up to \( I_{\text{max}} \) matrix inversions may be required which is computationally expensive. Therefore, a third aspect of the present work, as defined in Claim 3 of the appended claims, uses the following steps to reduce the computational complexity for the iterative energy calculation.
The third aspect of the present work

It has already been noted that the second aspect of the present work is to reduce the number of iterations from \((P + K - 1) I_{\text{max}}\) to \(I_{\text{max}}\) using a closed form rate calculation method, which finds the total bit rate without using any energy calculations by means of the system value approach. The number of matrix inversions required by this simplified rate calculation method based on the system value approach is only one. Once the rates for each channel is found, the energies for each channel needs to be calculated. This requires a total of \(I_{\text{max}}\) iterative energy calculations using the system value approach. The third aspect of the present work involves two steps.

- Iterative energy calculation for a given spreading sequence using the inverse of the covariance matrix of the previous channel and also the energy of the previous iteration for the current channel.

- Calculation of the inverse of the covariance matrix for the current channel using the energy allocated to the current channel and also the inverse of the covariance matrix for the previous channel.

The details of these steps are:

1. As part of the second aspect of the present work, a simplified energy calculation method is developed using the lower bit rate \(b_p\) and the number \(m\) of the channels calculated by using a method referred to as the system value approach. When implementing the energy calculation \(E_k\) for channel \(k\), the main parameter, which changes from one channel to another during the energy calculation process, is the inverse covariance matrix \(C^{-1}\). The first matrix inversion used is

\[
C^{-1}_q = (2\sigma^2)^{-1} I_{m' \times (m' - 1)},
\]

which is computationally inexpensive to be produced. The energy calculation starts from channel \(k = 1\) for inverse matrix \(C^{-1}_q\) is available.

2. For the energy \(E_k\) calculation for \(k = 1, \ldots, K\), the distance vectors, \(d\),
\( \vec{d}_1, \vec{d}_2 \) are defined as \( \vec{d} = C_{k-1}^{-1} \vec{q}_k \), \( \vec{d}_1 = -C_{k-1}^{-1} \vec{g}_k \), and \( \vec{d}_2 = C_{k-1}^{-1} \vec{q}_k \) where \( \vec{q}_k = H_{\text{rep}} \vec{s}_k \) and \( \vec{g}_k = H_{\text{Nat}} \vec{s}_k \). Further, the weighting factors \( \xi, \xi', \xi_1, \xi_2, \xi_3, \xi_4 \) are calculated using \( \xi = \vec{d}' H \vec{q}_k \), \( \xi_1 = \vec{d}_1' \vec{q}_k \), \( \xi_2 = \vec{d}_2' \vec{q}_k \), \( \xi_3 = \vec{d}' H \vec{q}_k \), and \( \xi_4 = \vec{d}' H \vec{q}_k \). If it is identified that the data rate to be transmitted over channel 5 channel \( k \) is \( b_p \) bits per symbol, for a target \( \text{SNR} \) of \( y_k^* = r \left( 2^{b_p} - 1 \right) \) the energy \( E_{k,i} \) is iteratively calculated using the distance vectors and weighting factors:

\[
E_{k,i} = \frac{r \left( 2^{b_p} - 1 \right)}{\xi - E_{k,i-1}} \left( \frac{\xi_1^2}{1 + E_{k,i-1} \xi_1} + \frac{\xi_4^2}{1 + E_{k,i-1} \xi_4} \right)
\]

and also the energy \( E_{k,i+1} \) at channel \( k \) itself. Therefore, the maximum number \( I_{\text{max}} \) of iterations required to determine the energy \( E_k \) is relatively low and does not require the covariance matrix to be inverted per energy iteration.

3. With the calculated energy \( E_k \), the inverse covariance matrix \( C_k^{-1} \) needs to be calculated by further defining the matrix weighting factors \( \zeta, \zeta_1 \), and \( \zeta_2 \) as:

\[
\zeta = \frac{E_k}{1 + r \left( 2^{b_p} - 1 \right)}, \quad \zeta_1 = \frac{E_k}{1 + E_k \xi_1}, \quad \text{and} \quad \zeta_2 = \frac{E_k}{1 + E_k \xi_4}.
\]

The inverse of the covariance matrix \( C_k^{-1} \) is calculated as:

\[
C_k^{-1} = C_{k-1}^{-1} - \zeta \vec{d} \vec{d}' H - \left( \zeta_1 + \zeta_2 \right) \vec{d} \vec{d}' H - \left( \zeta_1 + \zeta_2 \right) \vec{d} \vec{d}' H - \left( \zeta_1 + \zeta_2 \right) \vec{d} \vec{d}' H
\]

\[
+ \zeta_1 \left( \xi_1 \vec{d} \vec{d}' H + \xi_1 \vec{d} \vec{d}' H \right) + \zeta_2 \left( \xi_2 \vec{d} \vec{d}' H + \xi_2 \vec{d} \vec{d}' H \right)
\]

\[
- \zeta_1 \xi_1 \left( \xi_1 \vec{d} \vec{d}' H + \xi_1 \vec{d} \vec{d}' H \right) \left( \xi_1 \vec{d} \vec{d}' H + \xi_1 \vec{d} \vec{d}' H \right)
\]

This implementation of iterative energy calculation and inverse of the covariance matrix calculation requires that a successive interference cancellation (SIC) is used at the receiver. In short, this SIC-based energy calculation algorithm is designed as follows:
4. Calculate the initial inverse covariance matrix \( C^{-1}_0 = (2\sigma^2)^{-1}I_{n+L} \) and start the channel number as \( k = 1 \).

5. Determine the distance vectors, \( \tilde{d}, \tilde{d}_1, \tilde{d}_2 \) and the weighting factors \( \xi, \xi_1, \xi_2, \xi_3, \xi_4 \).

6. Determine the target signal-to-noise ratio (SNR) as \( y_k^* = [\tilde{y}_k^* - 1] \) for \( y_k \in \{b_{p}, b_{p+1}\} \) and set the energy as \( E_{k|i} = E_{I|K} \).

7. Determine the energy \( E_{k|i} \) iteratively from \( i = 1 \) to \( i_{\text{max}} \).

8. Determine the matrix weighting factors \( \xi, \xi_1, \xi_2 \).

9. Determine the inverse covariance matrix \( C_k^{-1} \) using equation (10).

10. If \( k < K^* \), update \( k = k + 1 \) and go to Step 2. Otherwise terminate the calculation.

**Brief Description of the Drawings**

Embodiments of the invention will now be described, by the way of example only, and with reference to the drawings in which:

Figure 1 illustrates the transmitter of a HSDPA MIMO downlink packet access scheme known from the prior art (Reference 1 and 2);

Figure 2 illustrates the receiver of a HSDPA MIMO downlink packet access scheme known from the prior art (Reference 1 and 2).

Figure 3 illustrates the transmitter of a system according to an embodiment of the present invention; and

Figure 4 illustrates the receiver of a system according to an embodiment of the present invention, being operable with the transmitter of Figure 3.
In the figures, like elements are indicated by like reference numerals.

**Detailed Description of Preferred Embodiments**

5 The present embodiments represent the best ways known to the applicant of putting the invention into practice. However, they are not the only ways in which this can be achieved.

Initially a HSDPA MEMO downlink packet access scheme known from the prior art will be described. After this, an example is given to show how the optimum transmission signature sequences will be calculated and this will be followed by the system value approach description which is used to estimate the transmission bit rates with iterative energy calculation.

15 The methods described in this work may be automatically initiated or used when the amount of data gathered at the transmitter is greater than the amount of data that can be carried in a block over the parallel channels. This may be done on an ongoing basis or at regular intervals, whenever a user is granted access to the channel.

20 The principal elements of the HSDPA MEMO transmitter and receiver are shown in Figure 1 and 2 for the prior art systems. At the transmitter (Figure 1) of the scheme described in Reference [1, 2], the binary data from the source appears at the data multiplexer 101. Blocks of data are divided into \( K \) sub-blocks. The first block is fed to the channel encoder 102 via the link 151,1. The second sub-block is fed at 151,2 to a second channel encoder which may be the same as 102. Likewise, the remaining sub-blocks are fed to the corresponding channel encoders. From the point of operation, each of the sub-channels functions in the same way and hence, from hereon consideration will be devoted to sub-channel 1. Data from the channel encoder 102 is fed to a serial-to-parallel converter 103. In the serial to parallel converter successive blocks of \( b \) binary bits are taken at 152 and fed at 153 to an \( M \)-ary signal generator 104. The term \( M \)-ary, as used herein, is well known in the art, and refers to \( M \)-level signal used in modulation, with \( M \) being the order of modulation as those
skilled in the art will appreciate. The $M$-ary signal generator 104 produces at its outputs 154 a signal which can take one of $2^4$ different values. These signals may be voltage values. The signals appearing 154,1 and 154,2 are then fed to two symbol spreading units 105 and 106 which operate in a manner that is well known to those skilled in the art of spread spectrum and CDMA systems. The signals at the links 155 and 156 are then power amplified by the transmission power control units 107 and 108. Next $K$ signals appearing at the link 157 are added in the adder 109,1 and also $K$ signals appearing at 158 are added in the adder 109,2. Signals appearing at 159,1 and 159,2 are then fed to the multipliers 110,1 and 110,2 respectively. Finally, the signals appearing at the links 160,1 and 160,2 are fed to the transmission units 112,1 and 112,2 prior to transmission over the communication channel 161,1 and 161,2. It will be appreciated that pass band modulation and demodulation may be involved and block diagram descriptions in Figures 1 and 2 represent the equivalent baseband schemes for such systems, which operate in a manner that is well known to those skilled in the art of digital transmission systems. The transmitter control unit 111 at the transmitter uses the links 162,1 and 162,2 as control channels to communicate with the receiver control unit 207 at the receiver. The channel gain $|K|^2$ information, the noise level $\sigma^2$ at the receiver and also the multipath channel impulse responses are obtained at the receiver by the receiver control unit 207 using the information received from the transmitter. The receiver control unit 207 feeds back some of this information to the transmitter control unit 111 at the transmitter using the link 162,2. This information is used at the transmitter control unit 111 to control the channel encoder 102, the $M$-ary signal generator 104 and the power control units 107, 108 and also the multipliers 110,1 and 110,2. The control unit 111 sends the channel encoder rate to the channel encoder 102 via the link 163. The control unit 111 sends the modulation level information $b$ to the $M$-ary signal generator 104 via the link 164. The control unit 111 sends the transmission energy level information to the power control units 107 and 108 via the link 165. The transmitter control unit 111 sends the multiplier information to the multipliers 110,1 and 110,2 via the links 166.

The basic operation of the HSDPA MIMO transmitter will now be described. The
HSDPA MIMO system uses adaptive modulation and coding (AMC), fast packet scheduling at the base station and fast retransmissions from the base station which are known as the hybrid repeat-request (HARQ). There are different data rates $b^\rho$ for $\rho = 1 \ldots, P$ that can be achieved when combining various modulation and coding rates. The modulation scheme and coding rate are changed on a per user basis depending on the quality and cell usage. The modulated symbol at the link 104 is fed to the symbol spreading units 105 and 106 at intervals of $T$ seconds which is known as the symbol period. The spreading units 105 and 106 use the same spreading sequence, per transmission channel $k$, which is otherwise known as the channelization code and produce the spread signals at the links 155 and 156. The spreading signal sequence has a length $N$ which is known as the processing gain or spreading factor. For the HSDPA system, the processing gain is $N = 16$ and the frequency division duplex system has a chip rate 3.84 Mbps hence the chip period is $T_c = 0.26/\text{is}$. The CDMA system has the transmission symbol period equal to $T = N \times T_c$. The symbol period for the HSDPA system is $T' = 4.11667 \mu\text{s}$. The spread signals at the output of the adders 109 are weighted at the weighting units 110,1 and 110,2 using two different weighting coefficients, which are generated by the transmitter control unit 311, before being transmitted over the transmitters 112,1 and 112,2. Here, a description of the HSDPA MIMO system is provided for two transmitter and two receiver antennas. However in practice the number of transmit and receive antennas can be integer numbers 1 or more. With the two transmit antennas, the number of codes $K$ can be up to twice the processing gain $N$. The number of bits, $b^\rho$, per symbol transmitted over each spreading sequence is determined in accordance with the values identified by the Transport Format Combination number. In the current standards the same bit rate is allocated to each parallel channel if all the codes are given to the same user. The maximum total rate that can be achieved over the HSDPA MIMO system is therefore equal to $R_t = \frac{K b^\rho}{T}$ bits per second. For a given transmission, as the number of parallel channels $K$ and the transmission symbol period are fixed, the maximum data rate is determined by the
number of bits per symbol. The transmitter control unit 1,1 and the receiver control unit 207 work together to determine the bit rate $b_p$ per symbol.
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channel gain corresponding to the channel with the minimum channel gain of the sub-channels. \( y^*(b_p) \) is the minimum signal-to-noise ratio required to transmit data at a rate \( b_p \) and is known as the desired SNR.

In the current HSDPA MIMO systems, each of the \( K \) parallel channels is used to transmit the data at an equal rate \( b_p \) if all the channels are assigned to a single user. As those in the art will appreciate, the control unit 207 at the receiver monitors the SNR \( y_k \) at the summed outputs 204 of each pair of despreading units 202 and 203 using the hybrid ARQ scheme. The receiver control unit 207 communicates with the transmitter control unit 111 to achieve the transmission data rate \( b_p \) which will satisfy the relationship

\[
\frac{2K\Gamma \sigma^2}{|h_{\text{min}}|^2} \left( 2^{b_p} - 1 \right) \leq E_r < \frac{2K\Gamma \sigma^2}{|h_{\text{min}}|^2} \left( 2^{b_{p+1}} - 1 \right),
\]

when allocated for a given total transmission energy \( E_r = TPr \) where \( P_r \) is the available total transmission power. The total number of bits \( b_r = Kb_p \) is then calculated. The transmitter control unit 111 informs the channel encoder units 102 and the \( M \)-ary modulation units 104 to use the appropriate channel encoding and modulation levels respectively for a given transmission data rate \( b_p \) bits per symbol using the links 163 and 164. The transmitter control unit 111 sends the energy level \( E(b_p) = \frac{2\Gamma \sigma^2}{|h_{\text{min}}|^2} \left( 2^{b_p} - 1 \right) \) to the power control unit 107 and 108 to adjust the transmission signal levels at the links 157 and 158. The transmitter control unit 111 communicates with the receiver control unit 207 to exchange the information related to the number of channels to be used during the next transmission and the information related to the transmission bit rate \( b_p \) and also the transmission energy \( E(b_p) = \frac{E_r}{K} \) information. The transmitter control unit 111 also sends a pilot signal via the two transmitter antennas 112.1 and 112.2. The receiver control unit 207 estimates the channel impulse responses for each pair of the transmit antenna 112.1 (and 112.2) and receiver chip matched filter 201.1 (and
201,2) antenna using received pilot signal. Using the channel impulse response estimates, the receiver control unit 207 formulates the channel convolution matrix

\[ H = \begin{bmatrix} H_{1,1} & H_{1,2} \\ H_{2,1} & H_{2,2} \end{bmatrix} \]

and also the receiver matched filter coefficients

\[ Q = HS = [q_1 \ldots q_K] \]

and the extended matched filter receiver signature sequence matrix

\[ Q_e = [HS, H_{\text{Prev}}S, H_{\text{Next}}S] \]

where for the SISO systems

\[ H_{\text{Prev}} = (J^T)^W H \]

and

\[ H_{\text{Next}} = J^N H \]

and for the MIMO systems

\[ H_{\text{Prev}} = \begin{bmatrix} (J^T)^W H_{1,1} \\ (J^T)^W H_{1,2} \end{bmatrix} \]

\[ H_{\text{Next}} = \begin{bmatrix} J^N H_{1,1} & J^N H_{1,2} \\ J^N H_{2,1} & J^N H_{2,2} \end{bmatrix} \]

For the allocated energies, the receiver control unit 207 next formulates the receiver covariance matrix using

\[ C = Q_e A Q_e^H + 2 \sigma^2 I_{N_r (W+l-1)} \]

where \( N_r \) is the number of receiver antennas. The receiver control unit 207 next calculates the despreading filter coefficients using the MMSE equalizer coefficients equation

\[ \tilde{w}_k = \frac{C^{-1}q_k}{q_k^HC^{-1}q_k} \quad \text{for} \quad k = 1, \ldots, K \]

The despreading filter coefficient vector is a \( 2(N+L-1) \) dimensional column vector. The receiver control unit 207 next formulates the \( 2(N+L-l) \times K \) dimensional despreading filter matrix

\[ W = \begin{bmatrix} W_1 \\ W_2 \end{bmatrix} = \begin{bmatrix} w_1, \ldots, w_{K_1, K_2} \\ w_2, \ldots, w_{K_2, K_3} \end{bmatrix} \]

The receiver control unit 207 forms two \( (N+L-l) \times K \) dimensional despreading sequence matrices

\[ W_1 = [w_{1,1}, \ldots, w_{1,k}, \ldots, w_{1,K}] \]

and

\[ W_2 = [w_{2,1}, \ldots, w_{2,k}, \ldots, w_{2,K}] \]

and feeds the despreading filter coefficient \( \tilde{w}_{1,k} \) for \( k = 1, \ldots, K \) to the despreading unit 202 and the despreading filter coefficient \( \tilde{w}_{2,k} \) for \( k = 1, \ldots, L \) to the despreading unit 203 via the links 258. The receiver control unit 207 sends the modulation level information to the \( M-\text{ary} \) soft decoder unit 205 via the link 259 and the channel decoding...
information to the channel decoder 206 via the link 260. After the receiver control unit 207 loads the despreading units 202 and 203 and the \(M\)-ary soft decoder unit 205 and also the channel decoder 206, the signals received over channels 161,1 and 161,2 are despread by the despreading units 202 and 203. The signals, appearing at the outputs 255 of the adder units 204 which combine the signals appearing at the links 253 and 254 which are taken from the despreading units 202 and 203, are fed to the \(M\)-ary soft decoder units 205. The \(M\)-ary soft decoder unit 205 is linked to the channel decoder unit 206 via the link 256. The \(M\)-ary soft decoder unit 205 and the channel decoder unit 206 work together to produce the decoded data at the link 257 in a manner that is well known to those skilled in the art of digital transmission systems.

The principal elements of the transmitter and receiver structures considered in the present work are shown in Figures 3 and 4 respectively when using a system with a total \(K\) parallel channels. At the transmitter of the system one data source is considered where each data source 301 may correspond to a single user and the data is fed in blocks to two multiplexers 302 via the links 351. The operations performed on data from the source data are similar and for purpose of illustration will be restricted to the method of operation as applied to one multiplexer and one sub-channel receiver. The output of the multiplexer 302 at the top of Figure 3 is fed to \((K-m)\) parallel channels via the links 352,1 to 352, \((K-m)\). The output from the multiplexer 302 at the bottom of Figure 3 is fed to \(m\) channels via the links 352, \((K+1-m)\) to 352, \(K\). The operations performed on data over each channel are similar and for purposes of illustration, consideration will be restricted to the method of operation as applied to the first channel. At the multiplexer 302, the binary data is taken from the source in blocks in binary format or digits. These binary digits are fed to a channel encoder 303. The encoder 303 produces binary digits which are produced from the input data at 352 which are fed from the multiplexer 302. The resultant encoding increases the packet length. After the channel encoding the binary digits appearing at the link 353 are fed to the serial-to-parallel converter 304 which produces \(b\) bits of data in parallel at the link 354. The data appearing at the link 354 are fed into an
M-ary modulation unit 305 of a well known type in the art. The modulation unit 305 operates using a total \( M \) constellation points which is determined by the transmitter control unit 311. The \( M \)-ary modulation unit 305 takes in sequence of a total of \( b = \log_2 M \) binary digits of data every symbol period from the incoming data at 354. The modulation unit produces one of \( M \) symbols at 355 for each \( b \) binary digit. When combining the channel encoding rate and the number of bits per symbol \( b \), it is possible to generate one of \( b_p \) bits per symbol for \( p = 1, \ldots, P \) over each sub-channel. The signals appearing at the link 355 are then each fed to the spreading units 306 and 307 to multiply each \( M \)-ary modulated symbol by the spreading sequences allocated to the spreading units 306 and 307. It will be appreciated that the spreading code sequence differs for each of the sub-channels employed by each channel and also differs from channel to channel. The signals appearing at the outputs links 356 of the spreading units 306 and 307 ("the chips", as they are known in the art), are then fed to a power control unit 308 which adjusts the energy for each symbol before transmission. The energy level used by each sub-channel is determined by the transmitter control unit 311. Initially the transmitter operation will be described for the SIC based receiver arrangement.

The transmitter control unit 311 communicates with the SIC receiver control unit 411 at the receiver over the uplink 365,2 and over the downlink 365,1. The transmitter uses two discrete rates \( b_p \) and \( b_{p1} \) bits per symbols over two groups of channels. The transmitter control unit 311 uses the link 361 to send the information related to the transmission rate \( b_p \) and \( b_{p1} \) bits per symbols and also the number of symbols per packet to be used for each sub-channel to each channel encoder 303. The transmitter control unit 311 uses the link 362 to send the modulation level information \( b \) bits to the \( M \)-ary modulation unit 305. The transmitter control unit 311 uses the links 363 to communicate with the spreading units 306 and 307. The transmitter control unit 311 uses the link 364 to communicate with the power control units 308. There are a total of \( P \) symbols available for use to generate \( b_p \) bits for \( p = 1, \ldots, P \). The transmitter control unit 311 uses the control channels 365,1 and 365,2 to obtain the
information related to the multipath channel impulse responses, the channel path gain, and also the noise variance $\sigma^2$ from the receiver control unit 411 in a manner that is well known to those experienced in the field of digital data transmission. The transmitter control unit 311 then calculates the spreading signals to be used if the objective is to use the optimum transmission signature sequences. Otherwise if a given set of signature sequences to be used the transmitter control units 311 allocates the transmission spreading sequences to the spreading units 306 and 307. The transmitter control unit 311 then uses the signature sequence set $S = [s_1 \ldots s_K]$ and the measured channel impulse response matrix $H = \begin{bmatrix} H_{1,1} & H_{1,2} \\ H_{2,1} & H_{2,2} \end{bmatrix}$ which is obtained from the control channel information exchange between the transmitter control unit 311 and the receiver control unit 411 via the links 3651, and 365,2 in a manner that is well known to those experienced in the art of data transmission. The transmitter control unit 311 next formulates the channel Gramian matrix $H^*H$ and calculates the optimum transmission signature sequences, if required, which are given in terms of the Gram matrix $H^*H = V_H^*D_HV_H^*$ where $D_H$ is the diagonal matrix of Eigen values and $V_H$ is the matrix of Eigen vectors. The optimum spreading sequence matrix is obtained by $S = [s_1 \ldots s_K] = V_H$. The transmitter control unit 311 then calculates the channel gains of the transmission system to be $|h_k|^2 = [Q_H^*Q_k]_{kk}$ for $k = 1, \ldots, K$ where the receiver matched filter coefficients are given by $Q = HS = [\tilde{q}_1 \ldots \tilde{q}_K]$. The transmitter control unit 311 next calculates the optimum number of channels $K^*$ to be used by employing the optimum signature sequences and the channel gains and the water filling method described earlier. The transmitter control unit 311 then reorders the signature sequence matrix $S = [s_1 \ldots s_K]$ such that the resultant channel gains $|h_k|^2 = [Q_H^*Q_k]_{kk}$ of the transmission system appear in a descending order for $k = 1, \ldots, K$. The transmitter control unit 311 then truncates the number of columns of the spreading sequence to be same as the optimum number of channels $K^*$. The transmitter control unit 311 then reorders the signature sequence
matrix \( S = \begin{bmatrix} \bar{s}_1 & \ldots & \bar{s}_K \end{bmatrix} \) such that the resultant channel gains appear in an ascending order for \( k \sim \ldots, K \). The resultant \( 2N \times K^* \) signature sequence matrix \( S = \begin{bmatrix} \bar{s}_1 & \ldots & \bar{s}_{K^*} \end{bmatrix} \) is then re-configured by the transmitter control unit 311 such that \( S = \begin{bmatrix} \bar{s}_1 & \ldots & \bar{s}_{K^*} \end{bmatrix} \begin{bmatrix} S_1 \\ S_2 \end{bmatrix} \). The transmitter control unit 311 then uses the signature sequences given by the \( N \times K^* \) dimensional matrices \( S_1 = \begin{bmatrix} \bar{s}_{1,1} & \ldots & \bar{s}_{1,K^*} \end{bmatrix} \) and \( S_2 = \begin{bmatrix} \bar{s}_{2,1} & \ldots & \bar{s}_{2,K^*} \end{bmatrix} \) to load the first \( K^* \) spreading units 306 and 307 respectively via the link 363. The remaining \( K-K^* \) spreading units are then loaded with zero coefficients by the transmitter control unit 311.

The transmitter control unit 311 then formulates the receiver matched filter coefficients \( Q = HS = [\bar{q}_1, \ldots, \bar{q}_{K^*}] \) and the extended matched filter receiver signature sequence matrix \( Q^S = [HS, H_{Next}S] \) where for the SISO systems \( H_{Prev} = \begin{bmatrix} (J^T)^N H_{1,1} & (J^T)^N H_{1,2} \\ (J^T)^N H_{2,1} & (J^T)^N H_{2,2} \end{bmatrix} \) and for the MIMO systems \( H_{Next} = \begin{bmatrix} J^N H_{1,1} & J^N H_{1,2} \\ J^N H_{2,1} & J^N H_{2,2} \end{bmatrix} \). The transmitter control unit 311 then uses the available total transmission energy \( E_t \) to calculate the covariance matrix \( C = \frac{E_t}{K^*} Q^S Q^S + 2\sigma^2 I_{N^*\times (K^*+1)} \) and the system value

\[
\lambda_k = \frac{E_t}{K^*} \bar{q}_k^T C^{-1} \bar{q}_k \text{ for } k \sim \ldots, K^*, \text{ the total system value } \lambda_{T,max} = \sum_{k \sim \ldots, K^*} \lambda_k \text{ and also the mean system value } \lambda_{mean} = \frac{\lambda_{T,max}}{K^*}. \]

The transmitter control unit 311 next calculates the transmission bit rate \( b_p \) such that if the rate \( b_p \) is allocated to all the channels the inequality \( \lambda^*(b_p) \leq X_{mean} < X' \) is satisfied. The transmission control unit 311 then finds the highest integer \( m \) value which satisfies the inequality

\[
(K' - m)\lambda^*(b_p) + mX(b_{p+1}) < \lambda_{j,max}
\]

when a total of \( m \) channels are used to transmit
data at the higher rate $b_{p+1}$. The transmitter control unit 311 next puts the first $(K'-m)$ spreading units 306 and 307 in the upper group of Figure 3 and the remaining $m$ spreading units in the lower group of Figure 3. The transmitter control unit 311 then uses the SIC iterative energy calculation method by initially forming the covariance matrix $C_0^{-i} = \left(2\sigma^2\right)^i \mathbf{I}_{N_{\text{out}}-1}$. For the calculations of energies $E_k$ for $k = 1, \ldots, K$, the transmitter control unit 311 first calculates the distance vectors $\vec{d} = C^{-1}_{k-1} q_k$, $\vec{d}_1 = C^{-1}_{k-1} q_{k,1}$ and $\vec{d}_2 = C^{-1}_{k-1} q_{k,2}$ where $q_{k,1} = \mathbf{H}_{\text{prev}} s_k$ and $q_{k,2} = \mathbf{H}_{\text{next}} s_k$. The transmitter control unit 311 then calculates the weighting factors $\xi = \vec{d}^H \vec{q}_k$, $\xi_1 = \vec{d}_1^H \vec{q}_{k,1}$, $\xi_2 = \vec{d}_2^H \vec{q}_{k,2}$, $\xi_3 = \vec{d}_1^H \vec{q}_{k,1}$ and $\xi_4 = \vec{d}_2^H \vec{q}_{k,2}$. For the first $(K' - m)$ channels, the transmitter control unit 311 uses the data rate $y_k = b_p$ bits per symbol. For the remaining $m$ channels, the transmitter control unit 311 uses $y_k = b_{p+1}$ bits per symbol for $k = (K' + 1 - m), \ldots, K'$ to calculate the energies iteratively using $E_{k,d} = \frac{(2^b) - 1}{\xi - E_{k,(i-1)}} \left(\frac{\xi_2^2}{1 + E_{k,(i-1)} \xi_2} + \frac{\xi_4^2}{1 + E_{k,(i-1)} \xi_4}\right)$ and also the energy $E_{k,(i-1)}$ at channel $k$ itself. The iteration number $i$ has the maximum number of iterations equal to $1_{\text{max}}$. Once the transmitter control unit 311 calculates the transmission energy $E_k$ for $k = 1$, it next calculates the inverse covariance matrix $C_k^{-1}$ by further defining the weighting factors $\xi = \frac{E_k}{1 + \frac{1}{E_k} \xi_1}$ and $\xi_1 = \frac{E_k}{1 + \frac{1}{E_k} \xi_1}$ and using the iterative relationship

$$C_k^{-1} = C_k^{-1} - \xi \vec{d}^H \xi + \left(\xi_1 + \xi_2\right) \vec{d}_1^H \vec{d}_1 - \left(\xi_2 + \xi_4\right) \vec{d}_2^H \vec{d}_2$$

$$+ \xi \vec{d}_1 \left(\vec{d}_2 \vec{d}_1^H \xi_2^* + \vec{d}_1 \vec{d}_2^H \xi_1^* \right) + \xi \vec{d}_2 \left(\vec{d}_1 \vec{d}_2^H \xi_1^* + \vec{d}_2 \vec{d}_1^H \xi_2^* \right)$$

$$- \xi \vec{d}_1 \vec{d}_2^H \left(\vec{d}_1 \vec{d}_2 \xi_1 + \vec{d}_2 \vec{d}_1 \xi_2 \right)$$

by increasing the channel number from $k = 1$ to $k = K'$ at increments of 1. The
transmitter control 311 then loads the transmission energies $E_k$ for $k = 1,\ldots,K$ to the transmission power control units 308 via the links 364.

After the transmitter control unit 311 completes loading the channel encoders 303, the $M$-ary modulation units 305, the spreading units 306 and 307 and also the power control units 308 with the appropriate control parameters, the binary bits are processed by units 302, 303, 304, 305 306, 307 and 308, the signals of the $m$ high data rate, and the $(K'-m)$ low data rate channels appearing at 357 and 358 are then added together in the adders 309 prior to feeding them to the transmitter antennas 310 before transmitting them over the channel 360. It will be appreciated that pass-band modulation and demodulation may be involved and Figures 3 and 4 represent the equivalent baseband schemes in the current patent.

The transmitter control unit 311, then sends the spreading sequence matrices $S_1 = [s_{1,1} \ldots s_{1,K}]$ and $S_2 = [s_{2,1} \ldots s_{2,K}]$, and also the number of optimum channels $K^*$ and the allocated energies $E_k$ for $k = 1,\ldots,K^*$ to the receiver control unit 411 via the control channels 365,1 and 365,2.

Figure 4 shows an illustration of the receiver of the SIC MIMO system, operable with the transmitter described above. At the link 360, the signals are received via the two receiver antennas from the channel and are fed to the chip matched filters 401 which operate in a manner that is well known to those experienced in the art of digital data transmission. The signals appearing at the links 451 and 452, which are the outputs of the chip matched filters 401, are fed to the despreading units 402 and 403 respectively. The chip matched filtered signals at the links 451 and 452 are also fed to the spread symbol removers 409 and 410. The first set of despreading units 402 and 403 correspond to the sub-channel $K^*$ and operate as an inverse of the spread signal generator units 306 and 307 at the transmitter in a manner that is well known to those skilled in the art of spread spectrum communication. The receiver control unit 411 operates in cooperation with the transmitter control unit 311 to estimate the channel impulse response for each of the transmitter receiver antenna pairs. The receiver
control unit 411 feeds back the channel impulse response information to the transmitter control unit 311 via the control channels 365,1 and 365,2. The transmitter control unit 311 either uses a predefined set of spreading signature sequences or calculates the optimum spreading signature sequence for the estimated channel impulse responses as described in the transmitter operation part. If the optimum signature sequences are used, the transmitter control unit 311 transmits the spreading sequence matrix $S = [s_1, \ldots, s_K]$ information and the allocated energies $E_k$ for $k = 1, \ldots, K^*$ and the optimum number of channel $K^*$ information and also the data rates $b_p, b_{p+1}$ to be used in the low and high data rate channels and also the number $m$ in the high data rate channels to the receiver control unit 411 via the links 365,1 and 365,2 in a manner that is well known to those experienced in the art of data communication systems. The receiver control unit 411 formulates the channel impulse response convolution matrix $H = \begin{bmatrix} H_{11} & H_{12} \\ H_{21} & H_{22} \end{bmatrix}$ using the channel impulse responses estimated from the received pilot signals. The receiver control unit 411 also formulates the matrices $H_{prev} = \begin{bmatrix} (J^T)^W H_{11} & (J^T)^W H_{12} \\ (J^T)^W H_{21} & (J^T)^W H_{22} \end{bmatrix}$ and $H_{iter} = \begin{bmatrix} J^W H_{11} & J^W H_{12} \\ J^W H_{21} & J^W H_{22} \end{bmatrix}$ for the MIMO systems and corresponding matrices for the SISO systems. The receiver control unit 411 next formulates the receiver matched filter coefficients $Q = HS = [\tilde{q}_1, \ldots, \tilde{q}_K]$ and also the vectors $\tilde{q}_{k:} = H_{rev} \tilde{s}_k$. The receiver control unit 411 then iteratively calculates the distance vectors $\tilde{d} = C_k^{-1} \tilde{q}_k$, $\tilde{d}_1 = C_k^{-1} \tilde{q}_{k,1}$, and $\tilde{d}_2 = C_k^{-1} \tilde{q}_{k,2}$ and also the weighting factors $\tilde{\xi} = \tilde{d}^H \tilde{q}_k$, $\tilde{\xi}_1 = \tilde{d}_1^H \tilde{q}_{k,1}$, $\tilde{\xi}_2 = \tilde{d}_2^H \tilde{q}_{k,2}$, and $\tilde{\xi}_3 = \tilde{d}^H \tilde{q}_{k,3}$.
\[ \xi_i = \mathbf{d}^H \mathbf{q}_{k_2} \quad \text{and} \quad \zeta = \frac{E_k}{1 + \Gamma \left( 2^P - 1 \right)}, \quad \xi_1 = \frac{E_k}{1 + E_k \xi_1} \quad \text{and} \quad \zeta_2 = \frac{E_k}{1 + E_k \zeta_2} \quad \text{and also the} \]
convolution matrix inverse using
\[
C_k^{-1} = C_{k-1}^{-1} - \zeta \mathbf{d} \mathbf{d}^H - (\xi_1 + \zeta_2 |E_1|^2) \mathbf{d}_1 \mathbf{d}_1^H - (\xi_2 + \zeta_2 |E_2|^2) \mathbf{d}_2 \mathbf{d}_2^H
\]
\[
+ \zeta \xi_1 \left( \mathbf{d}_1 \mathbf{d}_1^H + \xi_1 \mathbf{d}_1 \mathbf{d}_1^H \right) + \zeta \xi_2 \left( \mathbf{d}_2 \mathbf{d}_2^H + \xi_1 \mathbf{d}_2 \mathbf{d}_2^H \right)
\]
\[
- \zeta \xi_1 \xi_2 \left( \mathbf{d}_1 \mathbf{d}_1^H + \xi_1 \mathbf{d}_1 \mathbf{d}_1^H \right).
\]

The receiver control unit 411 next calculates the despreading filter coefficients using the MMSE equalizer coefficients equation \( \mathbf{w}_k = \frac{C_{k}^{-1} \mathbf{q}_k}{\mathbf{q}_k^H C_{k}^{-1} \mathbf{q}_k} \) for \( k = 1, \cdots, K \). The despreading filter coefficient vector is a \( (N+L-1) \) dimensional column vector. The receiver control unit 411 next formulates the \( 2(2^V+2^Z-1) \times 2^V \) dimensional despreading filter matrix \( \mathbf{W} = [\mathbf{W}_1, \mathbf{W}_2, \cdots, \mathbf{W}_{K}] \). The receiver control unit 411 forms two \( (N+L-1) \times K \) dimensional despreading sequence matrices \( \mathbf{W}_1 = [w_{1,1}, \cdots, w_{1,V}, \cdots, w_{K,1}, \cdots, w_{K,V}] \) and \( \mathbf{W}_2 = [w_{2,1}, \cdots, w_{2,V}, \cdots, w_{K,1}, \cdots, w_{K,V}] \) and feeds the despreading filter coefficient \( \mathbf{w}_{k} \) for \( k = K, \cdots, 1 \) to the despreading units 402 and the despreading filter coefficient \( \mathbf{w}_{k} \) for \( k = K, \cdots, 1 \) to the despreading unit 403 via the links 452 starting from the despreading units appearing at the top of Figure 4.

The despreading units 402 and 403 act in a manner that is well known to those skilled in the art of spread spectrum systems. The signals at the output of the despreading units 402 and 403 are fed to an adder 404 via links 459,1 and 459,2 respectively. The combined despreading units 402 and 403 have the effect of isolating the signals on the separate channels. The receiver control unit 411 sends the modulation level information to the \( M \)-ary soft decoder unit 405 via the link 466 and the channel decoding information to the channel decoder unit 406 via the link 467.
receiver control unit 411 loads the despreading units 402 and 403 and the \textit{M-ary} soft decoder unit 405 and also the channel decoder 406, the signals received over channels 360 are despread by the despreading units 402 and 403. The signals, appearing at the output 460 of the adder 404 which combines the signals appearing at the links 459,1 and 459,2 originating from the despreading units 402 and 403, are fed to the \textit{M-ary} soft decoder units 405 via the link 461. The \textit{M-ary} soft decoder unit 405 is linked to the channel decoder unit 406 via the link 461. The \textit{M-ary} soft decoder unit 405 and the channel decoder unit 406 work together to produce the decoded data at the link 457 for the sub-channel \( K^* \) in a manner that is well known to those skilled in the art of digital communication.

The detected data appearing at 462 are fed to the spread symbol generator units 407 and 408. The control unit 411 loads the spread symbol generator units 407 and 408 with the appropriate channel encoder information, modulation level information and also the channel impulse response matrices \( H \), \( H_{P/4} \) and \( H_{N/4} \) via the link 468. The spread symbol generator units 407 and 408 use the detected information appearing at the link 462 to produce versions of the signals appealing at the outputs 357, \( K'' \) and 358, \( K^* \) after having gone through the transmission channel 360 as they appear at the outputs 451 and 452 of the receiver chip matched filters 401. The signals appearing at the outputs 463 and 464 of the spreading symbol generator units 407 and 408 are fed to the spread symbol remover units 409 and 410. The spread symbol removal units 409 and 410 operate in a manner that is well known to those experienced in the field of successive interference cancellation systems. The signals at the links 453 and 456 which are the outputs of the symbol remover units 409 and 410 are then fed to the next set of despreading units 402 and 403. The detection process is then repeated for the next set of received data sequences corresponding to the channels number \( k \) going from \( k = K^* - 1 \) to \( k = 1 \).

The operations performed on the received signals over each sub-channel are similar and for the purpose of illustration, consideration is restricted to the method operation as applied to the sub-channel \( K^* \).
Applications
The techniques and embodiments described above are suitable for the transmission of data in a mobile network, e.g. in a 3G CDMA network. It should be noted, however, that their application is not limited to CDMA, and could, for example, be used in spreading and despreading units or modulators for non-CDMA applications.

Technical construction
The "units" in the transmitter, such as the channel encoder, the M-ary modulation unit, the spreading unit, the power control unit, the resource allocation unit and the adder, may be provided as separate pieces of equipment or discrete components or circuits that are communicatively connected in order to enable the signal processing methods described herein to be performed. Alternatively, two or more of the "units" may be integrated into a single piece of equipment, or provided as a single component or circuit. In further alternatives, one or more of the "units" may be provided by a computer processor programmed to provide equivalent functionality.

Similarly, the "units" in the receiver, such as the de-spreading unit, the buffer unit, the decoder units, and the control unit may be provided as separate pieces of equipment or discrete components or circuits that are communicatively connected in order to enable the signal processing methods to be performed. Alternatively, two or more of the "units" may be integrated in a single piece of equipment, or provided as a single component or circuit. In further alternatives, one or more of the "units" may be provided by a computer processor programmed to provide equivalent functionality.

In some instances, the sequence of the units in the transmitter or the receiver may be changed, as those skilled in the art will appreciate.
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CLAIMS

1. A method of transmitting data over a radio data transmission system having a plurality of \( K \) parallel single-input single-output or multiple-input multiple-output channels, the method comprising transmitting data at a rate \( b_p \) bits per symbol over a first group of \( (K - m) \) channels, and at a rate \( b_{ps} \) bits per symbol over a second group of \( m \) channels, by spreading the data using a number of signature sequences \( S \); wherein the total number of signature sequences is greater than one, and is equal to the multiplication of the number of receiving antennas and the processing gain \( N \) used to spread the system signals;

wherein the spreading signature sequences \( S \) are determined using the Gramian matrices \( Q = H^H H \) of the channel impulse responses of the frequency selective multipath radio channels,

where the channel impulse response matrix \( H \) is obtained by forming

the matrix\( H = \begin{bmatrix} H_{1,1} & H_{1,2} \\ H_{2,1} & H_{2,2} \end{bmatrix} \) using the specific channel impulse response matrix \( H_{i,j} \) which is defined as the multipath convolution matrix for a pair of transmitting antenna \( i \) and receiving antenna \( j \), where \( i \) and \( j \) are integer numbers one or more,

and where the signature sequences \( S \) are obtained by decomposing the Gramian matrix \( Q \) into its Eigen vectors \( V \) as \( Q = VDV^H \), where \( D \) is the matrix of Eigen values, and then by setting \( S = V \);

wherein the optimum number of transmission channels is identified by using the water filling method where the signature sequence matrix \( S \) is ordered such that the channel gains \( |h_k|^2 \), which are diagonal elements of \( D \), appear in a descending order and the matched filter channel-SNIR \( g_k \) for channel \( k \) is calculated using

\[ g_k = \frac{|h_k|^2}{2\sigma^2} \quad \text{for} \quad k = 1, \ldots, K \]

where \( 2\sigma^2 \) is the noise per channel for the system with
\[ \sigma^2 = \frac{N_0}{2} \] for the two sided noise power spectral density of \( \frac{N_0}{2} \); and

wherein the optimum number, \( K' \), of the signature sequences to be used is identified by initially setting \( K^* = K \) and by calculating the water filling energies \( E_k = \frac{1}{K^*} \left[ E_T + \frac{1}{\Gamma} \sum_{k=1}^{K^*} s_k \right] \) for \( k = 1, \ldots, K^* \) and then by testing the energy \( E_k' \), for the last channel \( K^* \), to check if the energy is negative and for the negative energy case the optimum number \( K^* \) is set to be \( (K^* - 1) \) and the energy calculation process is repeated until all energies are positive and for the resultant \( K' \) channels the signature sequences \( S = [s_1, \ldots, s_K^*] \) are re-ordered such that the corresponding channel gains \( \left| h_k' \right|^2 \) appear in an ascending order and the despreading

sequence matrix is reorganized such that \( S = [s_1, \ldots, s_K^*] = [S_1, S_2] \) where the signature sequences given by the \( N \times K^* \) dimensional matrices \( S_1 = [s_1, \ldots, s_K^*] \) are used to load the first \( K' \) spreading units attached to a first transmitting antenna and \( S_2 = [s_2, \ldots, s_{K^*}] \) are used to load the second \( K^* \) spreading units attached to a second transmitting antenna.

2. A method as claimed in Claim 1, further comprising determining the optimum data rate \( b_p \) used to transmit data in the first group of \((k - m)\) channels, by:

- calculating the system values \( \lambda_k = \frac{E_k q_k^* C^{-1} q_k}{E_T} \), one or more transmitters having total available energy \( E_T \), which is considered to be equally distributed among \( K^* \) parallel channels, to calculate the total system \( \lambda_{T, \text{max}} = \frac{E_T}{K^*} \sum_{k=1}^{K^*} q_k^* C^{-1} q_k \) and the mean system value as \( \lambda_{\text{mean}} = \frac{\lambda_{T, \text{max}}}{K^*} \);

- obtaining the optimum transmission rate \( b_p \) by satisfying the inequality

\[ \lambda\left(b_p\right) \leq \lambda_{\text{mean}} < \lambda\left(b_{p+1}\right) \] where the target system value for the first \((K' - m)\) channels
is $\lambda^*(b_p) = \frac{\Gamma(2^{b_p} - 1)}{1 + \Gamma(2^{b_p} - 1)}$ and that for the remaining $m$ channels is $\lambda^*(b_{p+1}) = \frac{\Gamma(2^{b_{p+1}} - 1)}{1 + \Gamma(2^{b_{p+1}} - 1)}$, in which the term $\Gamma$ is the gap value, the covariance matrix is given by $C = E_i Q_e Q_e^n + 2\sigma^2 I_{N(L+L-1)}$, the receiver matched filter coefficients are given by $Q = HS = [\hat{q}_1 \ \ldots \ \hat{q}_k]^T$, and the extended matched filter receiver signature sequence matrix is given by $Q_e = [HS, \ H_{pre}, \ H_{next}]$, and wherein, for single-input single-output systems, $H_{pre} = (J^T)^WH$ and $H_{next} = J^WH$, and for multiple-input multiple-output systems, $H_{pre} = \begin{bmatrix} (J^T)^WH_{1,1} & (J^T)^WH_{1,2} \\ (J^T)^WH_{2,1} & (J^T)^WH_{2,2} \end{bmatrix}$ and $H_{next} = \begin{bmatrix} J^WH_{1,1} & J^WH_{1,2} \\ J^WH_{2,1} & J^WH_{2,2} \end{bmatrix}$, for which $J$ is an $(N+L-1)\times(N+L-1)$-dimensional matrix formed by $J = \begin{bmatrix} 0_{(N+L-2)} & 0 \\ I_{(N+L-2)} & 0_{(N+L-2)-1} \end{bmatrix}$ where the term $N$ is the spreading sequence length and $L$ is the channel impulse response length;

the method further comprising determining the number of channels $m$ by finding the highest integer value satisfying the inequality

$$K^{*} - m \lambda^*(b_p) + mX(b_{p+1}) < \lambda_{r,\max},$$

for which the total transmission rate for $K^*$ parallel channels is $R_r = (K^*-m)b_p + mb_{p+1}$ bit per symbol.

3. A method as claimed in Claim 2, further comprising determining the energies to be allocated to the first and second groups of channels in order to maximize the total transmission rate $R_r = (K^*-m)b_p + mb_{p+1}$, by iteratively solving the energy equations:

$$E_{k,\max}(b_p) = \frac{\lambda^*(b_p)}{\mathbf{Q}^H(\mathbf{Q}_e \mathbf{A}_2 \mathbf{Q}_e^T + 2\sigma^2 I_{N(L+L-1)})\mathbf{Q}_{k,k}},$$

where $\mathbf{Q}_e = [\mathbf{Q}_1, \mathbf{Q}_2, \mathbf{Q}_3]$ and $\mathbf{A}_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$.
for \( k = 1, \ldots, (K - m) \) and
\[
E_{k,j} = \frac{\lambda (b_{p,k})}{Q^*_e (Q_e A_e^* Q_e + 2\sigma^2 I_{N(L+1)})^t Q_e^*}
\]
for \( k = \ldots, (K - m) \) and \( k = (K - m + 1), \ldots, K \) respectively;
and then by iteratively formulating the energy vector
\[
EM = [E_{1,m}, E_{2,m+1}, \ldots, E_{K,M}]
\]
and setting \( z = z + 1 \) and formulating the extended amplitude square matrix as
\[
A_{ef}^2 = \text{diag} [E_1, E_2, \ldots]
\]
and the repeating the energy calculation iterations until \( E_{k,j} = \frac{1}{2} \) or a given maximum number of iterations \( J_{\text{Max}} \) is reached.

4. A method as claimed in Claim 2, further comprising determining the energies to be allocated for a successive interference cancellation single-input single-output or multiple-input multiple-output receiver in order to maximize the total transmission rate \( R_T = (K' - m) \theta_p + mb_{p-1} \), by solving the iterative energy equations
\[
E_{k,j} = \frac{\Gamma^j - 1}{\xi - E_{k,(j-1)} \left( \frac{|\xi_2|^2}{1 + E_{k,(j-1)} |\xi_2|^2} \right) + \frac{|\xi_4|^2}{1 + E_{k,(j-1)} |\xi_2|^2}}
\]
when using the main parameter the inverse covariance matrix \( C_{k-1}^{-1} \), which changes from one channel to another during the energy calculation process, where for the first channel \( k = 1 \) the available inverse covariance matrix is
\[
C_0^{-1} = (2\sigma^2)^{-1} I_{N(L+1)},
\]
to calculate the distance vectors, \( \vec{d}, \vec{d}_1, \vec{d}_2 \) as \( \vec{d} = C_{k-1}^{-1} \vec{q}_k \).

5. \( C_1^{-1} = C_{k-1}^{-1} \vec{d}_1, \vec{d}_2 \) and \( \vec{d}_2 = C_{k-1}^{-1} \vec{d}_2 \) where \( \vec{q}_{k,1} = \mathbf{H}_{\text{prev}} \vec{s}_k \) and \( \vec{q}_{k,2} = \mathbf{H}_{\text{next}} \vec{s}_k \) and further
\[
\xi_2 = \vec{d}_2^* \vec{d}_2 \text{ and } \xi_3 = \vec{d}_1^* \vec{d}_2 \text{ and } \xi_4 = \vec{d}_1^* \vec{d}_2 \text{ when transmitting the data at the rate } \theta_p \text{ bits per symbol over the channel } k \text{ for a target SNR of } y_k^* = \Gamma^j - 1 \text{ and then by using the allocated energy } E_k \text{ to calculate the inverse covariance matrix } C_{k-1}^{-1} \text{ using}
\]

\[
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by further defining matrix weighting factors $\zeta, \zeta_1$ and $\zeta_2$ as 

$$\zeta = \frac{E_k}{1 + \Gamma (2^p - 1)}.$$ 

5. A method as claimed in Claim 4, further comprising employing a successive interference calculation receiver for which the despreading filter coefficients are calculated by using the MMSE equalizer coefficients equation $\widehat{v}_{yi} = \bar{C}^{-1} \widehat{q}_k$ for $\bar{C}$ = $\bar{C}_1^{\bar{C}_2^*}$, to produce the despreading filter coefficient vectors which are $2(N+L-1)$ dimensional column vectors which are used to formulate the $2(N+L-1)xK^*$ dimensional despreading filter matrix $W = \begin{bmatrix} W_1 \\ W_2 \end{bmatrix}$ and also the two $(N+L-1)xK^*$ dimensional despreading sequence matrices $W_1 = \begin{bmatrix} w_{1,1} & \cdots & w_{1,k} & 1 \end{bmatrix}$ and $W_2 = \begin{bmatrix} w_{2,1} & \cdots & w_{2,k} \end{bmatrix}$ which are used as the first set of despreading filter coefficients $\widehat{v}_{yi}$ for $k = K^*, \cdots, 1$ at the output of first receiving antenna and as the second set of despreading filter coefficients $\widehat{w}_{2,k}$ for $k = K^*, \cdots, 1$ at the output of the second antenna to despread two sets of signals and then to add the despread signals to produce the demodulated signal at the output of each pair of received antennas and to produce versions of the signals appearing at the outputs of the chip matched filters of the receiving antennas when removing the interference coming from the detected signals in order to successively detect the transmitted data.
6. A transmitter configured to implement a method in accordance with any preceding claim.

7. A receiver configured to implement a method in accordance with any of claims 1 to 5.

8. A telecommunications system comprising a transmitter as claimed in Claim 6, and one or more receivers as claimed in Claim 7.

9. A method of transmitting data substantially as herein described with reference to and as illustrated in any combination of the accompanying drawings.

10. Transmitter apparatus substantially as herein described with reference to and as illustrated in any combination of the accompanying drawings.

11. Receiver apparatus substantially as herein described with reference to and as illustrated in any combination of the accompanying drawings.
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