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심사청구 : 없음

(54) 상보적인 언어 모델들을 이용한 인식 엔진들

요약

    
일련의 말해진 워드를 인식하기 위한 거대한 어휘 스피치 인식 시스템(300)은 말해진 워드의 시퀀스를 나타내는 시간 
순서 입력 패턴(320)을 수신하기 위한 입력 수단을 포함한다. 상기 시스템은 복수의 거대한 어휘 스피치 인식기(331, 
332, 333)를 포함하고, 각각은 각각 다른 거대한 어휘 인식 모델과 연관된다. 각각의 인식 모델은 거대한 어휘의 특정 
부분에 관한 것이다. 시스템은 복수의 스피치 인식기에 입력 패턴을 지향시키고 복수의 스피치 인식기에 의해 인식된 
워드 시퀀스로부터 인식된 워드 시퀀스를 선택하도록 동작한다.
    

대표도
도 3

색인어
인식기, 워드 시퀀스, 어휘, 스피치, 인식 모델

명세서

    기술분야

본 발명은 일련의 말해진 워드(spoken word)를 인식하기 위한 거대한 어휘 스피치 인식 시스템(huge vocabulary s
peech recognition system)에 관한 것이고, 이 시스템은 일련의 말해진 워드의 순차적인 시간 순서 입력 패턴을 수신
하기 위한 입력 수단; 및 스피치 인식기와 연관된 거대한 어휘 인식 모델을 사용하여 어휘로부터 일련의 워드로서 입력 
패턴을 인식하도록 동작하는 거대한 어휘 스피치 인식기를 포함한다.

    배경기술

    
US 5,819,220에서 하나의 시스템이 인터넷 환경에서 스피치를 인식하기 위하여 공지되었다. 이 시스템은 스피치를 사
용하는 월드 와이드 웹(WWW)에 정보 리소스를 액세스하는 것을 목표로 한다. 웹에 대한 인터페이스로서 스피치 인식 
시스템을 제조하는 것은 종래 스피치 인식 도메인에서 직면하는 것과 매우 다른 문제점을 가진다. 첫 번째 문제점은 사
용자가 임의의 주제에서 가시적으로 임의의 서류를 액세스할 수 있기 때문에 시스템이 지원할 필요가 있는 어휘가 매우 
크다는 것이다. 많은 어휘에 대하여 언어 모델 같은 적당한 인식 모델을 형성하는 것은, 만약 불가능하지 않다 해도, 매
우 어렵다. 공지된 시스템에서 통계적인 n 그램 언어 모델 및 음향 모델을 포함하는 미리 결정된 인식 모델이 사용된다. 
인식 모델은 웹 트리거 워드 세트를 사용하여 동적으로 변경된다. HTML(하이퍼텍스트 마크 업 언어)은 워드 인식 서
치를 부스팅하는 가능성에 대한 최종 워드에 포함될 워드 세트를 식별하기 위하여 사용되는 하이퍼텍스트 링크 같은 링
크를 포함한다. 이런 방식에서 스피치 인식 스코어를 계산하기 위해 사용된 워드 세트는 웹 트리거 워드 세트를 통합함
으로써 바이어스된다.
    

    
공지된 시스템은 적용 후 바이어스된 모델을 얻을 수 있는 시작 모델로서 적당한 거대한 어휘 모델을 요구한다. 실제적
으로, 바이어스된 모델은 현재 인식 컨텍스트에 대하여 최적화된 통상적인 거대한 어휘 모델로서 도시될 수 있다. 상기
된 바와 같이, 시작 모델로서만 사용되도록 적당한 거대한 어휘 모델을 만드는 것은 매우 어렵다. 추가 문제점은 서치 
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엔진 또는 서점 같은 큰 전자 상점에 있는 특정 웹 또는 HTML 서류에 대한 인식 입력 같은 어떤 인식 태스크에 대해 
발생한다. 상기 상황에서, 유통될 수 있는 복수의 워드는 크다. 통상적인 거대한 어휘 모델은 일반적으로 가능한 범위의 
워드를 효과적으로 커버하지 못한다. 비교적 적은 워드로 시작 모델을 바이어싱하는 것은 우수한 인식 모델을 형성하지 
못한다. 적당한 바이어싱은 시작 모델이 이미 우수하다고 가정하면 거대한 부가적인 워드 세트 및 많은 양의 처리를 요
구한다.
    

    발명의 상세한 설명

본 발명의 목적은 거대한 어휘를 보다 잘 다룰 수 있는 인식 시스템을 제공하는 것이다.

상기 목적을 달성하기 위하여, 시스템은 N개의 큰 어휘 스피치 인식기를 포함하고, 그 각각이 각각의 다른 큰 어휘 인
식 모델과 연관되고; 각각의 인식 모델이 거대한 어휘의 특정 부분으로 목표되고; 시스템은 복수의 스피치 인식기에 입
력 패턴을 지향시키고 복수의 스피치 인식기에 의해 인식된 워드 시퀀스로부터 인식된 워드 시퀀스를 선택하도록 동작
하는 제어기를 포함하는 것을 특징으로 한다.

    
거대한 어휘의 일부에서 목표된 특정 인식 모델을 각각 가지는 몇몇 인식기를 사용함으로써, 거대한 어휘에 대한 인식 
모델을 만드는 태스크는 특정 컨텍스트에 대한 거대한 어휘 모델을 만드는 관리할 수 있는 태스크로 분류된다. 상기 컨
텍스트는 건강, 엔터테인먼트, 컴퓨터, 미술, 영업, 교육, 정부, 과학, 뉴스, 교통 등을 포함한다. 어휘, 예를 들어 언어
의 일반적인 워드에 상기 컨텍스트 각각이 일반적으로 오버랩된다는 것이 인식될 것이다. 상기 컨텍스트는 통계적으로 
상기 컨텍스트에 대해 특정한 전문어에서 뿐만 아니라 공통 워드에서도 다르다. 입력을 인식하기 위한 상기 모델의 몇
몇을 사용함으로써, 몇몇 모델을 사용하는 다른 장점은 이것은 인식동안 보다 우수한 식별력을 허용한다는 것이다. 만
약 하나의 거대한 어휘가 사용되면, 임의의 유통어는 특정 의미( 및 스펠링)에서만 인식된다. 예를 들어, 만약 사용자가 '
컬러' 같이 발음하는 워드를 낭독하면, 대부분의 인식된 워드 시퀀스는 매우 일반적인 워드 '컬러'를 포함할 것이다. 워
드 '칼라'(패션 컨텍스트 중)가 인식되거나, 롤말이 청어(음식 컨텍스트), 또는 쇄골(건강 컨텍스트)로 인식되기는 쉽
지 않다. 특정 워드는 일반적인 워드중 주로 발생하는 워드 시퀀스에 의해 주종을 이룰 거대한 어휘에서 인식되는 많은 
기회를 가지지 않고, 각각의 모델은 선택이 이루어진 하나 이상의 후보 워드 시퀀스를 식별할 것이다. 비록 이런 최종 
선택에서 '컬러'를 가진 워드 시퀀스가 선택되더라도, '칼라'를 가진 다른 워드 시퀀스가 사용자에게 제공될 수 있다.
    

바람직하게, 인식기는 사용자가 인식시 상당한 지연을 경험하지 않는 측면에서 병렬로 동작한다. 이것은 각각 자신의 
처리 리소스를 가진 분리된 인식 엔진에서 사용함으로써 달성될 수 있다. 선택적으로, 이것은 통상적인 시간 분할 기술
을 사용하여 '병렬'로 인식 태스크를 동작하는 충분히 강력한 직렬 프로세서를 사용하여 달성될 수 있다.

    
병렬 스피치 인식 엔진을 사용하는 것이 공지되었다는 것이 주의된다. 미국 5,754,978은 병렬 인식 엔진을 사용하는 
것을 기술한다. 모든 엔진은 예를 들어 95%의 비교적 높은 정확도를 가진다. 만약 5%의 엔진 부정확성이 일치되지 않
으면, 인식 정확도는 개선될 수 있다. 부정확성을 완전히 시간적으로 일치되지 않는 것을 보장하기 위하여, 엔진은 다를 
수 있다. 선택적으로, 엔진은 엔진 중 하나에 대한 입력 신호가 약간 혼란되거나 엔진 중 하나가 약간 혼란되는 경우와 
동일할 수 있다. 비교기는 엔진 출력 사이의 승인 정도를 바탕으로 인식된 텍스트를 비교하고 승인 또는 거절한다. 이런 
시스템은 거대한 어휘 존재하지 않는 정확한 인식 엔진을 요구하기 때문에, 이런 시스템은 거대한 어휘 인식에 대한 해
결책을 제공하지 못한다. 또한 상기 시스템은 특정 부분의 거대한 어휘쪽으로 목표된 다른 모델을 사용하지 않는다.
    

    
WO 98/10413은 병렬로 동작할 수 있는 선택적인 수의 스피치 인식 모델을 가진 다이얼로그 시스템을 기술한다. 상기 
모듈은 독립된 십진 인식, 연속적인 수의 인식, 작은 어휘 워드 인식, 독립된 거대한 어휘 인식, 연속적인 워드 인식, 키
워드 인식, 워드 시퀀스 인식, 알파벳 인식 등 같은 특정 형태의 스피치 인식에 관한 것이다. 다이얼로그 시스템은 사용
자가 공급하는 입력 형태를 면전에서 알고 하나 이상의 특정 모듈을 활성화시킨다. 예를 들어, 만약 사용자가 번호를 말
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할 필요가 있으면, 다이얼로그 엔진은 사용자가 십진수 또는 연속적인 번호로서 말하도록 독립된 십진 인식 및 연속적
인 번호 인식을 할 수 있을 것이다. 시스템은 거대한 어휘를 처리하기 위한 해결책을 제공하지 못한다.
    

본 발명에 따른 시스템의 인식 모델은 미리 결정된다. 바람직하게, 종속항 2항에서 한정된 바와 같이, 모델 선택기는 이
전에 사용되는 모델 중 적어도 하나를 동적으로 선택하기 위하여 사용된다. 선택은 질문 또는 명령 주제 같은 사용자 입
력의 컨텍스트에 따른다. 바람직하게, 모델 선택기는 많은 인식 모델을 선택한다. 실제적으로, 적어도 하나의 모델은 일
반적인 주제에서 일반적인 새로운 어휘를 나타낼 것이다. 상기 모델은 항상 일반적으로 사용된다.

청구항 제 3 항에 한정된 바와 같은 실시예에서, 서류는 인식 컨텍스트를 정의한다. 청구항 제 5 항에서 한정된 바와 같
이, 이것은 워드(예를 들어, 서류와 공통적으로 대부분의 워드 또는 워드 시퀀스를 가진 모델)를 인식하기에 가장 적당
한 인식 모델을 결정하고 서류에서 나타난 워드를 스캐닝함으로써 행해질 수 있다.

청구항 제 4 항에서 한정된 바와 같이 실시예에서, 컨텍스트(또는 컨텍스트들)는 컨텍스트를 식별하는 내장된 태그를 
사용하여 웹 페이지에서 지시된다. 상기 페이지는 예를 들어 링크를 통하여 컨텍스트(또는 컨텍스트 식별기)를 가리킨
다.

    
청구항 제 6 항에서 한정된 바와 같은 실시예에서, 시스템은 현재 인식 태스크에 적당한 인식 모델을 식별하기 위하여 
동적으로 시도한다. 인식에 동적으로 사용되는 순간에 있는 인식 모델외에, 다른 모델이 적합성을 위하여 검사된다. 이
런 검사는 사용되지 않은 모델이 동적으로 사용된 모델 중 하나보다 나은 결과를 제공하는지를 검사하는 하나 이상의 
부가적인 인식기를 사용하여 배경 태스크로서 수행될 수 있다. 선택적으로, 실제 인식기는 사용자가 말하지 않을 때 인
식기가 충분한 성능을 가지는 순간에 검사 모델을 검사하기 위하여 사용될 수 있다. 검사는 사용자의 모든 입력을 포함
한다. 특히, 사용자가 복수의 스피치 입력을 이미 입력했다면, 바람직하게 테스트는 대부분 최근 입력으로 한정된다. 이
런 방식에서, 사용자가 주제를 재빠르게 변경할때마다, 보다 적당한 모델이 선택될 수 있다. 모델이 가장 잘 어울리는 
즉, 가장 높은 정확도의 인식을 제공하는 것을 결정하기 위한 기준은 바람직하게 스코어 또는 신뢰 측정 같은 인식의 성
능 도수를 바탕으로 한다.
    

    
청구항 제 7 항에서 한정된 실시예에서, 인식 모델은 계층적으로 배열된다. 이것은 적당한 모델을 선택하는 것을 간략
화한다. 바람직하게, 인식은 비교적 복수의 일반적인 모델에서 시작한다. 만약 어떤 일반적인 모델이 우수한 인식 결과
를 제공하는 것이 증명되면, 보다 특정한 모델이 추후 인식을 개선하기 위하여 검사될 수 있다. 몇몇의 보다 특정한 모
델은 보다 일반적인 몇몇 모델에 의해 나누어질 수 있다. 만약 임의 순간에 특정 모델의 인식 결과가 나쁘게되면, 특정 
모델 상의 계층적인 몇몇의 보다 일반적인 모델은 시도된다. 이것은 하나의 컨텍스트에서 다른 컨텍스트로 부드러운 전
이를 유발한다. 예를 들어, 사용자는 일반적인 건강 컨텍스트에서 입력을 제공하는 것을 시작한다. 임의의 순간에 사용
자가 의학 센터 또는 대학의 보다 특정 컨텍스트에 주로 포커싱한다는 것이 검출될 수 있고 심지어 건강 농장의 보다 특
정 컨텍스트로 나갈 수 있다. 특히 만약 건강 농장이 매력적인 영역에 배치되면, 이것은 사용자가 병원 또는 여행의 보
다 일반적인 컨텍스트로 이동하도록 하거나, 건강 농장의 영역으로 이동되게 한다.
    

    
청구항 제 8 항에서 한정된 바와 같이, 인식은 분리된 인식 서버에 의해 행해질 수 있다. 인터넷의 컨텍스트에서, 상기 
서버는 네트상에서 분리된 스테이션이거나, 서치 엔진같은 존재하는 스테이션, 또는 전자 책 서점 같은 서비스 제공자
와 통합될 수 있다. 특히, 많은 사용자를 위해 동작하는 인식 서버는 대부분의 사용자를 위하여 적당한 어휘를 지원할 
필요가있다. 몇몇 특정한 큰 어휘 모델의 사용은 높은 인식 정확도를 가지고 이런 태스크를 보다 잘 수행할 수 있는 시
스템을 만든다.
    

본 발명의 이들 및 다른 측면은 도면에 도시된 실시예를 참조하여 분명하게된다.
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    도면의 간단한 설명

도 1은 큰/거대한 어휘 인식의 구조를 도시한 도.

도 2는 전체 워드 모델을 도시한 도.

도 3은 본 발명에 따른 블록 다이어그램을 도시한 도.

도 4는 인식 모델의 계층구조를 도시한 도.

도 5는 본 발명에 따른 분배된 시스템의 블록도.

    실시예

거대한 어휘 연속 스피치 인식 시스템 같은 스피치 인식 시스템은 통상적으로 입력 패턴을 인식하기 위하여 인식 모델 
수집을 사용한다. 예를 들어, 음향 모델 및 어휘는 워드를 인식하기 위하여 사용될 수 있고 큰 모델은 기본적인 인식 결
과를 개선하기 위하여 사용될 수 있다. 도 1은 큰 연속적인 스피치 인식 시스템(100)의 통상적인 구조를 도시한다[엘.
라비터, 비-에이취, 주앙, " 스피치 인식 기본" , 프렌티스 홀 1993, 페이지 434 내지 454 참조]. 상기 시스템(100)
은 스펙트럼 분석 서브시스템(110 ; SAS) 및 유니트 매칭 서브시스템(120)을 포함한다. 스펙트럼 분석 서브시스템(
110)에서, 스피치 입력 신호(SIS)는 피처(관측 벡터, OV)의 대표 벡터를 계산하기 위하여 스펙트럼 및/또는 일시적으
로 분석된다. 통상적으로, 스피치 신호는 디지털화되고(예를 들어, 6.67kHz의 비율로) 사전 강조에 의해 미리 처리된
다. 연속적인 샘플은 스피치 신호의 32 msec에 대응하는 프레임으로 그룹(블록화)지어진다. 연속적인 프레임은 예를 
들어 16 msec를 부분적으로 겹친다. 종종 선형 예측 코딩(LPC) 스펙트럼 방법은 피처(관찰 벡터)의 대표적인 벡터를 
각각 프레임에 대하여 계산하기 위하여 사용된다. 상기 피처 벡터는 24, 32 또는 63 성분을 가진다. 거대한 어휘 연속 
스피치 인식에 대한 표준 방법은 스피치 제조의 가능성 모델을 추정하여, 특정 워드 시퀀스 W=w1w2w3 ...w q가 음향 
관찰 벡터 Y = y1 y2 y3 ...yT의 시퀀스를 생산한다. 인식 에러는 관찰된 관찰 벡터 y1 y2 y3 ...yT (시간 t=1,...,T에 대
해)의 시퀀스에서 유발된 워드 시퀀스 w1w2w3 ...w q를 결정함으로써 통계적으로 최소화된다. 이것은 하기 최대 가능
성을 유발한다:

maxP(W｜Y), 모든 가능한 워드 시퀀스 W에 대하여

가정 가능성인 베이스 이론에 의해, P(W｜Y)는 하기와 같이 제공된다:

P(W｜Y) = P(Y｜W).P(W)/P(Y)

P(Y)가 W에 독립적이기 때문에, 최대 가능한 워드 시퀀스는 다음과 같이 주어진다:

arg maxP(Y｜W).P(W) 모든 가능한 워드 시퀀스 W에 대하여 (1)

    
유니트 매칭 서브시스템(120)에서, 음향 모델은 제 1 방정식(1)을 제공한다. 음향 모델은 주어진 워드 문자열 W에 대
한 관찰 벡터 Y의 시퀀스의 가능성 P(Y｜W)를 평가하기 위하여 사용된다. 거대한 어휘 시스템에 대하여, 이것은 일반
적으로 스피치 인식 유니트의 목록에 대하여 관찰 벡터를 매칭함으로써 수행된다. 스피치 인식 유니트는 음향 참조 시
퀀스에 의해 나타난다. 다양한 형태의 스피치 인식 유니트가 사용될 수 있다. 예를 들어, 워드의 전체적인 워드 또는 그
룹은 하나의 스피치 인식 유니트에 의해 나타날 수 있다. 워드 모델(WM)은 일련의 음향 참조에서 사본을 주어진 어휘
의 각각의 워드에 제공한다. 전체 워드가 스피치 인식 유니트에 의해 나타나는 시스템을 위하여, 직접적인 관계가 워드 
모델 및 스피치 인식 유니트 사이에 존재한다. 다른 시스템, 즉 특정 거대한 어휘 시스템은 단음, 디폰(diphones) 또는 
음절 같은 서브 워드 유니트뿐 아니라 피넨스(fenenes)와 피논스(fenones) 같은 파생 유니트를 바탕으로 언어학적으
로 스피치 인식 유니트에 사용할 수 있다. 상기 시스템을 위하여, 워드 모델은 워드의 어휘에 관한 서브 워드 유니트의 
시퀀스를 나타내는 어휘(134), 및 포함된 스피치 인식 유니트의 음향 참조의 시퀀스를 기술하는 서브워드 모델(132)
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에 의해 제공된다. 워드 모델 조정자(136;WMC)는 서브워드 모델(132;SW) 및 어휘(134;LEX)를 바탕으로 워드 모
델을 구성한다. 도 2는 서브 워드 유니트를 바탕으로 하는 시스템에 대한 워드 모델(220)을 도시하고, 여기서 도시된 
워드는 3개의 서브 워드 모델(250, 260 및 270)의 시퀀스에 의해 모델링되고, 각각 4개의 음향 참조(251, 252, 253, 
254; 261 내지 264; 271 내지 274) 시퀀스를 가진다. 도 2에 도시된 워드 모델은 통계적으로 모델 스피치 신호에 폭
넓게 사용된 히든 마크로프 모델(Hidden Markov Models ; HMMs)을 바탕으로 한다. 이런 모델을 사용하여, 각각의 
인식 유니트(워드 모델 또는 서브워드 모델)은 통상적으로 파라미터가 데이터의 후미 세트로부터 평가되는 HMM을 특
징으로 한다. 거대한 어휘 스피치 인식 시스템, 예를 들어, 40의 제한된 세트에 대하여, 서브 워드 유니트가 사용되는데, 
그 이유는 보다 큰 유니트에 대하여 HMM을 적절히 추종하도록 많은 후미 데이터를 요구하기 때문이다. HMM 상태는 
음향 참조와 대응한다. 다양한 기술은 이산 또는 연속 가능성 밀도를 포함하는 참조를 모델링하기 위하여 알려졌다. 하
나의 특정 유통에 관한 음향 참조의 각각의 시퀀스는 유통의 음향 복사본으로서 참조된다. 만약 HMM이 아닌 다른 인
식 기술이 사용되면 음향 복사본의 상세한 것은 다를 것이다.
    

도 1의 워드 레벨 매칭 시스템(130; WLM)은 모든 스피치 인식 유니트의 시퀀스에 대하여 관찰 벡터를 매칭하고 벡터 
및 시퀀스 사이의 매칭의 유사성을 제공한다. 만약 서브 워드 유니트가 사용되면, 어휘(134)의 시퀀스로 서브 워드 유
니트의 가능한 시퀀스를 제한하도록 어휘(134)를 사용함으로써 매칭시 제한이 있다. 이것은 가능한 워드 시퀀스에 대
한 출력을 감소시킨다.

완전한 인식을 위하여, 조사된 경로가 언어 모델에 의해 특정된 바와 같은 적당한 시퀀스인 워드 시퀀스에 대응하도록 
매칭중 추가 제한을 언어 모델(LM)을 바탕으로 배치하는 문장 레벨 매칭 시스템(140;SLM)을 사용하는 것이 바람직
하다. 언어 모델은 방정식(1)의 제 2 항 P(W)를 제공한다. 음향 모델과 언어 모델을 결합하는 것은 인식된 문장(RS)
(152)인 유니트 매칭 서브시스템(120)의 출력을 유발한다. 패턴 인식에 사용되는 언어 모델은 언어 및 인식 태스크의 
문장론적 및/또는 의미론적 제한(142;SEM)을 포함할 수 있다. 문장론적 제한을 바탕으로 하는 언어 모델은 문법(14
4;GR)이라 불린다. 문법(144)은 하기에 의해 제공된 워드 시퀀스 W = w 1w2w3 ...w q의 가능성을 제공한다:

P(W) = P(w 1 )P(w2 /w1 ).P(w3 /w1w2 )...P(w q /w1w2w3 ...w q).

실제적으로 주어진 언어에서 모든 워드 및 모든 시퀀스 길이에 대한 조건적인 워드 가능성을 신뢰적으로 평가하는 것은 
불가능하고, N 그램 워드 모델이 폭넓게 사용된다. N 그램 모델에서, 항 P(w j/w1w2w3 ...w j-1 )은 P(wj/wj-N+1 ...
wj-1 )에 의해 근사화된다. 실제적으로, 바이그램 또는 트리그램이 사용된다. 트리그램에서, 항 P(w j/w1w2w3 ...w j-
1 )은 P(wj/wj-2 wj-1 )에 의해 근사화된다.

    
도 3은 본 발명에 따른 스피치 인식 시스템(300)의 블록 다이어그램을 도시한다. 시스템의 작업 실시예는 응용을 위하
여 기술되고 인식된 스피치는 원문 또는 유사한 표현으로 변경된다. 상기 문장 표현은 구술을 위하여 사용되고, 여기서 
텍스트 표현은 서류, 예를 들어 워드 프로세서, 또는 데이터베이스의 필드를 특정하기 위한 문장 필드로 입력된다. 구술
을 위하여, 현재 거대한 어휘 인식기는 60,000 워드의 활성 어휘 및 어휘를 지원한다. 복수의 워드에 대한 충분히 정확
한 인식을 할 수 있는 모델을 형성하기 위하여 충분히 관련있는 데이터를 얻는 것은 어렵다. 통상적으로, 사용자는 활성 
어휘/어휘에 제한된 수의 워드를 부가할 수 있다. 이들 워드는 300,000 내지 500,000 워드(워드의 음향 복사본을 포
함)의 배경 어휘로부터 검색될 수 있다. 구술 또는 유사한 목적을 위하여 거대한 어휘는 예를 들어 100,000 활성 워드 
또는 300,000 활성 워드로 구성된다. 인터넷 환경에 대하여 링크상의 클릭에 의해 완전히 다른 컨텍스트가 형성되는 
경우 많은 배경 어휘의 워드가 활성으로 인식될 수 있다는 것은 바람직하다. 부착된 종래 이름 가능성의 몇몇 형태를 가
진 반음 리스트로서 모델링되었지만 높은 품질의 언어 모델이 존재하지 않는 이름을 인식하는 것 같은 다른 인식 태스
크에 대하여, 50,000 워드의 어휘가 크게 분류될 수 있다.
    

인식 출력이 구술을 위하여 사용될 필요가 없다는 것이 이해된다. 그것은 다이얼로그 시스템 같은 다른 시스템에 대한 
입력으로 똑같이 사용될 수 있고, 여기서 인식된 스피치 정보에 따라 데이터베이스로부터 검색되거나, 책 주문 또는 여
행 예약이 이루어진다.
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도 3에서, 독립형 시스템(300), 즉 PC 같은 컴퓨터상에서 실행되는 시스템이 도시된다. 아이템(310)은 사용자로부터 
스피치 표현 신호를 검색하기 위한 상호접속부를 나타낸다. 예를 들어, 마이크로폰은 상호접속부(310)에 접속될 수 있
다. 스피치 표현 신호는 전화 또는 네트워크를 통해 운격 위치로부터 미리 기록되거나 검색될 수 있다. 시스템(300)은 
사용자로부터 입력을 수신하기 위하여 인터페이스(320;IF)를 포함한다. 이것은 통상적인 오디오 카드를 사용하여 실
행된다. 만약 인터페이스가 아날로그 형태의 스피치를 검색하기 위한 입력을 가지면, 인터페이스는 스피치 인식 시스템
(330)에 의해 추가 처리에 적당한 포맷의 디지털 샘플로 아날로그 스피치를 전환하기 위한 A/D 전환기를 포함한다. 
만약 인터페이스가 디지털 형태의 스피치를 수신하기 위한 입력을 가지면, 컨버터는 추가 처리에 적당한 디지털 포맷으
로 디지털 데이터를 전환할 수 있다. 스피치 인식 시스템(330)은 도 1의 스펙트럼 분석 서브시스템(11)에 기술된 입
력 신호를 분석한다. 본 발명에 따라, 스피치 인식 시스템(330)은 복수의 거대한 어휘 스피치 인식기를 포함하고, 각각
은 각각 다른 거대한 어휘 인식 모델과 연관된다. 도 1에 도시된 바와 같은 통상적인 인식을 위하여, 각각의 인식기는 
번호 335(SAS)로 도 3에 도시된 바와 같이 도 1의 모델 독립적인 스펙트럼 분석 서브시스템(110)을 공유할 수 있다. 
도 3은 3개의 분리된 인식기(331, 332 및 333;REC1,2,3)를 사용하여 도시한다. 인식기는 동일한 알고리듬을 사용할 
수 있고, 여기서 차이점은 어휘 및 언어 모델같은 사용된 모델에 따른다. 스피치 인식은 스피커 독립적이고 연속적인 스
피치 입력을 허용한다. 그 자체에 의해 스피치 인식은 공지되고 하기와 같은 다양한 서류에 개시되었다. US 08/425,3
04(PHD 91136)에 대응하는 EP 02202782.6, US 08/751,377(PHD 91138)에 대응하는 EP 92202783.4, US 5,
634,083(PHD 93034)에 대응하는 EP 94200475.5 모두는 본 발명의 양수인에 관한 것이다. 인식기는 거의 동일한 
순간에 동일한 스피치 입력을 독립적으로 인식하는 측면에서 '병렬'로 동작한다. 이것은 VLIW 프로세서 같은 '병렬' 동
작 프로세서에서 각각의 프로세서 또는 처리 유니트 같은 각각의 인식에 대한 분리된 리소스를 사용함으로써 실현될 수 
있다. 유사한 '병렬' 성능은 충분히 높은 성능을 가진 통상적인 순차적 프로세서상에 얻어지고 각각의 인식기는 분리된 
태스크로서 실행된다. 바람직하게, 인식은 워드가 시스템에 수신된 후 충분한 지연이 워드의 인식시 발생하지 않는 측
면에서 '실시간'이다.
    

    
본 발명에 따라, 각각의 거대한 어휘 스피치 인식기는 각각 다른 거대한 어휘 인식 모델과 연관되고, 각각의 인식 모델
은 특정 부분의 거대한 어휘에 관한 것이다. 모델은 저장부(340)로부터 로딩된다. 기술을 위하여 인식 모델은 하나의 
인식 태스크에 사용된 일관된 모델 세트이다. 예를 들어, 도 1을 참조하여, 인식 모델은 거대한 어휘의 하나의 특정 부
분에 대하여 워드 모델(어휘 134 및 서브 워드 모델 132) 및 언어 모델(문법 144 및 의미론적 제한 142)로 구성된다. 
물론, 오버랩은 다양한 인식 모델 사이에 존재한다. 상기 오버랩은 어휘에서 부분적으로 발생한다. 언어 모델은 부분적
으로 또는 전체적으로 동일하다. 간단한 시스템에서, 인식 모델의 수는 인식 수에 대응하고; 각각의 인식기는 고정된 1 
대 1 관계로 독점적인 인식 모델과 연관된다. 바람직하게, 시스템은 하기에 상세히 기술될 활성 인식보다 많은 모델을 
포함한다. 도면은 8개의 모델(341 내지 348)을 도시한다.
    

    
인식기 출력은 인식된 워드 시퀀스의 최종 선택을 위하여 제어기(350;CONT)로 향한다. 각각의 인식기(331 내지 33
3)는 단지 하나의 인식된 워드 시퀀스를 형성할 수 있다. 선택적으로, 다중 시퀀스(예를 들어, 워드 그래프에 의해 표현
됨)가 형성될 수 있다. 바람직하게, 각각의 인식기의 결과는 제어기(350)가 대부분의 유사 워드 시퀀스를 선택하도록 
유사성, 또는 신뢰도 측정 같은 정보를 포함한다. 제어기(350)는 스피치 입력을 인식기로 지향시키는데 사용된다. 이
런 지향은 제어기(350)가 지향을 위한 특정 태스크를 가지지 않는 경우 만약 복수의 활성 인식기가 일정하다면 고정될 
수 있다.
    

    
바람직한 실시예에서, 시스템은 활성 인식기(N) 보다 많은 인식 모델(M)을 포함한다. 모델 선택기(360;SEL)는 인식 
컨텍스트에 따르는 M 모델로부터 관련된 인식 모델을 스피치 인식기 중 적어도 하나에 대하여 선택하기 위하여 사용된
다. 모델 선택기(360)는 활성 인식기 각각의 모델을 선택할 수 있다. 그러나, 일반적으로 사용된 어휘를 커버하는 기본
적인 인식 모델은 항상 활성이다. 상기 상황에서 적어도 하나의 모델은 모델 선택기(360)에 의해 선택될 필요가 없고 
인식기에 고정되게 할당될 수 있다.
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다른 실시예에서, 적어도 하나의 인식 모델은 스피치 입력이 관련된 서류에 의해 결정된 컨텍스트를 바탕으로 선택된다. 
예를 들어, 만약 사용자가 건강 주제의 서류를 구술하면, 하나의 인식기는 건강 관련 스피치를 인식하기 위하여 최적화
된 특정 인식 모델이 로딩된다. 사용자는 시스템의 모델에 대응하는 가능한 컨텍스트의 리스트로부터 선택에 의해 서류
에 대한 컨텍스트를 지시할 수 있다. 이 경우, 시스템(300)은 윈도우에서 선택 박스를 사용함으로써 전환 방식으로 사
용자에게 리스트를 제공할 수 있다. 시스템은 모델 중 어느 것이 상기 텍스트(예를 들어, 이 모델은 지금까지 텍스트와 
공통적으로 대부분의 워드들 또는 워드 시퀀스들을 가짐)를 인식 하기에 가장 적당한지를 검사하고 지금까지의 서류 또
는 말에 이미 존제하는 텍스트를 스캔함으로써 자동적으로 컨텍스트를 결정할 수 있다. 컨텍스트 식별기는 대부분의 적
당한 모델을 결정하기 위하여 서류와 연관되고 시스템(300)에 의해 얻어질 수 있다. 바람직하게 HTML 페이지 같은 
웹 페이지에 관한 스피치에 대하여, 서류의 컨텍스트가 서류에 지정되거나 서류와 관련하여 지정된다. 이것은 스피치에 
관련된 본래의 웹 페이지의 생성기에 의해 동봉된 태그 형태로 행해진다. 태그는 문자 주제, 스포츠, 건강, 엔터테인먼
트 등의 형태로 컨텍스트를 지시할 수 있다. 설명은 컨텍스트를 지정하는 위치에 컨텍스트 수, 또는 링크(예를 들어, 하
이퍼텍스트 링크) 같은 식별기 형태로 우회한다. 추후 경우, 시스템(300)은 암시적인 컨텍스트 설명(예를 들어, 인식 
모델 중 하나에 컨텍스트 번호를 맵핑하거나, 하이퍼텍스트 링크에 액세스하거나 컨텍스트를 정보를 얻음으로써)으로
부터 실제 컨텍스트를 유도할 수 있다.
    

    
바람직한 실시예에서, 모델 선택기(360)는 이용할 수 있는 인식 모델 중 어느 것이 인식을 위하여 가장 적당한지를 검
사함으로써 인식을 개선한다. 이런 목적을 위하여 모델 선택기(360)는 334로 도시된 인식기인 적어도 하나의 검사 인
식기를 제어한다. 검사 인식기(334;TR)는 활성 인식기(331 내지 333)에 의해 아직 사용되지 않은 인식 모델 중 하나
에 결합된다. 수신된 스피치의 부분(또는 모든 부분)은 검사 인식에 공급된다. 검사 인식 출력은 제어기(350)에 의한 
선택 출력과 또는 활성 인식기(331 내지 333)의 출력과 비교된다. 만약 검사 인식기(334)의 인식 결과가 활성 인식기
(331 내지 333)중 하나의 인식 결과보다 나으면, 검사 인식 모델(즉, 검사 인식기 334에 의해 사용된 순간의 모델)은 
활성 인식기 중 하나에 의해 사용을 위하여 로딩된다. 바람직하게, 가장 나쁜 인식 결과를 제공하는 인식 모델은 대체된
다(항상 사용될 수 있는 기본적인 인식 모델을 제외하고).
    

    
인식 모델이 보다 일반적인 컨텍스트를 가진 모델로부터 보다 특정한 컨텍스트를 가진 모델로 계층적으로 배열되는 것
이 바람직하다. 도 4는 예를 들어 엔터테인먼트, 건강, 여행 및 컴퓨터의 각각의 일반적인 주제를 전환하는 4개의 가장 
일반적인 모델(410, 420, 430 및 440)을 가진 계층구조를 도시한다. 일반적인 모델은 주제내에서 모든 이슈에 대한 
대표적인 텍스트를 분석함으로써 이루어진다. 그 자체에서 일반적인 건강 모델은 머신, 외과, 음식/다이어트, 병원/의학 
센터에 관련된 것 같은 보다 하층 구조와 연관된다(즉, 보다 특정 모델). 각각의 상기 모델은 보다 특정 주제와 연관된 
텍스트를 사용함으로써 형성된다. 도면에서, 모델(422)은 병원/의학 센터에 관한 것이다. 이런 컨텍스트에서, 추가의 
분할은 예를 들어, 모델(424)이 건강 농장을 커버하는 경우 이루어질 수 있다. 건강 농장에 관한 텍스트를 분석함으로
써, 인식 모델은 어떤 여행 주제에 관련된 스피치를 인식하기에 적당한 것을 형성할 것이다. 왜냐하면 건강 농장상의 서
류가 주변 영역을 기술하기 때문이다. 이것은 카테고리 여행 모델에서 모델(432) 아래 모델로서 사용하기에 적당한 동
일한 모델을 형성한다. 모델 선택기(360)는 만약 임의의 모델을 가진 인식이 우수한 인식 결과를 얻는다면 보다 특정
한 모델을 가진 인식을 할 수 있게 동작한다. 상기 보다 특정 모델(즉, 계층적 하부)은 보다 일반적인 모델에 대한 대체
물로서 사용될 수 있다. 보다 일반적인 모델에 부가하여 또한 사용될 수 있다. 보다 특정한 모델을 가진 인식을 부가하
는 것은 보다 일반적인 모델로서 계층 구조에서 동일한 레벨의 다른 계층에 관련되지 않은 모델과 비교하여 보다 일반
적인 모델이 수행되는 것을 발생시킨다. 예를 들어, 만약 스포츠 및 건강 모델이 계층적으로 관련되지 않고(예를 들어, 
가장 높은 레벨에서) 스포츠 모델의 사용이 보다 나은 인식 결과를 제공하면, 보다 특정한 스포츠 모델이 사용될 수 있
다. 보다 특정한 건강 모델을 사용하는 것이 필요하지 않다. 실제적으로, 만약 건강 모델의 인식 결과가 매우 낮으면, 이
런 모델을 가진 인식은 보다 특정한 스포츠 모델을 가진 인식을 부가하는 것에 호의적으로 종결될 수 있다. 만약 몇몇 
보다 특정한 스포츠 모델이 존재하면(예를 들어, 축구, 야구, 경기, 카 레이싱 등), 모든 이들 모델은 검사될 수 있다. 
선택은 이미 인식된 스피치와 특정 ?d1020010108412醍㉯?어휘의 대응을 바탕으로 간단히 이루어진다. 만약 임의의 
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순간에 특정 모델을 가진 인식이 낮은 결과를 제공하면, 인식은 특정 모델의 계층적 위의 적어도 하나의 모델로 계속된
다.
    

    
도 5에 도시된 바와 같은 바람직한 실시예에서, 인식 시스템은 분배된다. 분배 시스템은 서버 스테이션(540) 및 적어
도 하나의 사용자 스테이션을 포함한다. 3개의 사용자 스테이션(510, 520 및 530)이 도시되고, 여기서 추가의 상세한 
것은 사용자 스테이션(520)에 도시된다. 스테이션은 통상적인 컴퓨터 기술을 사용하여 수행된다. 예를 들어, 사용자 
스테이션(520)은 데스크 탑 개인용 컴퓨터 또는 워크스테이션에 의해 형성되는 반면, 서버 스테이션(540)은 PC 서버 
또는 워크스테이션 서버에 의해 형성될 수 있다. 컴퓨터는 컴퓨터의 프로세서에 로딩된 적당한 프로그램의 제어하에서 
동작된다. 서버 스테이션(540) 및 사용자 스테이션(510, 520 및 530)은 네트워크(550)를 통하여 접속된다. 네트워
크(550)는 예를 들어 오피스 환경, 또는 와이드영역 네트워크, 바람직하게 인터넷의 로컬 영역 네트워크 같은 적당한 
네트워크일 수 있다. 스테이션은 각각 네트워크(550)를 통하여 통신하기 위한 통신 수단(522 및 542;CM)을 포함한
다. 네트워크(550)와 결합하여 사용하기에 적당한 통신 수단은 사용될 수 있다. 통상적으로, 통신 수단은 통신 인터페
이스 또는 모뎀 같은 하드웨어, 및 인터넷 TCP/IP 프로토콜 같은 특정 통신 프로토콜을 지원하는 소프트웨어 드라이버 
형태의 소프트웨어의 결합에 의해 형성된다. 사용자 스테이션(520)은 인터페이스(528;IF)를 통하여 사용자로부터 스
피치를 수신하기 위한 수단을 포함한다. 사용자 스테이션(520)은 스피치 신호를 전처리하기 위한 수단을 더 포함하고, 
그것은 서버 스테이션(540)에 전달을 위하여 적당하다. 예를 들어, 사용자 스테이션은 도 1의 스펙트럼 분석 서브시스
템(110)과 유사한 스펙트럼 분석 서브시스템(526;SAS)을 포함한다. 서버 스테이션(540)은 도 3의 시스템(300)에 
대해 기술된 바와 같은 모든 다른 태스크를 수행한다. 예를 들어, 서브 스테이션(540)은 복수의 인식기(도 3의 인식 시
스템 335와 유사함)를 가진 인식 시스템(543;REC), 제어기(544;CONT)(도 3의 제어기 350과 유사함), 모델 선택기
(545;SEL)(도 3의 선택기 360과 유사함) 및 모델을 저장하기 위한 저장기(546)(도 3의 저장기 340과 유사함)를 포
함한다.
    

(57) 청구의 범위

청구항 1.

말해진 워드들의 시퀀스를 인식하기 위한 거대한 어휘 스피치 인식 시스템으로서,

상기 말해진 워드들의 시퀀스를 나타내는 시간 순서 입력 패턴을 수신하기 위한 입력 수단; 및

스피치 인식기와 관련된 큰 어휘 인식 모델을 사용하여 상기 어휘로부터 입력 패턴을 일련의 워드들로서 인식하도록 동
작하는 상기 큰 어휘 스피치 인식기를 포함하는, 상기 거대한 어휘 스피치 인식 시스템에 있어서,

상기 시스템은 복수의 N개의 큰 어휘 스피치 인식기들을 포함하고, 상기 인식기 각각은 각각 다른 큰 어휘 인식 모델과 
연관되고, 각각의 상기 인식 모델들은 상기 거대한 어휘의 특정 부분의 목표가 되며,

상기 시스템은 복수의 스피치 인식기들로 입력 패턴을 향하게 하고, 상기 복수의 스피치 인식기들에 의해 인식된 워드 
시퀀스들로부터 인식된 워드 시퀀스를 선택하도록 동작하는 제어기를 포함하는 어휘 스피치 인식 시스템.

청구항 2.

제 1 항에 있어서, 상기 시스템은 M개의 큰 어휘 인식 모델들을 포함하고, M> N이고, 상기 시스템은 인식 컨텍스트(
recognition context)에 따라 상기 스피치 인식기들 중 적어도 하나에 대하여 M 모델들로부터 관련된 인식 모델을 선
택하도록 동작하는 모델 선택기를 포함하는 어휘 스피치 인식 시스템.

청구항 3.
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제 2 항에 있어서, 상기 스피치 입력이 관련된 서류는 적어도 하나의 인식 컨텍스트를 결정하는 어휘 스피치 인식 시스
템.

청구항 4.

제 3 항에 있어서, 상기 서류는 HTML 페이지와 같은 웹 페이지이고, 상기 서류의 컨텍스트(들)는 서류 또는 서류와 
관련된 것에 명세되는 어휘 스피치 인식 시스템.

청구항 5.

제 3 항에 있어서, 모델 선택기는 상기 서류내의 또는 상기 서류와 관련되는 워드들에 따라 상기 인식 모델을 선택하도
록 동작하는 어휘 스피치 인식 시스템.

청구항 6.

제 2 항에 있어서, 상기 모델 선택기는,

상기 인식기들 중 하나에 의해 아직 사용되지 않은 N-M 인식 모델들로부터 검사 인식 모델을 선택하고,

상기 검사 인식 모델로 적어도 일부의 입력 패턴을 인식하도록 검사 인식기를 제어하고,

만약 상기 검사 인식기의 인식 결과가 상기 인식기들 중 하나의 인식 결과보다 좋으면, 검사 인식 모델로 인식을 수행하
도록 동작하는 어휘 스피치 인식 시스템.

청구항 7.

제 1 항에 있어서, 상기 인식 모델들은 보다 일반적인 컨텍스트를 가진 모델로부터 보다 특정한 컨텍스트를 가진 모델
까지 계층적으로 배열되고, 상기 모델 선택기는 만약 계층적으로 보다 높은 레벨에서 계층적으로 관련된 보다 일반적인 
모델로의 인식이 다른 인식 모델과 관련된 적어도 하나의 인식기의 결과와 비교하여 우수한 인식 결과들을 얻는다면 보
다 특정한 모델로 인식을 수행하도록 동작되는 어휘 스피치 인식 시스템.

청구항 8.

제 1 항에 있어서, 상기 시스템은 인터넷 같은 네트워크를 통하여 접속된 사용자 스테이션 및 서버 스테이션을 포함하
고, 상기 사용자 스테이션은 사용자로부터 입력 패턴을 수신하고 입력 패턴을 나타내는 신호를 상기 서버 스테이션으로 
전달하도록 동작하고, 상기 서버 스테이션은 인식기들 및 제어기를 포함하는 어휘 스피치 인식 시스템.
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