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ABSTRACT
Methods and systems may provide for obtaining a query image of a scene, wherein the query image includes embedded information and represents the scene at a time of capture. The embedded information may include location data and perspective data. Additionally, user input may be received, wherein the user input identifies a different time than the time of capture. A time-shifted image of the scene may be obtained based on the user input and the embedded information in the query image. Crowd sources and/or public information sources may also be used to obtain the time-shifted image. In one example, the time-shifted image represents the scene at the different time.
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TIME-SHIFTING IMAGE SERVICE

BACKGROUND

Technical Field
Embodiments generally relate to image processing. More particularly, embodiments relate to the dynamic generation of time-shifted images.

Discussion
Conventional photography may involve the relatively static processes of capturing a digital image and storing the image for later viewing or editing. While more recent developments may have enabled the embedding of location data into digital images, the usage of the embedded information may be limited to mapping applications, which may also be relatively static in nature.

BRIEF DESCRIPTION OF THE DRAWINGS

The various advantages of the embodiments of the present invention will become apparent to one skilled in the art by reading the following specification and appended claims, and by referencing the following drawings, in which:

FIG. 1A is an illustration of an example of an imaging timeline for a concurrent capture and view scenario according to an embodiment;

FIG. 1B is an illustration of an example of a scheme of using an image capture device to time-shift images in a concurrent capture and view scenario according to an embodiment;

FIG. 2A is an illustration of an example of an imaging timeline for a delayed capture and view scenario according to an embodiment;

FIG. 2B is an illustration of an example of a scheme of using a viewing application to time-shift images in a delayed capture and view scenario according to an embodiment;

FIG. 3 is a block diagram of an example of a networking architecture according to an embodiment;

FIG. 4 is a block diagram of an example of a client device environment according to an embodiment;

FIG. 5 is a block diagram of an example of a server architecture according to an embodiment;

FIG. 6A is a flowchart of an example of a method of operating a client device at a time of capture according to an embodiment;

FIG. 6B is a flowchart of an example of a method of operating a client device at a time of viewing according to an embodiment;

FIG. 7 is a flowchart of an example of a method of operating a time-shifted image server according to an embodiment;

FIG. 8 is a block diagram of an example of a processor core according to an embodiment; and

FIG. 9 is a block diagram of an example of a system according to an embodiment.

DETAILED DESCRIPTION

Turning now to FIG. 1A, an imaging timeline 10 is shown in which information 12 (12a, 12b) such as location data 12a and perspective data 12b is embedded into a digital image 18 of a scene captured at a time of capture (e.g., t0). As will be discussed in greater detail, the embedded information 12 may enable retrieval of similar time-shifted images such as, for example, an image 14 or an image 16, wherein the images 14, 16 may also include embedded location data and perspective data. In the illustrated example, the image 14 represents the same scene at an earlier time (e.g., t1), and the image 16 represents the same scene at another earlier time (e.g., t2). More particularly, a user may view the image 18 at the time of capture and use the viewed image 18 as a query image to retrieve time-shifted versions of the image 18 being viewed. As will be discussed in greater detail, the user may also view images after they are captured and use the viewed images to obtain time-shifted versions that represent the scene at a time either before or after the viewed image was captured.

The time-shifted images may be retrieved from a local data store, a remote imaging service, a crowd source (e.g., social networking database), or a remote service associated with a particular user, and so forth. The ability to retrieve time-shifted images from other sources may be particularly advantageous. For example, the user may be able to see what a particular scene looked like at another time (e.g., the year 1912) even though the user was not located at the scene during the other time.

Moreover, the embedded information 12 may generally facilitate the search for and retrieval of images related to the same scene. For example, the location data 12a may be obtained from a local global positioning system (GPS) of a device that captures the image 18, whereas the perspective data 12b may be obtained from a local sensor such as, for example, an accelerometer, gyroscope and/or compass of the device that captures the image 18. Comparing the embedded information 12 between images may enable a determination as to whether the images are of the same scene. Other information such as environmental data (e.g., temperature, moisture, ambient light intensity, wind speed, etc.) and personalization data (e.g., text/audio annotations, social networking comments), may also be embedded into the images 14, 16, 18. In one example, the environmental data is also used in the search and/or comparison processes, as well as for transformational algorithms to operate on the images 14, 16, 18, and so forth.

Additionally, each image 14, 16, 18 may contain relatively dynamic content as well as relatively static content. For example, the illustrated image 14 includes weather-related content (e.g., rain), the illustrated image 16 includes astronomy-related content (e.g., the sun) and subjects 19 (19a, 19b), and the illustrated image 18 includes astronomy-related content (e.g., the moon), wherein such content may be considered dynamic. On the other hand, each image 14, 16, 18 may also include static content such as the landscape. Other content such as skylines, buildings, etc., might also be considered static content. As will be discussed in greater detail, both types of content may be automatically identified (e.g., via object recognition analysis) and either included in or excluded from the time-shifted images based on the identification. Moreover, one or more of the images 14, 16, 18 may be overlaid with other images and/or content to further personalize the time-shifted image that is presented to the user.

FIG. 1B shows an image capture device 20 having an image preview window/display 22 that, at time t3, displays the image 18 of the scene when the image capture device 20 is aimed at the scene. In the illustrated example, the user may operate one or more buttons 24 (24a, 24b) in order to input a time-shift request into the device 20, wherein the time-shift request may identify a different time than the current time. For example, the different time might correspond to the earlier time t0, in which case the image 14 may be retrieved by the device 20 and output via the preview display 22. If, on the other hand, the user input (e.g.,
time-shift request) corresponds to the earlier time \( t_0 \), the image 16 may be retrieved by the device 20 and output via the preview display 22.

Of particular note is that in the illustrated example, the subject 19b (FIG. 1A) is excluded from the image 16 when it is displayed as a time-shifted image. In this regard, the subject 19b (FIG. 1A) may be identified via, for example, facial recognition or manual selection at the time of image capture (e.g., \( t_1 \)) or at a later time, wherein the user may institute a policy that excludes recognized subjects (e.g., family and friends) before publishing/sharing the image 16 with others. Such a solution may be advantageous from a privacy standpoint. Alternatively, the displayed subject 19a might be recognized whereas the subject 19b may not be recognized, wherein the user may institute a policy to exclude subjects that are not recognized (e.g., keep only family and friends) in order to personalize the image 16 for the user in question. In either instance, object recognition may be used to customize the time-shifting experience from the perspective of the user. Moreover, the object recognition and other personalization functions may be performed by the local image capture device, a remote time-shifted image server, etc., or any combination thereof.

FIG. 2A shows an imaging timeline 11 in which the image 16 is captured by an image capture device at a particular time (e.g., time of capture, \( t_0 \)) and viewed at a later time (e.g., time of viewing, \( t_1 \)). The displayed image may take place on the device that captured the image 16 or on another device such as a desktop computer, notebook computer, smart tablet, smart television, and so forth. In the illustrated example, the user may request a time-shifted version of the image 16, wherein the time-shifted version might reflect the same scene at an earlier time (e.g., \( t_1 \)) from the perspective of the time of capture or a later time (e.g., \( t_2 \)) from the perspective of the time of capture. Indeed, the time-shift request may indicate the time of viewing (e.g., “how it looks now”, \( t_2 \)). As already noted, the time-shifted images may include or exclude certain personalization data, depending upon the circumstances.

Turning now to FIG. 2B, a computing device 26 is shown in which a display 28 shows the image 16 of the scene at some time after the image 16 is captured (e.g., \( t_1 \)). The illustrated display 28 also shows a slider bar 30 that enables the user to input a time-shift request into the computing device 26, wherein the time-shift request may identify a different time than the time at which the image 16 was captured. For example, the different time may correspond to the earlier time \( t_0 \), in which case the image 14 may be retrieved by the computing device 26 and output via the display 28. If, on the other hand, the user input (e.g., time-shift request) corresponds to the later time \( t_1 \), the image 18 may be retrieved and output via the display 28. In the illustrated example, the subject 19b is also overlaid on the image 18 to show what the later scene would have looked like with the subject 19b present. Other user customizations/personalizations may also be implemented.

FIG. 3 shows a networking architecture 32 in which the image capture device 20 and the computing device 26 communicate over a network 34 with a server 38 and/or a server 38. One or more of the servers 36, 38 may be configured to function as time-shifted image servers. Thus, the servers 36, 38 may receive query images and time-shift requests from the image capture device 20 and/or computing device 26, and retrieve time-shifted images in response to the time-shift requests. In the illustrated example, the server 36 is coupled to a crowd database 40 (e.g., crowd source), and the server 38 is coupled to a user specific database 42.

The servers 36, 38 may also communicate with one another over the network 34 or via another appropriate connection. Accordingly, the embedded information in the query images and the associated time-shift requests may be used by the servers 36, 38 to obtain time-shifted images from the crowd database 40 and/or user specific database 42, wherein the time-shifted images contain the same scenes as the query images.

Turning now to FIG. 4, a client device 44 is shown, wherein the client device 44 may be used to retrieve time-shifted images for a query image that is being captured/previewed or viewed at a time after the query image has been captured. Thus, the client device 44 may be substituted for the image capture device 20 (FIG. 2A) and/or the computing device 26 (FIG. 2B), already discussed. In the illustrated example, the client device 44 includes a logic architecture 46 (46a-46c) that is generally configured to issue query images and time-shift requests to remote servers such as, for example, the servers 36, 38 (FIG. 3). The logic architecture 46 may include a query module 46a to obtain query images of scenes, wherein the query images include embedded information and represent the scenes at particular moments in time.

The embedded information may include location data and/or perspective data, as already discussed. In one example, one or more of the query images are received from a local data store 48 (e.g., in a delayed capture and view scenario). One or more of the query images may also be received from local image capture component 50 (e.g., in a concurrent capture and view scenario). Moreover, if the images are received from the local image capture component 50, the query module 46a may use one or more local sensors 52 to add the embedded information to the query images. The embedded information may also include environmental data obtained from one or more infrastructure sensors 54. The environmental data may include, for example, temperature data, moisture data, ambient light intensity data, wind speed data, and so forth. Additionally, the embedded information may include personalization data such as text/audio annotations, social networking comments, information from public and/or crowd sources, and so forth. In this regard, the architecture 46 may include a personalization module 46c to modify captured and/or stored images with the personalization data, wherein the modification may include adding and/or deleting information from the images as instructed by the user. In one example, an encryption module 46e encrypts the embedded information so that the user may control access to the images as well as the embedded information.

The illustrated logic architecture 46 also includes a user interface (UI) 46b to receive user input identifying times that are different from the times of capture, and an image retrieval module 46c that obtains time-shifted images of the scenes based on the user input and the embedded information. The time-shifted images may represent the scenes at the different times identified in the user input, as already discussed. In one example, the image retrieval module 46c uses a network controller 56 to obtain the time-shifted images from a remote server. In particular, the image retrieval module 46c may transmit the query images with the embedded information to the remote server via the network controller 56, transmit the time-shift requests to the remote server via the network controller 56 based on the user input, and receive the time-shifted images from the remote server via the network controller 56.

FIG. 5 shows a logic architecture 58 (58a-58f) of a time-shifted image server such as, for example, the servers 36, 38 (FIG. 3). The logic architecture 58 may therefore
generally be used to provide time-shifted images to client devices such as the client device 44 (FIG. 4), already discussed. In the illustrated example, a query module 58a receives query images of scenes, wherein each query image may include embedded information and represent the scene at a time of capture. The embedded information may include location data, perspective data, environmental data and/or personalization data, as already discussed. The query module 58a may also receive time-shift requests, wherein each time shift request identifies a different time than the time of capture. In one example, the time-shift requests are also embedded in the query images. The illustrated architecture 58 also includes an image delivery module 58b to generate responses that include the time-shifted images based on the query images and the time-shift requests.

In particular, the image delivery module 58b may use the embedded information to obtain the time-shifted images from one or more of a crowd source via a crowd source interface 58c and a data store via a data store interface 58d. In one example, the data store is associated with the user that originated the time-shift request (e.g., a particular user). The architecture 58 may also include a combination module 58e that combines a plurality of images to obtain one or more of the time-shifted images, wherein the plurality of images may include a corresponding query image. Additionally, the illustrated architecture 58 includes a personalization module 58f that is configured to conduct an object recognition analysis on the query image. The personalization module 58f may also remove one or more objects from the query image based on the object recognition analysis to obtain a personalized image, wherein the personalized image is used to obtain the time-shifted image. The object recognition analysis may also be used to add one or more objects to the time-shifted image, as already discussed.

FIG. 6A shows a method 61 of operating a client device at a time of capture. The method 61 might be implemented in a client device such as, for example, the client device 44 (FIG. 4) as a set of logic/module instructions stored in a machine- or computer-readable medium of a memory such as RAM, ROM, PROM, firmware, flash memory, etc., in configurable logic such as, for example, PLAs, FPGAs, CPLDs, in fixed-functionality logic hardware using circuit technology such as, for example, ASIC, CMOS or TTL technology, or any combination thereof. Illustrated processing block 62 provides for obtaining a query image of a scene, wherein the query image represents the scene at a time of capture. Illustrated block 68 receives user input, wherein the user input identifies a different time than the time of capture. Illustrated block 70 provides for obtaining a time-shifted image based on the embedded information and the user input. Block 70 may also provide for personalizing the time-shifted image upon receipt. In one example, the time-shifted image is obtained from a time-shifted image server such as, for example, the servers 36, 38 (FIG. 3), already discussed.

FIG. 7 shows a method 72 of operating a time-shifted image server. The method 72 might be implemented in a server such as, for example, one or more of the servers 36, 38 (FIG. 3) as a set of logic/module instructions stored in a machine- or computer-readable medium of a memory such as RAM, ROM, PROM, firmware, flash memory, etc., in configurable logic such as, for example, PLAs, FPGAs, CPLDs, in fixed-functionality logic hardware using circuit technology such as, for example, ASIC, CMOS or TTL technology, or any combination thereof. Illustrated processing block 74 provides for receiving a query image of a scene, wherein the query image includes embedded information and represents the scene at a time of capture. In one example, the embedded information includes location data and perspective data, as already discussed. Block 76 may receive a time-shift request, wherein the time-shift request identifies a different time than the time of capture. A response may be generated at block 78, wherein the response includes a time-shifted image based on the query image and the time-shift request.

A determination may be made at block 80 as to whether the time-shifted image will be personalized. The determination at block 80 may take into consideration one or more user settings and/or authorization responses to user prompts. If personalization is authorized, illustrated block 82 adds personalization data to the time-shifted image by, for example, adding user selected faces, removing unknown faces, adding or deleting social networking comments and information from public and/or crowd sources, and so forth. Personalization may alternatively take place at the client device. The time-shifted image may be sent to the client device for display to the user at block 84.

FIG. 8 illustrates a processor core 200 according to one embodiment. The processor core 200 may be the core for any type of processor, such as a micro-processor, an embedded processor, a digital signal processor (DSP), a network processor, or other device to execute code. Although only one processor core 200 is illustrated in FIG. 8, a processing element may alternatively include more than one of the
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As shown in FIG. 9, each of processing elements 1070 and 1080 may be multicore processors, including first and second processor cores (i.e., processor cores 1074a and 1074b and processor cores 1084a and 1084b). Such cores 1074, 1074b, 1084a, 1084b may be configured to execute instruction code in a manner similar to that discussed above in connection with FIG. 8.

Each processing element 1070, 1080 may include at least one shared cache 1896. The shared cache 1896a, 1896b may store data (e.g., instructions) that are utilized by one or more components of the processor, such as the cores 1074a, 1074b and 1084a, 1084b, respectively. For example, the shared cache may locally cache data stored in a memory 1032, 1034 for faster access by components of the processor. In one or more embodiments, the shared cache may include one or more mid-level caches, such as level 2 (L2), level 3 (L3), level 4 (L4), or other levels of cache, a last level cache (L1C), and/or combinations thereof.

While shown with only two processing elements 1070, 1080, it is to be understood that the scope of the present invention is not so limited. In other embodiments, one or more additional processing elements may be present in a given processor. Alternatively, one or more of processing elements 1070, 1080 may be an element other than a processor, such as an accelerator or a field programmable gate array. For example, additional processing element(s) may include additional processors(s) that are the same as a first processor 1070, additional processor(s) that are heterogeneous or asymmetric to processor a first processor 1070, accelerators (such as, e.g., graphics accelerators or digital signal processing (DSP) units), field programmable gate arrays, or any other processing element. There can be a variety of differences between the processing elements 1070, 1080 in terms of a spectrum of metrics of merit including architectural, micro architectural, thermal, power consumption characteristics, and the like. These differences may effectively manifest themselves as asymmetry and heterogeneity amongst the processing elements 1070, 1080.

For at least one embodiment, the various processing elements 1070, 1080 may reside in the same die package. First processing element 1070 may further include memory controller logic (MC) 1072 and point-to-point (P-P) interfaces 1076 and 1078. Similarly, second processing element 1080 may include a MC 1082 and P-P interfaces 1086 and 1088. As shown in FIG. 9, MC’s 1072 and 1082 couple the processors to respective memories, namely a memory 1032 and a memory 1034, which may be portions of main memory locally attached to the respective processors. While the MC logic 1072 and 1082 is illustrated as integrated into the processing elements 1070, 1080, for alternative embodiments the MC logic may be discrete logic outside the processing elements 1070, 1080 rather than integrated therein.

The first processing element 1070 and the second processing element 1080 may be coupled to an IO subsystem 1090 via P-P interconnects 1076, 1086 and 1084, respectively. As shown in FIG. 9, the IO subsystem 1090 includes P-P interfaces 1094 and 1098. Furthermore, IO subsystem 1090 includes an interface 1092 to couple 10 subsystem 1090 with a high performance graphics engine 1038. In one embodiment, the bus 1049 may be used to couple graphics engine 1038 to IO subsystem 1090. Alternately, a point-to-point interconnect 1039 may couple these components.

In turn, IO subsystem 1090 may be coupled to a first bus 1016 via an interface 1096. In one embodiment, the first bus 1016 may be a Peripheral Component Interconnect (PCI) bus, or a bus such as a PCI Express bus or another third
As shown in FIG. 9, various IO devices 1014 (e.g., image capture components) may be coupled to the first bus 1016, along with a bus bridge 1018 which may couple the first bus 1016 to a second bus 1020. In one embodiment, the second bus 1020 may be a low pin count (LPC) bus. Various devices may be coupled to the second bus 1020 including, for example, a keyboard/mouse 1012, network controllers/communication device(s) 1026 (which may in turn be in communication with a computer network), and a data storage unit 1019 such as a disk drive or other mass storage device which may include code 1030, in one embodiment. In one example, web content is received via the communication devices 1026. The code 1030 may include instructions for performing embodiments of one or more of the methods described above. Thus, the illustrated code 1030 may implement the client device logic architecture 46 (FIG. 4) and/or the server logic architecture 58 (FIG. 5), and may be similar to the code 213 (FIG. 8), already discussed. Further, an audio IO 1024 may be coupled to second bus 1020.

Note that other embodiments are contemplated. For example, instead of the point-to-point architecture of FIG. 9, a system may implement a multi-drop bus or another such communication topology. Also, the elements of FIG. 9 may alternatively be partitioned using more or fewer integrated chips than shown in FIG. 9.

Techniques described herein may therefore enable images to be viewed with dynamically changing information in addition to being able to view them as they appeared at the time of capture. Accordingly, a “how it looks today” view or “how it looked at xyz time” solution may be achieved. The real-time service may be hosted with information maintained by a service provider as well as with information gathered through crowd sourcing. The information may be used to enhance the user’s photograph as it is captured or when it is viewed later.

Notes and Additional Examples

Example one may include a method of time-shifting images that involves obtaining a query image of a scene, wherein the query image includes embedded information and represents the scene at a time of capture, and wherein the embedded information includes location data and perspective data. The method may further provide for receiving user input that identifies a different time than the time of capture, and obtaining a time-shifted image of the scene based on the user input and the embedded information in the query image, wherein the time-shifted image represents the scene at the different time.

Additionally, obtaining the query image in example one may include receiving the query image from one of a local data store and a local image capture component.

Additionally, if the query image in example one is received from the local image capture component, the method may further include adding the embedded information to the query image.

Moreover, example one may further include obtaining environmental data from one or more infrastructure sensors, wherein the embedded information further includes the environmental data, and wherein the environmental data includes one or more of temperature data, moisture data, ambient light intensity data and wind speed data.

In addition, example one may further include obtaining personalization data from one or more of a user interface and a crowd source interface, wherein the embedded information embedded further includes the personalization data.

In addition, example one may further include encrypting the embedded information.

Moreover, the different time of example one may be earlier than the time of capture.

Additionally, the different time of example one may be later than the time of capture and earlier than a time of viewing the query image.

Additionally, using the user input and the embedded information to obtain the time-shifted image in any one of the example one methods may include transmitting the query image with the embedded information to a remote server, transmitting a time-shift request to the remote server based on the user input, and receiving the time-shifted image from the remote server.

Example two may include at least one computer readable storage medium comprising a set of instructions which, when executed by a processor, cause a device to perform any one of the example one methods.

Example three may include an apparatus to time-shift images, wherein the apparatus includes a query module to obtain a query image of a scene, wherein the query image is to include embedded information and represent the scene at a time of capture, and wherein the embedded information is to include location data and perspective data. The apparatus may also include a user interface to receive user input that identifies a different time than the time of capture, and an image retrieval module to obtain a time-shifted image of the scene based on the user input and the embedded information in the query image, wherein the time-shifted image represents the scene at the different time.

Additionally, the query module of example three may receive the query image from one of a local data store and a local image capture component.

Additionally, if the query image of example three is received from the local image capture component, the query module may add the embedded information to the query image.

Moreover, the query module of example three may obtain environmental data from one or more infrastructure sensors, wherein the embedded information is to further include the environmental data, and wherein the environmental data is to include one or more of temperature data, moisture data, ambient light intensity data and wind speed data.

In addition, the apparatus of example three may include a personalization module to obtain personalization data from one or more of a user interface and a crowd source interface, wherein the embedded information is to further include the personalization data.

In addition, the apparatus of example three may include an encryption module to encrypt the embedded information.

Moreover, the different time of example three may be earlier than the time of capture.

Additionally, the different time of example three may be later than the time of capture and earlier than a time of viewing the query image.

Additionally, the image retrieval module of any one of the example three apparatuses may transmit the query image with the embedded information to a remote server, transmit a time-shift request to the remote server based on the user input, and receive the time-shifted image from the remote server.

Example four may include an apparatus to time-shift images, wherein the apparatus includes means for performing any one of the example one methods.

Example five may include an apparatus to time-shift images, wherein the apparatus includes means for performing any one of the example one methods.
Example five may include a method of serving time-shifted images that involves receiving a query image of a scene, wherein the query image includes embedded information and represents the scene at a time of capture, and wherein the embedded information includes location data and perspective data. The method may also provide for receiving a time-shift request, wherein the time-shift request identifies a different time than the time of capture, and generating a response that includes a time-shifted image based on the query image and the time-shift request.

Additionally, generating the response of the example five method may include using the embedded information to obtain the time-shifted image from one or more of a crowd source and a data store associated with a particular user.

Additionally, generating the response of the example five method may include combining a plurality of images to obtain the time-shifted image, and wherein the plurality of images includes the query image.

Moreover, generating the response of the example five method may include conducting an object recognition analysis on the query image, and removing one or more objects from the query image based on the object recognition analysis to obtain a personalized image, wherein the personalized image is used to obtain the time-shifted image.

In addition, the different time of any one of the example five methods may be earlier than the time of capture.

Example six may include at least one computer readable storage medium comprising a set of instructions which, when executed by a processor, causes a computer to perform any one of the example five methods.

Example seven may include an apparatus to serve time-shifted images, wherein the apparatus includes a query module to receive a query image of a scene, wherein the query image is to include embedded information and represent the scene at a time of capture, and wherein the embedded information includes location data and perspective data. The query module may also receive a time-shift request, wherein the time-shift request is to identify a different time than the time of capture. The apparatus may also include an image delivery module to generate a response that includes a time-shifted image based on the query image and the time-shift request.

Additionally, the apparatus of example seven may include a crowd source interface to obtain the time-shifted image from one or more of a crowd source and a data store interface to obtain the time-shifted image from a data store associated with a particular user.

Additionally, the apparatus of example seven may include a combination module to combine a plurality of images to obtain the time-shifted image, and wherein the plurality of images is to include the query image.

Moreover, the apparatus of example seven may include a personalization module to conduct an object recognition analysis on the query image, and remove one or more objects from the query image based on the object recognition analysis to obtain a personalized image, wherein the personalized image is used to obtain the time-shifted image.

In addition, the different time of any one of the example seven apparatuses may be earlier than the time of capture.

Example eight may include an apparatus to serve time-shifted images, wherein the apparatus includes means for performing any one of the example five methods.

Embodiments described herein are applicable for use with all types of semiconductor integrated circuit ("IC") chips. Examples of these IC chips include but are not limited to processors, controllers, chipset components, programmable logic arrays (PLAs), memory chips, network chips, and the like. In addition, in some of the drawings, signal conductor lines are represented with lines. Some may be different, to indicate more constituent signal paths, have a number label, to indicate a number of constituent signal paths, and/or have arrows at one or more ends, to indicate primary information flow direction. This, however, should not be construed in a limiting manner. Rather, such added detail may be used in connection with one or more exemplary embodiments to facilitate easier understanding of a circuit. Any represented signal lines, whether or not having additional information, may actually comprise one or more signals that may travel in multiple directions and may be implemented with any suitable type of signal scheme, e.g., digital or analog lines implemented with differential pairs, optical fiber lines, and/or single-ended lines.

Example sizes/models/values/ranges may have been given, although embodiments of the present invention are not limited to the same. As manufacturing techniques (e.g., photolithography) mature over time, it is expected that devices of smaller size could be manufactured. In addition, well known power/ground connections to IC chips and other components may or may not be shown within the figures, for simplicity of illustration and discussion, and so as not to obscure certain aspects of the embodiments of the invention.

Further, arrangements may be shown in block diagram form in order to avoid obscuring embodiments of the invention, and also in view of the fact that specifics with respect to implementation of such block diagram arrangements are highly dependent upon the platform within which the embodiment is to be implemented, i.e., such specifics should be well within purview of one skilled in the art. Where specific details (e.g., circuits) are set forth in order to describe example embodiments of the invention, it should be apparent to one skilled in the art that embodiments of the invention can be practiced without, or with variation of, these specific details. The description is thus to be regarded as illustrative instead of limiting.

The term "coupled" may be used herein to refer to any type of relationship, direct or indirect, between the components in question, and may apply to electrical, mechanical, fluid, optical, electromagnetic, electromechanical or other connections. In addition, the terms "first", "second", etc. may be used herein only to facilitate discussion, and carry no particular temporal or chronological significance unless otherwise indicated.

Those skilled in the art will appreciate from the foregoing description that the broad techniques of the embodiments of the present invention can be implemented in a variety of forms. Therefore, while the embodiments of this invention have been described in connection with particular examples thereof, the true scope of the embodiments of the invention should not be so limited since other modifications will become apparent to the skilled practitioner upon a study of the drawings, specification, and following claims.

We claim:

1. A method comprising:

obtaining a query image of a particular scene, wherein the query image includes embedded information and represents the particular scene at a time of capture and wherein obtaining the query image includes receiving the query image from one of a local data store and a local image capture component and wherein if the
query image is received from the local image capture component, the method further includes adding the embedded information to the query image, and wherein the embedded information includes location data and perspective data wherein the perspective data is obtained from a local sensor of the device that captures the image data, the local sensor being selected from one or more of an accelerometer, a gyroscope, or a compass and wherein the embedded information further includes environmental data from one or more infrastructure sensors, and wherein the environmental data includes one or more of temperature data, moisture data, ambient light intensity data and wind speed data; receiving user input that identifies a different time than the time of capture; and obtaining a time-shifted image of the particular scene based on the user input and the embedded information in the query image, wherein the time-shifted image represents the particular scene at the different time and wherein using the user input and the embedded information to obtain the time-shifted image includes:

transmitting the query image with the embedded information to a remote server;

transmitting a time-shift request to the remote server based on the user input; and

receiving the time-shifted image having the location data from the remote server.

2. The method of claim 1, further including obtaining personalized data from one or more of a user interface and a crowd source interface, wherein the embedded information further includes the personalized data.

3. The method of claim 1, further including encrypting the embedded information.

4. The method of claim 1, wherein the different time is earlier than the time of capture.

5. The method of claim 1, wherein the different time is later than the time of capture and earlier than a time of viewing the query image.

6. At least one computer readable medium comprising a set of instructions which, when executed by a processor, cause a device to:

obtain a query image of a particular scene from one of a local data store and a local image capture component, wherein the query image is to include embedded information and represent the particular scene at a time of capture and wherein if the query image is received from the local image capture component, the instructions, when executed, add the embedded information to the query image, and wherein the embedded information is to include location data and perspective data wherein the perspective data is obtained from a local sensor of the device that captures the image data, the local sensor being selected from one or more of an accelerometer, a gyroscope, or a compass and wherein the embedded data is to further include environmental data that includes one or more of temperature data, moisture data, ambient light intensity data and wind speed data; receive user input that identifies a different time than the time of capture; and

obtain a time-shifted image of the particular scene based on the user input and embedded information in the query image, wherein the time-shifted image represents the particular scene at the different time; and

wherein the instructions, when executed, further cause the device to:

transmit the query image with the embedded information to a remote server;

transmit a time-shift request to the remote server based on the user input; and

receive the time-shifted image having the location data from the remote server.

7. The at least one computer readable storage medium of claim 6, wherein the instructions, when executed, cause the device to obtain personalized data from one or more of a user interface and a crowd source interface, wherein the embedded information is to further include the personalized data.

8. The at least one computer readable storage medium of claim 6, wherein the different time is to be earlier than the time of capture.

9. The at least one computer readable storage medium of claim 6, wherein the different time is to be later than the time of capture and earlier than a time of viewing the query image.

10. The at least one computer readable storage medium of claim 6, wherein the different time is to be earlier than the time of capture.

11. A method comprising:

receiving a query image of a particular scene, wherein the query image includes embedded information and represents the particular scene at a time of capture, and wherein the embedded information includes location data and perspective data wherein the perspective data is obtained from a local sensor of the device that captures the image data, the local sensor being selected from one or more of an accelerometer, a gyroscope, or a compass and wherein the embedded data is to further include environmental data that includes one or more of temperature data, moisture data, ambient light intensity data and wind speed data; receiving a time-shift request, wherein the time-shift request identifies a different time than the time of capture; and generating a response that includes a time-shifted image of the particular scene based on the query image and the time-shift request wherein generating the response includes:

conducting an object recognition analysis on the query image; and

removing one or more objects from the query image based on the object recognition analysis to obtain a personalized image, wherein the personalized image is used to obtain the time-shifted image having the location data associated with the query image.

12. The method of claim 11, wherein generating the response includes using the embedded information to obtain the time-shifted image from one or more of a crowd source and a data store associated with a particular user.

13. The method of claim 11, wherein generating the response includes combining a plurality of images to obtain the time-shifted image, and wherein the plurality of images includes the query image.

14. The method of claim 11, wherein the different time is earlier than the time of capture.

15. The method of claim 11, wherein the different time is later than the time of capture.

16. At least one computer readable medium comprising a set of instructions which, when executed by a processor, cause a computer to:

receive a query image of a particular scene, wherein the query image is to include embedded information and represent the particular scene at a time of capture, and wherein the embedded information includes location data and perspective data wherein the perspective data
is obtained from a local sensor of the device that captures the image data, the local sensor being selected from one or more of an accelerometer, a gyroscope, or a compass and wherein the embedded data is to further include environmental data that includes one or more of temperature data, moisture data, ambient light intensity data and wind speed data;

receive a time-shift request, wherein the time-shift request is to identify a different time than the time of capture;

and

generate a response that includes a time-shifted image of the particular scene based on the query image and the time-shift request and wherein the instructions, when executed, further cause a computer to:

conduct an object recognition analysis on the query image;

and

remove one or more objects from the query image based on the object recognition analysis to obtain a personalized image, wherein the personalized image is used to obtain the time-shifted image having the location data associated with the query image.

17. The at least one computer readable storage medium of claim 16, wherein the instructions, when executed, cause a computer to use the embedded information to obtain the time-shifted image from one or more of a crowd source and a data store associated with a particular user.

18. The at least one computer readable storage medium of claim 16, wherein the instructions, when executed, cause a computer to combine a plurality of images to obtain the time-shifted image, and wherein the plurality of images is to include the query image.

19. The at least one computer readable storage medium of claim 16, wherein the different time is to be earlier than the time of capture.

20. The at least one computer readable storage medium of claim 16, wherein the different time is to be later than the time of capture.

21. An apparatus comprising:

a query module to obtain a query image of a particular scene, wherein the query image is to include embedded information and represent the particular scene at a time of capture and wherein the query module is to receive the query image from one of a local data store and a local image capture component and wherein if the query image is received from the local image capture component, the query module is to add the embedded information to the query image, and wherein the embedded information is to include location data and perspective data wherein the perspective data is obtained from a local sensor of the device that captures the image data, the local sensor being selected from one or more of an accelerometer, a gyroscope, or a compass and wherein the embedded data is to further include environmental data that includes one or more of temperature data, moisture data, ambient light intensity data and wind speed data;

user interface hardware to receive user input that identifies a different time than the time of capture; and

an image retrieval module to:

transmit the query image with the embedded information to a remote server;

transmit a time-shift request to the remote server based on the user input; and

receive a time-shifted image having the location associated with the query image from the remote server, wherein the time-shifted image represents the particular scene at the different time and wherein one or more of the query module or the image retrieval module are implemented at least partly in fixed functionality logic hardware.