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SYSTEMAND METHOD FOR DEVELOPNG 
APPLICATIONS IN WIRELESS AND 

WIRELINE ENVIRONMENTS 

CROSS-REFERENCE TO RELATED PATENT 
APPLICATION 

0001. The present invention is a continuation of U.S. 
patent application Ser. No. 13/340,090, entitled “A System 
and Method for Developing Applications in Wireless and 
Wireline Environments, to Bonefas et al., which is a divi 
sional of U.S. patent application Ser. No. 09/704,535, entitled 
“A System and Method for Developing Applications in Wire 
less and Wireline Environments, to Bonefas et al., filed on 
Nov. 3, 2000, which is now U.S. Pat. No. 8,090,856; which in 
turn is a continuation-in-part application of U.S. patent appli 
cation Ser. No. 09/494,553, entitled “A Messaging Method 
and Apparatus for Sending and Receiving Messages in a 
Client Server Environment Over Multiple Wireless Net 
works, to Zombek et al., filed on Jan. 31, 2000, of common 
assignee to the present invention, the contents of both of 
which being incorporated herein by reference in their entire 
ties. 
0002 The present invention also claims priority from 
Continuation in Part U.S. application Ser. No. 09/694,297, 
entitled “A Messaging Method and Apparatus for Sending 
and Receiving Messages in a Client Server Environment Over 
Multiple Wireless Networks,” to Zombek et al. filed on Oct. 
24, 2000, of common assignee to the present invention, the 
contents of which are incorporated herein by reference in its 
entirety. 

FIELD OF THE INVENTION 

0003. The present invention relates in general to the field 
of communications and more particularly to messaging 
between client devices and servers over multiple wireless 
networks that use different access protocols. 

BACKGROUND OF THE INVENTION 

0004 Recent advances in hardware and communication 
technologies have brought about an era of client computing 
over wired and wireless networks. The proliferation of pow 
erful notebook computers and wireless client devices prom 
ises to provide client end users with network access at any 
time and in any location over various networks, including the 
internet. This continuous connectivity allows users to be 
quickly notified of changing events, and provides them with 
the resources necessary to respond in real-time even when in 
transit. For example, in the financial services industry, online 
traders and financial professionals may be given the power to 
access information in real-time, using wireless client devices. 
0005 Conventionally, however, developers of complex, 
wireless messaging solutions have been forced to develop 
applications that are specific to various device types and 
network access protocols in diverse enterprise architectures 
and platforms. In other words, conventional client computing 
Solutions have been largely platform-specific, network-spe 
cific, or both. For example, messages may be generated by a 
wide variety of applications running on a wide variety of 
client devices, such as Palm computing platform devices, 
Windows CE devices, paging and messaging devices, laptop 
computers, data-capable Smartphones, etc. Depending on the 
type of network used by service providers, the client-gener 
ated messages may be transported over networks having vari 
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ous access protocols, such as, e.g., Cellular Digital Packet 
Data (CDPD), Mobitex, dial-up Internet connections, Code 
Division Multiple Access (CDMA), Global System for 
Mobile Communications (GSM), and ReFlex. As a result, 
current developers of client computing solutions must have 
intimate knowledge of specific network characteristics 
including, e.g., wireless network characteristics, protocol 
environments, and wireless links channel characteristics. 
Therefore, there exists a need to simplify wireless client and 
server application development environments to support the 
wide variety of device and network dependent architectures. 
0006 Messaging Application Programming Interface 
(MAPI) is a messaging architecture and an interface compo 
nent for applications such as electronic mail, Scheduling, 
calendaring and document management. As a messaging 
architecture, MAPI provides a consistent interface for mul 
tiple application programs to interact with multiple messag 
ing systems across a variety of hardware platforms. MAPI 
provides cross platform Support through Such industry stan 
dards as Simple Mail Transfer Protocol (SMTP), X.400 and 
common messaging calls. MAPI is also the messaging com 
ponent of Windows Open Services Architecture (WOSA). 
0007 Accordingly, MAPI is built into such operating sys 
tems as, e.g., Windows 95, Windows 98, Windows NT and 
Windows 2000, available from Microsoft Corporation of 
Redmond, Wash., U.S.A. and can be used by 16-bit and 32-bit 
Windows applications. For example, a word processor can 
send documents and a workgroup application can share and 
store different types of data using MAPI. MAPI separates the 
programming interfaces used by the client applications and 
the service providers. Every component works with a com 
mon, Microsoft Windows-based user interface. For example, 
a single messaging client application can be used to receive 
messages from fax, a bulletin board system, a host-based 
messaging system and a LAN-based system. Messages from 
all of these systems can be delivered to a single “universal 
inbox.’ 

0008 Transmission Control Protocol (FCP) is a transport 
layer protocol used by an application in one host to commu 
nicate with an application in another host. This is accom 
plished by services provided by the protocol layers beneath 
the transport layer in both hosts. As a connection-oriented 
protocol TOP requires the establishment of a connection 
between the two hosts before two applications are able to 
communicate. TOP manages the connection and once both 
applications have communicated all required information 
between themselves the connection is released as if the con 
nection is two simplex connections as opposed to a single 
duplex connection. The information is transferred between 
applications on different hosts is a byte stream. The transport 
layer hides message transfer details such as segmentation, 
ordering and duplication from the applications and provides 
end-to-end acknowledgement. 
0009. The Internet Protocol (IP) layer provides certain 
services to the transport layer protocol including hiding the 
details of the physical and data link layers and the services 
provided by them from the transport layer protocol. The IP 
layer provides a datagram delivery service. A datagram is a 
unit of data less than an entire message. A message may be, 
for example, a file, which may be quite large. Since there is a 
maximum size for a message (or file), the message may have 
to be segmented and transferred in Smaller units. These 
Smaller units are thus called datagrams. Each datagram is sent 
over the network as a separate entity and may, in fact, follow 
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separate paths to the destination host. At the destination host, 
the datagrams are reassembled in proper order (usually in a 
buffer area) by the transport layer. Each node on the network 
sends any datagrams on to a next node only considering the 
final destination and only acknowledges receipt of the data 
gram to the preceding node. That is, the IP layer does not 
provide end-to-end acknowledgement. End-to-end acknowl 
edgement is a service of the transport layer protocol. Should 
any node-to-node acknowledgements not be received by the 
preceding node, the datagram or datagrams unacknowledged 
will be retransmitted. The transport layer in the destination 
host will also acknowledge any duplicated datagrams (else 
receipt of duplicate datagrams will continue resulting in a 
clogged network) and ignore them. 
0010 Routing between network nodes is accomplished by 
means of routing tables. These routing tables can be static or 
dynamic and result in datagrams being forwarded from a 
Source host to a destination host one node at a time. The 
intermediate nodes are often called “hops.” 
0011. The acronym, TCP/IP is also used to refer to a five 
layer protocol model similar to the ISO/OSI seven layer pro 
tocol model. The TCP/IP model does not have the equivalent 
to layers 5 and 6 of the ISO/OSI protocol model. A protocol 
model defines the protocol layers and the interfaces between 
the layers. When implemented in software, hardware or firm 
ware or possibly field programmable gate arrays (FPGAs), 
the implementation provides the actual services. This layered 
approach allows for ease of upgrading so long as the interface 
to the layer immediately above or below is not altered. Lay 
ering also allows for complete substitution. For example, 
should a new physical medium become available then so long 
as the interface between layer two and layer one remain the 
same, an old physical layer implementation module can be 
removed and a new implementation module Substituted. In 
the alternative, the new implementation module could be 
added as another option. That is, the protocol suite defines the 
rules and the implementation provides the services that allow 
the communications to take place between applications on 
different hosts. The implementation of the TCP layer pro 
vides for the application to require a certain Quality of Ser 
vice (QOS) as specified by a set of parameters including but 
not limited to priority, transmission delay, throughput etc. 
0012 Another well-known transport layer protocol is 
known as User Datagram Protocol (UDP), which is a connec 
tionless transport protocol. The basic data transfer unit is the 
datagram. A datagram is divided into header and data areas as 
it is for the IPlayer. An additional header over and above the 
IP header is used. The UDP header contains source and des 
tination addresses (ports), a UDP length field (the length 
includes the 8 byte header and the data) and a UDP checksum. 
The UDP data includes the IP header and data. The IP layer 
Supports UDP as a connectionless transport protocol for use 
in transmitting, for example, one time request-reply type 
messages or applications where time is of greater importance 
than accuracy. 
0013 TCP is used by applications on different hosts to 
communicate over an assumed unreliable network. To 
accomplish Such communication much is added to the proto 
col in order to ensure that the information transferred over the 
network is valid. This addition has a cost and that cost is 
increased overhead with the attendant increase in bandwidth. 
A UDP header is eight bytes, the TOP header is 24 bytes and 
an IP header is a minimum of 20 bytes. Therefore, UDP/IP 
headers are a minimum of 28 bytes and TCP/IP headers area 
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minimum of 44 bytes. This is fairly large in terms of overhead 
and bandwidth utilization particularly over wireless net 
works. There are other significant problems with using stan 
dard TCP/IP over wireless networks principally in the area of 
flow control. The UDP/IP protocol combination, while not 
offering any guarantees to users, is expected to be reliable. 
Wireless networks tend, however, by their nature to be lossy. 
Several solutions have been proposed when the network is not 
homogeneous. That is, when the network has both wireless 
and wireline portions. One suggestion is to use indirect TCP 
and another is to use Snooping. 
(0014. Other protocols such as Serial Line IP (SLIP) and 
Point to Point Protocol (PPP) have been developed. SLIP is 
not a standard and both are for point to point connections only 
so are not available for uses in networks. CDPD vendors 
indicate that they provide an integrated TCP/IP stack but it is 
not known the cost in terms of bandwidth overhead. 
0015 Conventionally, the existing wireless protocols do 
not provide an end-to-end solution over multiple networks 
and multiple client devices. Therefore, in addition to the need 
for a common architecture through a single, user friendly 
methodology for providing effective and reliable wireless 
data solutions for hand-held and laptop computing devices, 
wireless networks, and legacy systems, there also exists a 
need to efficiently and reliably communicate data using mini 
mum bandwidth. 

SUMMARY OF THE INVENTION 

0016. The present invention features a system, method and 
computer program product that in an exemplary embodiment 
is operative to provide a multi-network transport program 
ming interface that can enable client/server applications to be 
written easily, where such applications can allow client appli 
cations running on client devices to communicate messages 
with server applications across one or more wireless and 
wire-line networks. Moreover, the present invention in an 
exemplary embodiment offers features for communicating 
Such messages over wireless networks efficiently, without 
requiring significant bandwidth, a valuable resource in wire 
less networks. 
0017 Briefly, the present invention in an exemplary 
embodiment includes a system for communicating messages 
in a client-server environment over one or more wireless 
networks that can Support different network protocols. In an 
exemplary embodiment, the system of the invention includes 
a client device operative to execute a client application, and a 
back-end server (BES) operative to execute a server applica 
tion. In an exemplary embodiment, a protocol gateway (PG) 
can encapsulate an underlying network protocol of the plu 
rality of wireless networks. In an exemplary embodiment, a 
client application and the server application can communi 
cate messages with each other through the PG independently 
of the underlying network protocol of the wireless network 
used for Such communication. 
0018 Conventional session-based transport protocols 
(e.g. TCP) are designed for LAN-based systems with little 
network latency. These session-based transport protocol 
implementations are extremely chatty and were not designed 
to consider the amount of bytes sent over the network to 
maintain the State of a connection. 
0019 Advantageously, the present invention, in an exem 
plary embodiment, features a highly optimized semi-reliable 
data transport protocol, simple network transport layer 
(SNTL). The transport protocol implementation, in an exem 
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plary embodiment, can optimize the over the air communica 
tion by using a connectionless send and receive mechanism. 
In addition, or alternatively, in an exemplary embodiment, the 
present invention can provide multiple compression mecha 
nisms to reduce the amount of information that needs to be 
sent over the air. In an exemplary embodiment, in order to 
provide a reliable mechanism over a connectionless environ 
ment, the transport protocol implementation can provide for 
message segmentation and reassembly, message retries, or 
message ACK and NACK service for each supported wireless 
network. In an exemplary embodiment, message segments 
that are not acknowledged by the peer protocol layer within 
the configurable time frame can be retried automatically by 
the transport protocol implementation. In order to facilitate 
the request and provision of services, the interfaces between 
layers can be clearly defined for peer-to-peer communication 
between corresponding layers of both sides of a connection. 
That is, the protocol stack on each side (client and server) can 
be symmetrical. This can allow two machines to specify how 
they communicate with one another on a level-to-level basis, 
rather than having to negotiate one giant protocol for the 
entire network. This means that logical communications can 
occurat the peer protocol layer. On the client side for wireless 
communications this can be called a peer wireless protocol 
layer. In an exemplary embodiment, the client or server appli 
cations do not need to be concerned with segmenting the 
message and performing message retries. In addition to per 
forming message retries, the transport protocol implementa 
tion can Support message duplication detection. In an exem 
plary embodiment, to Support this reliable mechanism over a 
connectionless environment, the transport protocol imple 
mentation can add only four to six bytes to each message. In 
an exemplary embodiment, SNTL can include a novel and 
non-obvious hybrid protocol including many of the advan 
tages of TCP but connectionless as is UDP. Further, in an 
exemplary embodiment, there can be less overhead than is 
required by conventional TCP. 
0020. The present invention, in an exemplary embodiment 
can also use a wireless connectivity middle layer gateway, 
which can be developed using a wireless software develop 
ment environment. The environment can insulate a developer 
from the complexities of the underlying details related to 
devices and protocols. 
0021. In an exemplary embodiment, the environment can 
be packaged, advantageously, as a software development 
toolkit (SDK). The developer can work at the application 
layer by using the SDK. The SDK, in an exemplary embodi 
ment, can include, e.g., Software libraries for client and/or 
server application development. The present invention, in an 
exemplary embodiment, can Support Solutions and Software 
engineering using technologies such as, e.g., Windows 
NT/95/98/2000, Open Database Connection (ODBC) com 
pliant databases, Palm OS, and Windows CE client devices, 
and CDPD, Mobitex and dial-up networks. 
0022 Advantageously, wireless technologies and client 
devices can remain transparent to the data source through the 
use of client and server application programming interfaces 
(APIs) that can Support multiple operating environments 
including, for example, Palm OS, RIM, Windows 95, 98, 
2000, CE and NT, UNIX, Linux, and other variations of 
UNIX, etc. These well-defined APIs can use a set of portable 
class libraries to aid in rapid application development. Access 
to the intelligent messaging network of the present invention 
can be via wireless client devices or via a dial-up or leased line 
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or other wireline connection coupled via, e.g., an Internet 
service provider (ISP), a network service provider (NSP), a 
private network, or a virtual private network (VPN). That is, 
enterprise Support, can be provided for and to, wireless clients 
and clients that need to access the intelligent messaging net 
work of the present invention via a wired connection or dial 
up line. This latter group of clients can be called Internet 
proxy clients, i.e., clients that can use a proxy server for 
access to the Internet AS client devices and wireless network 
technologies evolve, this system can ensure that data solu 
tions are Supported. 
0023. In an exemplary embodiment, a software develop 
ment system for developing client applications comprises a 
utility library, a security library and a transport library. The 
transport library is preferably independent from both the 
security library and the utility library. 
0024. The utility library may comprises a first code seg 
ment for handling streaming input/output messages to the 
client application, a second code segment providing compres 
sion services for messages, a third code segment creating a 
message header for messages generated by the client appli 
cation and a fourth code segment building authentication 
messages. 

0025. The transport library may comprise a first code seg 
ment for specifying a target of a message generated by the 
client device, a second code segment notifying a sender of a 
Success or failure of a transmission, a third code segment 
segmented messages over a pre-determined length, a fourth 
code segment assembling segmented messages, a fifth code 
segment resending messages that are not acknowledged 
within a pre-determined time, a sixth code segment handling 
duplicate message segments and a seventh code segment 
handling duplicate messages. 
0026. The security library may comprise a first code seg 
ment establishing a secret key between the client application 
and a server, a second code segment for encrypting messages 
and a third code segment for decrypting messages. 
0027. In a further embodiment, a system and method for 
developing server applications is provided. This embodiment 
may include a computer readable data storage medium com 
prising a software class for Supporting a plurality of servers in 
a intelligent messaging network. The class may comprise a 
first code segment handling registration of the servers with 
the intelligent messaging network, a second code segment for 
connecting the servers to one another, and a third code seg 
ment encapsulating communication between servers. 
0028. In another embodiment, a computer readable stor 
age medium comprising a software class provides graphical 
user interfaces. The class may comprise a first code segment 
providing a base registry key for storage of server settings and 
an user interface for viewing or editing the server settings, a 
second code segment providing screen based error logging, 
and a third code segment for writing system errors to an event 
log. 
0029. Further features and advantages of the invention, as 
well as the structure and operation of various exemplary 
embodiments of the invention, are described in detail below 
with reference to the accompanying drawings. In the draw 
ings, like reference numbers generally indicate identical, 
functionally similar, and/or structurally similar elements. The 
drawing in which an element first appears is indicated by the 
leftmost digits in the corresponding reference number. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

0030 The foregoing and other features and advantages of 
the invention will be apparent from the following, more par 
ticular description of an exemplary embodiment of the inven 
tion, as illustrated in the accompanying drawings. 
0031 FIGS. 1A-1B are a block diagram of an exemplary 
embodiment of a communication system that advantageously 
incorporates messaging system according to the present 
invention; 
0032 FIG. 1C is a high level block diagram of an exem 
plary embodiment of the present invention including an 
exemplary protocol gateway coupled to an exemplary mes 
sage router which is coupled to an exemplary back-end 
server; 
0033 FIG. 1D is an exemplary embodiment illustrating 
messaging routing according to the present invention; 
0034 FIG. 1E is an exemplary embodiment illustrating a 
protocol gateway (PG) startup sequence according to the 
present invention; 
0035 FIG. 1F is an exemplary embodiment illustrating a 
message router (MR) startup sequence according to the 
present invention; 
0036 FIG. 1G is an exemplary embodiment illustrating a 
back end server (BES) startup sequence according to the 
present invention; 
0037 FIG. 2 is a block diagram of an exemplary embodi 
ment of a redirector that interacts with a browser and the 
intelligent messaging network that is part of the system of 
FIG. 1A: 
0038 FIG. 3 depicts an exemplary embodiment of the 
proprietary protocol stack of the present invention; 
0039 FIG. 4 is an exemplary embodiment of a flow dia 
gram numerically depicting a flow of messages that corre 
sponds to an authentication challenge Success; 
0040 FIG. 5 is an exemplary embodiment of a flow dia 
gram numerically depicting a flow of messages that corre 
sponds to an authentication challenge failure; 
0041 FIG. 6A is an exemplary embodiment of a flow 
diagram numerically depicting a flow of messages that cor 
responds to a client application request to Back-End Server, 
0042 FIG. 68 is an exemplary embodiment of a flow dia 
gram numerically depicting a flow of multi-segment mes 
sages that corresponds to a client application request to a 
Back-End Server; 
0043 FIG. 7A is an exemplary embodiment of a flow 
diagram numerically depicting a flow of messages that cor 
responds to a Back-End Server response to client application; 
0044 FIG. 7B is an exemplary embodiment of a flow 
diagram numerically depicting a flow of multi-segment mes 
sages that corresponds to a Back-End Server (BES) response 
to client application, or alternatively an alert generated by the 
BES; 
0045 FIG. 8A is an exemplary embodiment of a flow 
diagram numerically depicting a flow of messages that cor 
responds to a Back-End Server alert to client application; 
0046 FIG. 8B is an exemplary embodiment of a flow 
diagram depicting a flow of messages providing an exem 
plary hybrid alert to an alternate client device according to the 
present invention; 
0047 FIG. 8C is an exemplary embodiment of a flow 
diagram depicting a flow of messages representing an exem 
plary request and alert that could give rise to sending of a 
hybrid alert according to FIG. 8B according to the present 
invention; and 
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0048 FIG. 9 is an exemplary embodiment of a diagram 
illustrating an exemplary message header according to the 
present invention. 

DETAILED DESCRIPTION OF AN EXEMPLARY 
EMBODIMENT OF THE INVENTION 

0049. A preferred embodiment of the invention is dis 
cussed in detail below. While specific implementations are 
discussed, it should be understood that this is done for illus 
tration purposes only. A person skilled in the relevant art will 
recognize that other components and configurations may be 
used without parting from the spirit and scope of the inven 
tion. 
0050 FIG. 1A depicts a block diagram of a communica 
tion system 100 that advantageously can incorporate the 
present invention including one or more client devices 112a 
c. collectively referred to as client devices 112. The client 
devices 112 can execute corresponding client applications, 
which can be developed to provide specific subscriber solu 
tions. For example, service Subscribers such as, e.g., client 
user 102, as shown, can carry, e.g., PalmPilot client devices, 
Windows CE based client devices or other one-way or two 
way messaging client devices 112 to, e.g., remain apprised of 
stock market activities and initiate transactions while roam 
ing within the coverage area of their respective wireless Ser 
vice providers. 
0051. As described in detail below, the communication 
system 100 can Support an intelligent messaging network 
architecture (hereafter referred to as “intelligent messaging 
network’) according to the present invention. The intelligent 
messaging network advantageously can incorporate a 
middleware service in accordance with the present invention 
that can allow for the development of client and server appli 
cations independent of the underlying network protocols and 
device configurations. The basic middleware services offered 
by the intelligent messaging network architecture can 
include, e.g., client-server connectivity, platform transpar 
ency, network transparency, application tool Support (through 
the use of APIs), network management, interaction with other 
network services, scalability and high availability. 
0052 System Overview 
0053 FIG. 1A depicts an exemplary embodiment of the 
communication system 100 including a detailed block dia 
gram of the present invention. The communication system 
100, in an exemplary embodiment, can be configured to Sup 
port a wide variety of wired and wireless access network 
protocols via an access network 114. The access network 114 
protocols can include, e.g., dial-up modern, analog cellular, 
digital cellular, cellular digital packet data (CDPD), Mobitex, 
RIM, Ardis, iDEN, personal communication system (PCS)- 
code division multiple access (CDMA) or time division mul 
tiple access (TDMA), global system for wireless messaging 
(GSM), two-way and one-way paging (e.g., Reflex, Flex, 
etc.), as well as geosynchronous earth orbit (GEO) or low 
earth orbit (LEO) satellite network access protocols. The 
intelligent wireless messaging network of the present inven 
tion can provide network transparency to developers of client 
and server applications. As such, developers do not need to 
concern themselves with implementation details of the under 
lying network protocols or with various platform specific 
encoding, Such as, e.g., big-endian and little-endian. 
0054) A number of the protocol gateways (PGs) 116a, 
116b and 116c, collectively PGs 116, can be configured to 
support a specific network access protocol. The PGs 116, in 
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an exemplary embodiment, can act as an interface between a 
network 114 and wide-area/local-area networks (WANS/ 
LANs) 118a, and I18b. The PGs 116 can provide the flexibil 
ity to support multiple present and fot11rf, wireless access 
protocols such as, e.g., GPRS. Networks II8 collectively 
including networks I18a and 118b, as shown, can be coupled 
to network 114 by, e.g., a router 114, and can be protected 
from unauthorized access through a firewall 120. Networks 
118 can include, e.g., a wide area network (WAN), local area 
network (LAN), and/or the global Internet. Among other 
things, networks 118 can include, e.g., one or more back-end 
servers (BESs) 122a, 122b, and 122c, collectively BESs 122, 
that can run server applications that can communicate mes 
sages with client applications running on the client devices 
112. Via one or more message routers (MRs) 124a, 124b, and 
124c, collectively MRs 124, these messages can be routed 
between the BESs 122 and the PGs 116, and other network 
components. From the BESS 122, messages can be transmit 
ted or delivered to, e.g., a content provider 140. A specific 
type of BES shown as an HTTP Proxy BES 132 can be used 
to send messages to an Internet server 142 Such as a web 
server. It should be noted that although the present invention 
is described with reference to a specific exemplary architec 
ture, a wide variety of WANs and LANs that can support 
wired and wireless environments are possible. 
0055. The PGs 116 can be responsible for sending and 
receiving application messages between client applications 
and a BES 122 that can support the service type of the appli 
cation message. The message can be routed to the BES 122 
via the MR124 as will described further below with reference 
to FIG. 1D. For each network access protocol that the intel 
ligent messaging network Supports, a corresponding PG 116 
can Support that network access protocol. PGS 116 can com 
municate directly with one or more MRS 124 using, e.g., 
conventional TCP/IP communications or a modification of 
TCP/IP to address flow control between wireless and wireline 
networks. In an exemplary embodiment of the invention, the 
PGS 116 can use clustering for, e.g., redundancy, Scalability 
and load-balancing of incoming IP traffic across all the nodes 
within a configured cluster. In an exemplary embodiment, 
PGs 116 can provide load balancing by providing traffic to 
MRS 124 in, e.g., a round-robin fashion, which can, e.g., 
transmit to least recently used MR 124. Under this arrange 
ment, client applications can be configured to communicate 
to a single virtual IP address of the PG 116 cluster. Advanta 
geously, this can provide the intelligent messaging network 
the flexibility to dynamically start and stop the PGs 116 
without disrupting service. Typically, the PGs 116 can run 
outside of the firewall 120. However, the intelligent messag 
ing network architecture of the present invention does not 
preclude the PGs 116 from running inside an enterprise fire 
wall 120. It will be apparent to those skilled in the art that 
alternative configurations can also be used within the spirit 
and scope of the present invention. 
0056. The BESs 122 and MRs 124 can each have access to 
corresponding BES and MR databases (DBs) 126 and 128, 
respectively, which can store server application and message 
routing parameters. Alternatively, a shared database can be 
used to store information on an auxiliary memory device Such 
as, e.g., a storage area network (SAN). The BESDB 126 and 
MRDB 128 can each maintain a common pool of information 
amongst the entire group of network servers. In an exemplary 
embodiment, this information, which can be independent of 
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any specific messaging application, can be stored and 
accessed from a structured query language (SQL) database. 
0057. In order to assist network administrators in manag 
ing the intelligent messaging network, the intelligent messag 
ing network architecture can incorporate one or more simple 
network management protocol (SNMP) management con 
soles 130a, 130b, and 130c, collectively SNMP console 130, 
as the mechanism for network management. SNMP is a stan 
dard network management protocol widely used in conven 
tional TCP/IP networks. The console 130, e.g., can receive 
SNMP alerts. In an exemplary embodiment, a customer's 
SNMP console 130 can be “hooked into, including such data 
as might reside in, e.g., a management information base 
(MIB) 134a. The SNMP console 130 can be used to easily and 
effectively manage the intelligent messaging network of the 
present invention. In addition to providing SNMP support, 
the intelligent messaging network can provide network 
administrators a tool to monitor the health of the network. An 
SNMP console 130 can be placed in a network operations 
center (NOC) to advantageously centrally manage the intel 
ligent messaging network of the present invention. 
0058 An HTTP Redirector I 06 can enable off-the-shelf 
web browsers such as, e.g., browser 104, to send and receive 
requests, such as, e.g., hypertext transfer protocol (HITP) 
requests, over the intelligent messaging network. As 
described later, the HTTP Redirector 106 can work by inter 
cepting HTTP requests from the browser 104 and can redirect 
them over the intelligent messaging network for fulfillment 
by an intelligent messaging network HTIP proxy back end 
server 132a, 132b, or 132c, collectively HTIP proxy backend 
servers (HBES) 132, which in turn can forward messages on 
to, e.g., other Internet servers 142. While the intelligent mes 
saging network can provide a set of advanced services, the 
network can also offer Support for external legacy services 
that might already be in use by an organization. By Supporting 
other vendor services such as, e.g. security, and databases, the 
intelligent messaging network can fit into an existing legacy 
networking environment, thereby allowing organizations to 
use their existing networking environment. 

AN EXEMPLARY IMPLEMENTATION 
EMBODIMENT OF THE PRESENT INVENTION 

0059. In an exemplary implementation embodiment of the 
present invention, the Intelligent Messaging Network of the 
present invention can use an Aether Intelligent Messaging 
(AIM) Network (also referred to as AIM.net) developed by 
Aether Systems Inc., of Owings Mills, Md., U.S.A., the 
assignee of the present invention. 
0060. In an exemplary implementation embodiment, the 
BES 122 can be an Aether Back End Server (ABES) available 
from Aether Systems Inc., of Owings Mills, Md., U.S.A. 
0061. In an exemplary implementation embodiment, the 
PG 116 can be an Aether Protocol Gateway (APG), also 
previously referred to as a frontend server (FES), available 
from Aether Systems Inc., of Owings Mills, Md., U.S.A. 
0062. In an exemplary implementation embodiment, the 
MR 124 can be an Aether Message Router (AMR) available 
from Aether Systems Inc., of Owings Mills, Md., U.S.A. 
0063. An exemplary embodiment of the MRDB 128 is an 
AIM database available from Aether Systems, Inc. of Owings 
Mills, Md., U.S.A. 
0064. In an exemplary implementation embodiment, the 
SNMP Console 130 can be an Aether SNMP Network Man 
agement Console available from Aether Systems Inc., of 
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Owings Mills, Md., U.S.A., which can include an SNMP 
compliant network management application and hardware 
system platform. 
0065. In an exemplary implementation embodiment, the 
HTTP Proxy Back End Server 132 can be an Aether HTTP 
Proxy Back End Server available from Aether Systems Inc., 
of Owings Mills, Md., U.S.A. 
0066. It will be apparent to those skilled in the relevant art 
that alternative implementations incorporating alternative or 
additional components, systems, operating systems, and 
applications could also be used within the spirit and scope of 
the present invention. 
0067 Software Development Environment 
0068 The intelligent messaging network, in an exemplary 
embodiment, can provide multiple software development kits 
(SDKs) to assist, e.g., engineers in developing client and 
server applications. The SDKs can contain a consistent set of 
APIs and a set of platform specific libraries for all intelligent 
messaging network Supported platforms and networks. In 
addition to the SDK.S., the intelligent messaging network can 
provide developers a resource kit including a set of tools to 
assist the developers when designing, implementing, and 
testing their client and server applications. 
0069. As described later in detail, the intelligent messag 
ing network can provide, in an exemplary embodiment, a 
mobile client and server SDKenvironment to assist engineers 
developing client applications and BESs 122. The SDKs can 
provide an easy to use API and a set of platform specific 
libraries to perform, e.g., compression, network management 
services, server-to-server communication, server registra 
tion/de-registration, and reliable message transport services. 

I. Common Network Services 

0070. In an exemplary embodiment, all of the servers, PGs 
116, MRs 124, BESs 122 can use, e.g., Windows NT 4.0 as 
their operating system available from Microsoft Corporation 
of Redmond, Wash., U.S.A. Although alternative operating 
systems can be used in alternate embodiments, as will be 
apparent to those skilled in the art, functionality of the present 
invention will be described in an exemplary Windows NT 
environment. All the servers provide a set of common Ser 
Vices, including, e.g.: 

0071 Network management; 
0072 NT event logging: 
0073 message trace logging; 
0074 run as NT services: 
(0075 server registration: 
0076 server de-registration; and 
0077 server-to-server TCP/IP communication. 

0078. The intelligent messaging network server SDK can 
encapsulate the implementation of these core functions via 
application programming interfaces (APIs) to insulate appli 
cation developers from the hardware, software and protocol 
details of the underlying platforms. Provided below is a 
description of exemplary common services. 
0079 A. Network Management Service 
0080 All intelligent messaging network servers can Sup 
port the standard SNMP GET, SET, and GET NEXT opera 
tions. In addition, the intelligent messaging network servers 
can generate SNMP traps for notifying a network adminis 
trator of a critical event. The intelligent messaging network 
Server SOK can provide a common MIB, for basic control 
and status-handling that is shared by all the intelligent mes 
saging network servers. In addition, the intelligent messaging 
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network server SDK can provide a MIB for each supported 
server type (i.e. PG 116, MR 124, HTTP Proxy Back End 
Server 132, and BES 122). Developers developing BESs 122 
can define custom MIBs to support functions specific to theft 
application needs and can register the custom MIBS in a 
registered MIBs database 134. Registration of a custom MIB 
with the SNMP console 130 can be encapsulated by a set of 
network management APIs provided by the intelligent mes 
saging network server SDK. 
0081 
0082 All intelligent messaging network servers can log 
critical information (e.g., start/stop time, and critical errors) 
to the NT event log on a corresponding platform on which 
they are running. Developers developing BESs 122 can log 
application specific events to the NT event log via APIs pro 
vided by the intelligent messaging network server SDK. 
0083 
I0084 All intelligent messaging network servers can 
optionally log inbound, outbound, and system events on the 
platform on which they are running. Developers developing 
BESS 122 can log application specific information to an 
application-info-log via APIs provided by the intelligent mes 
saging network server SDK. In this way, developers are not 
required to know the implementation details of how to log a 
message to the inbound, outbound, or system-info-logs. 
0085. D. Run as NT Service 
I0086. In an exemplary embodiment of the invention, all 
intelligent messaging network servers can run as NT services. 
Rather than having each server implement the necessary code 
to run as an NT service, a utility program called AimService 
Any can be that can wrap NT service functionality around 
each intelligent messaging network server executable. The 
benefits of running a server as an NT service can include the 
following advantages: 

0.087 Automatic Start on Reboot Conventionally, when 
a reboot of a machine is necessary, the user re-booting 
can also log on and manually start any servers that need 
to be running on the machine. With an Autostart function 
provided by the AimService.Any, each intelligent mes 
Saging network server running as an NT service can 
automatically restart before the user logs on. This fea 
ture can be useful if, for example, the platform reboots at 
night without human intervention. 

0088. No NT Logan Required to Run. As an added 
security measure, intelligent messaging network servers 
can run without having anyone logged onto the machine 
and, thus, can prevent unauthorized users from access 
ing the platform and the servers. 

0089 Network Management Mechanism. In addition 
to SNMP, running as an NT service provides an addi 
tional simple network management capability by using a 
remote SvrMgr utility provided on all NT servers to 
monitor and start/stop intelligent messaging network 
services running anywhere on the network. 

0090 Startup Dependencies—An NT service can 
depend on the presence of other services before it is 
allowed to start (e.g. Some intelligent messaging net 
work servers depend on the fact that an SQL database 
server is running as well as possible server-to-server 
dependencies). 

B. NT EventLogging Service 

C. Message Trace Logging Service 
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0091 E. A Mechanism for Providing Discovery Services 
for Servers During Startup Sequence 
0092. The intelligent messaging network can include vari 
ous servers including, e.g., the following: 
0093 1. PGs 116; 
0094 2. MRs 124; and 
0095 3. BESs 122. 
0096. The simplest instance of an intelligent messaging 
network can include a server of each of the three types 
coupled together as depicted in the exemplary embodiment of 
FIG. 1B. 
0097 FIG. 1C depicts, in an exemplary embodiment, a 
high level block diagram 136 of the present invention includ 
ing, e.g., one or more PGS 116a-c coupled to one or more 
MRs 124a-c, which are in turn, coupled to one or more BESs 
122a-C. 

0098. Each server-to-server connection can include a TOP 
connection. As indicated in block diagram 136, PGs 116a-c 
can be coupled to MRs 124a-c; MRs 124a-c can be coupled to 
PGs I 16a-c and BESs 122a-c (or HBESs 132a-c); and BESs 
122a-c (or HBESs 132a-c) can be coupled to MRs 124a-c. 
Server startup logic can include, e.g., starting the servers 116. 
122, and 124 in any order as each server can attempt to find the 
server(s) of the required type to which it is to be coupled. The 
server start sequence, in an exemplary embodiment, can pro 
ceed as follows: 

0099. 1. Upon start-up, an intelligent messaging net 
work server 116, 122 and 124 can create a TOP “lis 
tener” socket. The TOP listener socket accepts connec 
tion requests from other intelligent messaging network 
servers 116, 122 and 124. 

0100 2. The intelligent messaging network server then 
registers the following information about the server in 
the intelligent messaging network M database 128: 
0101. The IP address of the server and the port that 
the server is listening on for new connections; 

0102 The server's intelligent messaging network 
Domain; and 

0103. An intelligent messaging network Domain is a 
text string (e.g. “MyTestDomain”) that allows mul 
tiple intelligent messaging networks to run on the 
same physical network without interfering with each 
other. An intelligent messaging network server can 
only connect to other intelligent messaging network 
servers in the same domain. 

0104. The server's server type e.g.: PG 116, MR 124, 
or BES 122. 

0105 3. After the server registers itself in the MR data 
base 128, the registering server can obtain a unique 
database registration identifier (ID) and then can search 
the MR database 128 for, other registered servers in the 
server's intelligent messaging network domain and of 
the appropriate type; e.g., PGs 116 can search for MRS 
124 in their domain, MRs 124 can search for PGs 116 
and BESs 122, BESs 122 can search for MRs 124. 

0106 4. In the simplest intelligent messaging network, 
each server 116, 122 and 124 can find one instance of 
each peer type to which it connects. However, the intel 
ligent messaging network can allow multiple servers of 
each type to run within a domain in order to improve 
performance and redundancy. For example, in an exem 
plary embodiment, if there are 2 PGs 116 and 3 MRs 
124, each PG 116 can be coupled to each of the MRs 
124. For each peer server it finds in the database 128, the 
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intelligent messaging network server can attempt to 
couple itself to that server on the peer server's TOP 
listener Socket. 

0.107 5. If the intelligent messaging network server 
116, 122 and 124 successfully connects to a peer, estab 
lishing a TOP connection, the two coupled servers can 
then performan intelligent messaging network “connec 
tion handshake' in order to verify the validity of the 
connection. The connection handshake can include the 
following sequence: 
0.108 a) The connecting server can send an intelli 
gent messaging network ServerConnect message to 
the peer server. This message can contain the connect 
ing server's unique database registration ID (obtained 
when the server first registered in the database, see 
step 2 above). The connecting server can then wait a 
specified amount of time for a reply from the peer 
SeVe. 

0109 b) The peer server can receive the intelligent 
messaging network “connection message' and can 
verify that the version included as part of the intelli 
gent messaging network message is compatible with 
its own communications version and that the message 
is indeed an intelligent messaging network connec 
tion message. If the version is incorrect or the mes 
sage is not a connection message, the peer server can 
terminate the TOP connection. If the peer server 
accepts the connection message it can send an intel 
ligent messaging network connection message back 
to the connector in reply. 

0110 c) When the connecting server receives a “con 
nection reply message' the connecting server can also 
Verify the message version and type and can either 
keep the connection open, or close the connection if 
e.g., the version and type Verification fail. 

0111 d) If the connecting server does not receive an 
intelligent messaging network connection reply mes 
sage within the specified time window, the connecting 
server can assume that the peer server is, e.g., not a 
valid intelligent messaging network server, or is func 
tioning improperly and so it can close the TOP con 
nection to the peer server. 

0112 FIG.1D is described below after FIG.1G relat 
ing to MR 124. 

PG Startup Sequence 
0113 FIG. 1E depicts a block diagram 144 illustrating an 
exemplary embodiment of discovery services message flow 
for a PG 116 startup sequence. The discovery service flow can 
begin with step 146. 
0114. In step 146, the PG 116 can use registration services 
provided by, e.g., the intelligent messaging network server 
SDK to register the PG 116 with the intelligent messaging 
network by adding an entry to a RegisteredServers table in the 
MR database 128. 
0115 From step 146 flow can continue with step 148. 
0116. In step 148, the PG 116 can use registration services 
provided by the intelligent messaging network server SDK to 
enumerate the list of all the MRs 124 registered with the 
intelligent messaging network in, e.g., the same domain. 
From step 148, flow can continue with step 150. 
0117. In step 150, using an IP address and listener port for 
each of the MRs 124, the PG 116 can use communication 
services provided by the intelligent messaging network server 
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SDK to establish and manage a TCP/JP connection with each 
of the MRs 124 contained in the enumerated list. When a PG 
116 couples itself to the MR 124, the MR 124 can add the PG 
116 to its RegisteredSeniers cache and can begin to start 
forwarding messages to the PG 116. If a connection attempt 
fails, the PG 116 can re-attempt to connect to the MR 124, 
according to an exemplary embodiment of the present inven 
tion. 
0118 MRStartup Sequence 
0119 FIG.1F depicts a block diagram 152 illustrating an 
exemplary embodiment of discovery services message flow 
for a MR 124 startup sequence. The discovery service flow 
can begin with step 154. 
0120 Instep 154, the MR124 can use registration services 
provided by the intelligent messaging network server SDK to 
register itself with the intelligent messaging network by add 
ing an entry to the RegisteredServers table in the MR database 
128. It will be apparent to those skilled in the art that an 
alternative database could be used. From step 154, diagram 
152 can continue with step 156. 
0121. In step 156, the MR124 can use registration services 
provided by the intelligent messaging network server SDK to 
enumerate a list of, e.g., all PGs 116 and BESs 122 registered 
with the intelligent messaging network. From Step 156, dia 
gram 152 can continue with step 158. 
0122. In step 158, using the IP Address and listener port 
for each PG 116, the MR124 can use communication services 
provided by the intelligent messaging network server SDK to 
establish and manage a TCP/IP connection with, e.g., each 
PG 116 contained in the enumerated list When a MR 124 
couples to a PG 116, the PG 116 can add the MR 124 to its 
Server Connections cache and can begin to start forwarding 
messages to the Message Router. From step 158, diagram 152 
can continue with step 160. 
0123. In step 160, using the IP address and listener port for 
each BES 122, the MR124 can uses communication services 
provided by the intelligent messaging network server SDK to 
establish and manage a TCP/IP connection with each BES 
122 contained in the enumerated list. When a MR124 couples 
to a BES 122, the BES 122 can add the MR 124 to its Server 
Connections cache and can begin to start forwarding mes 
sages to the MR 124. 
(0.124 BES Startup Sequence 
0.125 FIG. 1G depicts a block diagram 162 illustrating an 
exemplary embodiment of discovery services message flow 
for a BES 122 startup sequence. The discovery service flow 
can begin with step 164. 
0126. In step 164, the BES 122 can use the registration 
services provided by the intelligent messaging network server 
SDK to register itself with the intelligent messaging network 
by adding an entry to the RegisteredServers table in the MR 
database 128. From step 164, diagram 162 can continue with 
step 166. 
0127. In step 166, the BES 122 can use registration ser 
vices provided by the intelligent messaging network server 
SDK to enumerate the list of, e.g., all MRs 124 registered with 
the intelligent messaging network. From Step 166, diagram 
162 can continue with step 168. 
0128. In step 168, using the IP address and listener p011 
for each MR 124, the BES 122 can use the communication 
services provided by the intelligent messaging network server 
SDK to establish and manage a TCP/IP correction with each 
MR 124 contained in the enumerated list. When a BES 122 
can couple to a MR 124, the MR 124 can add the BES 122 to 
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its RegisteredServers cache and can begin to start forwarding 
messages to the BES t22. If the connection attempt fails, the 
BES 122 can reattempt to connect to the MR 124. 
I0129. F. Server Connection Race Condition Handling 
0.130. If two peer intelligent messaging network servers 
are started at approximately the same time, it is possible that 
each will attempt to correct to the other, thus establishing two 
connections between them rather than a desired single con 
nection. The possibility of colliding connection requests is 
the reason that during the connection handshake, the servers 
exchange unique database registration IDs. Each server can 
use the unique database registration ID to keep track of which 
servers it is already connected to, so that if server A estab 
lishes a connection to server B, and due to race conditions 
server B immediately establishes another connection to 
server A, server A can use the unique database registration ID 
passed by server B to realize that it already has a connection 
to server B and thus can drop the new connection. 
I0131 G. Server Registration Service 
0.132. When an intelligent messaging network server is 
started, it can register itself with the network by adding an 
entry to a RegisteredServers table in the intelligent messaging 
network MR database 128. This can enable other intelligent 
messaging network servers to locate one another on the net 
work. An API provided by the intelligent messaging network 
server SDK can allow for registering the following server 
attributes in the intelligent messaging network MR database 
128: 

0.133 Server Class PG 116, BES 122, and MR124; 
0134) Server Type PGs 116 types can include CDPD, 
Mobitex and ISP dialup. BES 122 types can depend on 
the server application; 

0.135 Packet Header Version—can indicates the ver 
sion of the packet header that the server Supports; and 

0.136 IPAddress and Listener Port—can indicate the IP 
address and the listener port number to be connected to 
by other servers in order to communicate with this 
Sever. 

I0137 H. Server De-Registration Service 
0.138. When an intelligent messaging network server is 
stopped, it can de-register itself from the network by remov 
ing its entry from the RegisterServers table in the intelligent 
messaging network MR database 128. An API can be pro 
vided by the intelligent messaging network server SDK to 
de-register a server in the intelligent messaging network MR 
database 128. 
0.139 I. Server-to-Server TCP/IP Communications Ser 
vice 
0140. In an exemplary embodiment of the invention, intel 
ligent messaging network servers can communicate with 
each other over a TCP/IP socket connection. APIs provided 
by the intelligent messaging network server can encapsulate 
the creation, management, and sending/receiving of data over 
the Socket connection. 

II. Server-Specific Services 

0.141. In addition to the above-described common set of 
services, each server can also provide additional services that 
can be specific to the functionality of the server. Thus, in an 
exemplary embodiment, the intelligent messaging network 
architecture can include various core software components 
that can run on, e.g.: 
0142 PG 116; 
0143 MR 124; 
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0144 BES 122; 
(0145 HTTP Proxy Back End Server 132; and 
0146 SNMP Management Console 130. 
0147 A. Protocol Gateway PGs Operation and Services 
0148 Using the registration services provided by the intel 
ligent messaging network server SDK, the PGs 116 can fol 
low a predefined start up sequence to register itself with the 
intelligent messaging network. Each PG 116 can add an entry 
to the RegisteredServers table in the intelligent messaging 
network MR database 128 and can enumerate the list of all 
MRs 124 registered with the network in the same domain. 
Based on the IP address and listener socket for each MR 124, 
the PG 116 can establish and manage a TCPIIP connection 
with each MR 124 contained in the enumerated list. When a 
PG 116 connects to an MR 124, the MR 124 can add the PG 
116 to its RegisteredServers cache and can begin forwarding 
messages to the PG 116. If, however, if the connection 
attempt fails (e.g., there is a timeout), the PG 116 can re 
attempt to connect to the MR 124 after a configurable time 
period. 
0149. In addition to the above-described common ser 
vices, the PGs 116 can be responsible for supporting the 
following specific services: 
0150 1. Encapsulate the Network Communications Pro 
tocol 
0151. Each PG 116 can encapsulate the underlying wire 
less network access protocol so that it is transparent to MR 
124 and BESs 122. As a result, when the MR 124 receives a 
message from a PG 116, it is unaware of the underlying 
network access protocol used for communicating the mes 
Sage. 
0152 2. Message Segmentation 
0153 All messages to be transmitted over the network that 
exceed a predefined segment size can be segmented into 
multiple message segments. 
0154 3. Message Re-Assembly 
O155 All incoming message segments (except the last 
segment to complete the message) received (including dupli 
cate segments) can be immediately acknowledged back to the 
peer wireless protocol layer and can be queued pending 
receipt of all message segments via an inbound message map. 
When the last segment to complete the message is received, 
the PG 116 does not immediately sendan acknowledgment to 
the peer wireless protocol layer. Instead, the message seg 
ments can be assembled into a complete message, which can 
be forwarded to an appropriate BES 122 via an MR 124. 
When the BES 122 successfully receives the message and 
acknowledges the same to the PG 116 via MR 124, then the 
PG 116 can acknowledge the last segment received thus com 
pleting the acknowledgment of the entire message. An 
inbound message map can manage a separate inbound mes 
sage map for each unique link station ID of a sender. 
0156 4. Message Segment Duplication Detection 
0157. When a message segment has been received for a 
segmented message, the PG 116 can check to make Sure the 
message segment has not been already received (i.e., a dupli 
cate message segment). If the message segment is a duplicate, 
the segment can be acknowledged to the peer wireless proto 
collayer, discarded and conditionally logged. 
0158 5. Message Duplication Detection 
0159. When all message segments have been received for 
a message, the segments can be assembled into a complete 
message. If the message ID of the assembled message has 
been already received (duplicate message), then the message 
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can be acknowledged to a corresponding peer wireless pro 
tocol layer, discarded and conditionally logged. Each PG 116 
can keep track of the last n message IDs received for each 
unique link station ID. 
0160 6. Message Pacing/Message Retries/Message Time 
Outs 

0.161 Any message that is bound for a client device 112 
can be segmented into a number of segments greater than a 
segmented pacing threshold and can be sent at a pacing inter 
val. The threshold and interval can be configurable prior to a 
gateway protocol startup. Each PG 116 can automatically 
retransmit any message segment transmitted over the network 
that is not acknowledged by a corresponding peer wireless 
protocol layer within a configurable amount of time. The PG 
116 can retry a configured number of times before notifying 
a BES 122 that the message could not be delivered to a client 
application. 
0162 7. Forwarding of Ack/Nack Messages 
0163 When a message segment is transmitted over the 
network 212, each PG 116 can retain knowledge of all out 
Standing message segments pending acknowledgment (mes 
sage segments that have not been acknowledged by the peer 
wireless protocol layer) via a pending acknowledgment map. 
The pending acknowledgment map can maintain information 
pertaining to message segments that have been Successfully 
transmitted and are pending acknowledgment from the peer 
wireless protocol layer. If an acknowledgment (positive or 
negative) is received for a message segment that is not pend 
ing acknowledgment, the segment can be discarded and con 
ditionally logged. 
0164. When all message segments have been positively 
acknowledged by the peer wireless protocol layer, the PG 116 
can send, as shown in step 5 of FIG. 7, an ACK control 
message to the BES 122 via MR 124 (provided that the BES 
122 has requested Such notification) to indicate the message 
has been successfully delivered to the client application. If the 
number of transmission attempts for the message segment 
exceeds a configurable number of retry attempts, the PG 116 
can send an NACK control message to the BES 122 to indi 
cate that the message could not be delivered to the client 
application. 
(0165 B. Message Router MR Operation and Services 
(0166 Each MR 124 can communicate with the PGs 116 
and BESs 122. Upon start up, the MR 124 can use the regis 
tration services provided by the intelligent messaging net 
work server SDK to register the MR 124 itself with the 
intelligent messaging network by adding an entry to the Reg 
isteredServers table in the MR database 128, The MR124 can 
also use the registration services to enumerate the list of all 
the PGs 116 and BESs 122 that are registered with the intel 
ligent messaging network. Using the IP address and listener 
port or socket for each PG 116, the MR 124 can establish and 
manage a TCP/IP connection with each PG 116 contained in 
the enumerated list. When an MR 124 connects to a PG 116, 
the PG 116 can add the MR 124 to its Server Connections 
cache and can begin to start forwarding messages to the MR 
124. Based on the IP address and listener port for each BES 
122, the MR 124 can also establish and manage a TCP/IP 
connection with each BES 122 contained in the enumerated 
list. See FIG.IC. When a MR 124 connects to a BES 122, the 
BES 122 can also add the MR124 to its Server Connections 
cache and can begin to start forwarding messages to the MR 
124. 
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0167. Each MR 124 can also use the registration services 
provided by the intelligent messaging network server SOK to 
de-register itself from the intelligent messaging network by 
removing its entry from the RegisteredServers table in the 
MR database 128. The MR 124 can close the TCP/IP connec 
tion with each PG 116, Each PG U6 can also remove the MR 
124 from its Server Connections cache and can immediately 
stop forwarding messages to the terminating MR 124. Then, 
the MR 124 can clean up any previously allocated resources 
and can terminate. 
0168 FIG. 1D depicts an exemplary embodiment illustrat 
ing messaging routing according to the present invention. 
FIG. 1C illustrates a client user 102 using a client device 112 
can attempt to communicate via wireless network 108 and 
network 114 to resources coupled to PG 116. As shown, BESs 
122a, 122b and 122c can have already registered upon boot 
with MRDB 128 of MR 124. Advantageously, according to 
the present invention, routing can be based on content instead 
of address. Registration or discovery can include a providing 
server identifier (ID), a service type, and a message type 
supported by the particular BES 122. MR 124 can load into 
the cache of MR124, the registration information about BESs 
122. 

0169 MRs 124 and BESs 122 can communicate via a 
TCP/IP connection. As shown, BES 122a can be registered 
for service type 7 and message type 5. BES 122b can be 
registered for service type 7 and all message types as illus 
trated by an asterisk (*) wildcard character. Each BES can 
have a unique server ID and service type combination. The 
only server ID that can be shared is 0 (zero). 
(0170 The client device 112 can communicate with PG 
116 and can send a message including a unique message key. 
The unique message key can include, in an exemplary 
embodiment, a server identifier (ID), a service type and a 
message type, as shown. The PG 116 can provide the MR124 
the message over network I18b. 
0171 PG 116, in an exemplary embodiment, can route to 
a least recently used MR 124, providing a round-robin load 
balancing function. In an exemplary embodiment, redun 
dancy can be provided by using, e.g., multiple PGS 116 and 
multiple MRs 124. Similarly, when an MR124 has a message 
to route to a PG, in the case of an alert or a response, the MR 
124 can similarly use around-robin load balancing method to 
route the message to a least recently used PG 116 Supporting 
the protocol of the client device 112 associated with the 
message. 
0172 Also, MR124 can route a message received from the 
PG 116, to a BES 122 or HBES 132. MR 124 can route the 
message, in an exemplary embodiment, according to a set of 
semantic rules. In an exemplary embodiment, the message 
can be muted to the BES 122 which most specifically corre 
sponds to the contents of the message key. In an exemplary 
embodiment if more than one BES 122 corresponds specifi 
cally to the message key, the least recently used BES 122 can 
be used by checking a time stamp identifying the last access 
to the BES 122. 
0173 As an illustrative example, suppose client device 
112 sends a message containing a message key server ID-O; 
service type=7; and message type=5} to a BES 122. In the 
exemplary illustration, PG 116 would forward the message to 
the least recently used MR 124. MR 124 could look at the 
message key {O, 7.5 to determine how to route the message. 
Based on the example registrations described above for BES 
122a {O, 7,5}: BES 122b {O, 7, *}; and BES 122c {I, 7, *}, 
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MR 124 could route the message to BES 122a since the BES 
122a most specifically corresponded to the message key by 
having the exact service type and message type as the mes 
sage key. It is important to note that BES 122b with a wild 
card asterisk for Supported message type could also Support 
the message if BES 122a was not available. The semantic 
rules could use the BES 122b as an alternative routing desti 
nation, if BES 122c is unavailable. 
0.174 For purposes of sending follow-on messages to a 
particular BES 122, in an exemplary embodiment, a specific 
server ID can be placed in a message. In an exemplary 
embodiment, only one BES 122 will have a specific combi 
nation of server ID and service type. 
0.175. In addition to the common services that all intelli 
gent messaging network servers Support, the MRS 124 are 
responsible for Supporting the following specific services: 
0176 1. MR Message Authentication Service 
(0177. The MR 124 can be responsible for determining that 
the sender of a message is an authorized customer of the 
intelligent messaging network. When the source of a message 
is a client device 112, the MR124 can use the device's source 
address (e.g., IP address or Mobitex MAN number) of the 
client device 112 as the means of identifying authorized 
aCCCSS, 

0.178 When each MR 124 receives a client message, it can 
check the device address against a local cache of authorized 
devices 112. If the source address is not found locally, the MR 
124 can then check the MRDB128. If the device address is an 
authorized client device 112, in an exemplary embodiment, 
and the customer has permission rights to the requested Ser 
Vice type, and the requested service type is not in use by the 
customer's account with a different source address, the MR 
124 can cache the device address, customer identifier, and 
requested service type to ensure fast authentication of addi 
tional messages from the same source. Then, the message can 
be considered authentic and can be forwarded to the proper 
BES 122. Each MR 124 also can pass the customer identifier 
to the BES 122 to use as a key to search for customer specific 
information. 
0179. In order to support dial-up access, man exemplary 
embodiment, message authentication based on the device's 
Source address is not used, because during a dial-up access, 
the source address that can be seen by an MR 124 is the IP 
Address of the ISP provider. Each subscriber that desires 
wire-line access can have a User ID and Password, which can 
be selected by the subscriber at the time they subscribe to a 
service, and can be saved as part of the MRDB 128. 
0180 Each MR 124 can initially follow the same proce 
dure to authenticate a dial-up message as it does when authen 
ticating a wireless message. However, in case a message is 
received from a dial-up connection, the MR 124 can issue an 
authentication challenge to the message source. On receiving 
the challenge, the client application can prompt the user 102 
to enter the user ID and password of the user I 02, which can 
be forwarded (encrypted) to the MR124 as an authentication 
request and can proceed with authentication process. 
0181. Once a message source has been authenticated, the 
MR 124 can check the service type and source address of 
Subsequent messages against its authentication cache and can 
allow/disallow the message as appropriate. Preferably, in an 
exemplary embodiment, the MR 124 does not keep the 
cached mapping between a source address and valid customer 
indefinitely. A configurable timeout period may be specified, 
after which cached entries can be removed. The timeout inter 
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Val can be the length of time that has passed between Succes 
sive messages from a cached client device 112. When a client 
device 112 times out due to inactivity, the MR124 can remove 
it from its cache. For dial-up devices, the MR 124 can also 
decrement a device's authentication count within the intelli 
gent messaging network MR database 128. The authentica 
tion count can indicate how many other MRs 124 have heard 
from the client device 112. When a dial-up device's authen 
tication count drops to Zero, the device address can be 
removed from the MRDB 128. 
0182 2. MR Client Message Routing Service 
0183. According to an exemplary embodiment of the 
invention, there can be several ways in which an MR 124 can 
route a client message to a BES 122, including, e.g.: 

0.184 Indirect Routing via an indirect routing table 
that can map message keys (service type and message 
ID) to a registered BES 122 that supports the message 
key; and 

0185 Direct Routing via targeting messages at a spe 
cific BES 122, 

0186 The form of routing can be determined based on the 
contents of an intelligent messaging message header. The 
intelligent messaging message header or message key can be 
pre-fixed to every application message. 
0187. The intelligent messaging message header can con 
tain the following fields, e.g.: a 1-byte Server ID that can 
identify a specific server of the given service type. 
0188 The value O can be reserved to indicate that indirect 
routing is desired. A non-Zero value can indicate that the 
message is directed at a specific BES 122; 
(0189 a 12-bit Service Type Identifier, which can be used 
by both indirect and direct routing, can identify the type of 
service (e.g., MarketClip, FX, etc.) associated with the mes 
Sages; and 
0.190 a 12-bit Message Type Identifier that can uniquely 
identify the message within the context of the specified ser 
Vice type required for direct routing. 
0191 a. Indirect Routing 
0.192 When an MR 124 receives an incoming message 
from a client application, it can check the Server ID field 
contained in the intelligent messaging message header por 
tion of the message. If the Server ID field of the intelligent 
messaging message header is Zero, the MR 124 can route the 
message to the proper BES 122 by consulting a routing table 
that can map message keys (Service Type and MessageID) to 
the IP address of one or more connected BESs I22a-c as 
described above with reference to FIG. 1C. 

0193 During server registration, all BESs 122 can be 
required to register a list of Supported message keys. To 
minimize the number of entries that are made in the routing 
table, if a given BES 122 supports the majority of messages 
for a specific Service Type, it need only register a single root 
message key including only the Service Type. The Small 
subset of service messages not supported by that BES 122 
would be registered as individual message keys by a different 
BES 122 of the same Service Type. The MR 124 can route 
messages based on the most specific key value (Service Type, 
Server ID, and Message ID) found in the table. If no specific 
mapping is found, the MR 124 can use the Service Type 
portion of the key to look for root message entries. If the MR 
124 locates more than one BES 122 that satisfies the message 
key match, it can use a round-robin scheduling procedure to 
pick which target BES 122 to route to. For example, the 
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timestamp of last access of the BES can be consulted to 
determine a least recently used BES 122. 
0194 Consider, e.g., two third party services, MarketClip 
and FX, Reuters(R news service solutions for real-time report 
ing on equities and foreign exchanges, with messages for 
each application Supported by a corresponding BES 122. 
Under the configuration of the invention, each application 
BES 122 could only have to register its root service type (e.g., 
MktMon or FX) in order for its messages or responses for 
client devices 112 to be routed correctly by the MR 124. 
Suppose that two BESs 122 currently support news requests 
independently of one another (i.e. there is no common news 
BES 122 that both of them use), but a separate news BES 122 
can be created to handle ALL news requests. Ideally, no new 
software should be sent to service providers so that all future 
news messages (for either application) are tagged to go to the 
new news server. Rather, the new news BES 122, upon reg 
istration, can add the specific news message keys previously 
handled by the MarketClip and FX BESs 122 to the MRs 124 
message routing table. 
(0195 It should be noted that the original BESs 122 do not 
need to change because the news BES 122 message keys can 
contain the service types and message IDs specific to the two 
applications. Each MR 124 can do its primary routing based 
on the more specific rable entries, the same news messages 
that would have formerly been routed to the two BESs 122, 
could get routed to the new news BES 122. Thus, the BESs 
122 can be designed around specific services, rather than a 
Suite of services that comprise an application, some of which 
may be common to other applications. Under this arrange 
ment, overall response performance can improve as specific 
services are assigned to their own BES 122. This is because a 
client application not using a given service does not have to 
wait, while the BES 122 is accessing process requests for a 
different service. 
(0196) b. Direct Routing 
0.197 BESs 122 that can maintain state information about 
a particular client device 112 can often require direct routing. 
For a client to ensure that a message reaches a specific BES 
122, the intelligent messaging network message header por 
tion of the message can contain a non-Zero value in the Server 
ID field. When an MR124 sees a non-zero value in the Server 
ID field, it can route the message to the proper BES 122 by 
consulting a routing table that maps server keys {Service 
Type, Message ID, Server ID to the IP address of a con 
nected BES 122. 
0198 Specifying a Server ID alone can be not sufficient to 
ensure that the message is delivered to the proper BES 122. 
Even when using direct routing, a BES 122 can register the 
service types and message IDs it can handle; and the service 
type/message ID of a direct route message can match those 
types registered by the BES 122 with the specified Server ID. 
Management of BES 122 IDs can be the responsibility of the 
application. If an application runs more than one BES 122 
with the same Server ID, then messages with that Server ID 
can be routed to the BES 122 whose message routing table 
can contain the most specific match with the messages service 
type and Message ID. If two BESs 122 can map the same 
Server ID, ServiceType, and Message ID, then, as in indirect 
routing, the MR124 can use round robin Scheduling to picka 
target BES 122. 
(0199 A BES 122 may use both direct and indirect routing 
on an as needed basis. To illustrate this, consider a BES 122 
that for the most part is stateless, but has one or two logical 
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operations that can require several targeted client/server mes 
sages to complete. If the BES 122 can initiate an operation 
that can require a targeted response, it can place its Server ID 
in the intelligent messaging network message header portion 
of the message it sends to the client application. When the 
client application responds, it uses the same Server ID in the 
response message to assure that the response is sent to the 
original Server. All other “stateless' messages can be sent 
with a Server ID of 0, so that they can be indirectly routed. 
(0200 3. MR Back-End Server BES Message Routing Ser 
vice 
0201 BES 122 messages sent to a client application can 
pass through the MR124. Each MR124 can decide which PG 
116 to which to forward the message. The MR124 can choose 
the proper PG 116 based on, e.g., the communications type 
(e.g., CDPD, Mobitex, ISP Dialup, etc.) used by a subscrib 
er's service provider. The mapping of communication type to 
client device address can be maintained by the MR124 based 
on fixed entries in the MR DB 128 that can map source 
address of a client device 112 or used ID and password to a 
specific communication type. Each PG 116 can also indicate 
the communication type of the PG 116 during the server 
registration process. If a PG 116 could not deliver a message 
to the client application, the PG 116 can send a network 
control non-acknowledgement (NACK) message to the BES 
122 that originated the message, indicating that the message 
could not be delivered. 
0202 4. Send via clie11tDeviceInfo 
0203 When a BES 122 sends a message to a client appli 
cation in response to a received request message, the client 
device address (referred to, as its client Deviceinfo), which is 
a part of the received request message, can be known to the 
BES 122. In response, the BES 122 can provide the client 
Deviceinfo as part of the AIMSvrPacket sent to the MR 124. 
Consequently, the MR 124 can then simply pass this infor 
mation to the appropriate PG 116, which can then send the 
message to that client device 112 address. 
0204 5. Send Via CustomerID 
0205 At times, a BES 122 may need to asynchronously 
send a message to a Subscriber (e.g. MarketClip Alert). Since 
this message is not in response to an incoming client message, 
the client Deviceinfo may not be readily available to the BES 
122. Rather than forcing the BES 122 to keep a mapping 
between client identifiers and their LinkStationIDs, a BES 
122 may send a message to a client based solely on the 
customer ID. In this case, the AIMSVrPacket sent to a MR124 
contains a NULL LinkStationID and a valid client ID. The 
receiving MR 124 can search its authenticated device cache 
for an active device associated with the specified client ID and 
then can use the device's LinkStationID to forward the mes 
sage to an appropriate PG 116. 
0206. C. Back-End Server BES Operation and Services 
0207 A BES 122 is an application specific server that can 
implement logic to process messages specific for that type of 
server. For example, an FX BES 122 can handle requests 
related to foreign exchange functions. A BES 122 can com 
municate directly with one or more MR 124s. Typically, 
BESs 122 can run behind the firewall 120. However, the 
intelligent messaging network architecture cannot preclude 
BESs 122 from running outside the firewall 120. 
0208 Excluding the application logic, which may becom 
plex, the development eff?rt to implement a BES 122 can be 
relatively straightforward. The intelligent messaging network 
Server SDK can encapsulate those functions that are common 
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to all BES 122s, thereby insulating developers from, e.g., 
details of transport control, compression, registering and de 
registering with the MR DB 128. 
0209 Similar to other servers, the BESs 122 can use the 
registration services provided by the intelligent messaging 
network server SDK to register themselves with the intelli 
gent messaging network by adding an entry to the Registered 
Servers table in the MRDB 128. Each BES 122 can establish 
a TCP/IP connection with each registered MR 124, using a 
corresponding IP address. When a BES 122 connects to an 
MR 124, the MR 124 can add the BES 122 to its Registered 
Servers cache and can begin to start forwarding messages to 
the BES 122. When de-registering itself from the network, 
each of the BESs 122 remove its entry from the Registered 
Servers tables in the intelligent messaging network MR data 
base 128. The BES 122 cannotify each MR 124 of its impend 
ing shutdown. This can allow each IV 1R 124 to remove the 
BES 122 from its RegisteredServers cache and can immedi 
ately stop forwarding messages to the terminating BES 122. 
0210. In addition to the common services, the BESs 122 
can be responsible for Supporting the following specific func 
tions: 
0211 1. Application Protocol Aware Service 
0212. From the perspective of the BES 122, the BES 122 
can directly with a client application. In reality, however, a 
BES 122 can communicate with one or more MRs 1214. In 
the intelligent messaging network architecture, only the 
BESs 122 can have knowledge of the application content 
required to communicate with a client application. 
0213 2. Extended Intelligent Messaging Network Com 
pression 
0214. In the exemplary embodiment, intelligent messag 
ing network can provide an Adaptive-Huffman base compres 
sion service. The intelligent messaging network architecture 
can provide the necessary hooks to enable 3rd party OEM 
compression mechanisms. If a BES 122 has specific compres 
sion requirements for its application data that are not 
addressed by intelligent messaging network Supplied com 
pression services, (i.e. Adaptive-Huffman); the BES 122 can 
be responsible for providing the compression mechanism. 
0215 3. Security Services 
0216. The architecture can provide the necessary hooks to 
enable 3rd party OEM security mechanisms. If a BES 122 has 
specific security requirements for its application data, the 
BES 122 can be responsible for providing the security mecha 
nism. 
0217. 4. Forwarding of Ack/Nack Messages 
0218. When a client message is delivered to the BES 122, 
the BES 122 can send a network control acknowledgement 
(ACK) message to a PG 116 that originally received the 
message. When the PG 116 receives the network control ACK 
message from the BES 122, it can send a transport level ACK 
message to the client device's peer wireless protocol layer 
indicating that the message was delivered Successfully to the 
BES 122. 

III. Intelligent Messaging Network MR Database 
0219. In an exemplary embodiment of the present inven 
tion, an intelligent messaging network database can use an 
AIM Database available from Aether Systems of Owings 
Mills, Md., U.S.A. which, can maintain a common pool of 
information between intelligent messaging network servers. 
This information, which is independent of any specific mes 
saging application, can be stored and accessed from a SQL 
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database known as, e.g., the MRDB 128, or the BESDB 126. 
In an exemplary embodiment, the MRDB 128 can be shared 
by all intelligent messaging network servers 116, 122, and 
124. The following sections describe the tables that comprise 
the intelligent messaging network MR database 128 schema. 
It will be apparent to those skilled in the art that the schema 
could also be used for another database, such as, e.g., BESDB 
126 
0220 1.1 Schema 
0221) 1.1.1 ServiceTypes Table 
0222. The ServiceTypes table is a list of all the service 
types Supported by the intelligent messaging network. 
0223 ServiceTypes Table 

Column Name Type Description 

ServiceName varchar30 Service Name 
TypeID int ID of the Service 
AllowMultiAccess bit True if service allows multiple device 

access from a single user, false if 
only allows single device access 
from single user concurrently 

0224) 1.1.2 RegisteredServers Table 
0225. The RegisteredServers table is used during the con 
nection process and keeps track of the location and type of ail 
Servers currently running on the Network. Access to this table 
is through the Server SDK. 
0226 RegisteredServers Table 

Column Name Type Description 

DbD long Unique DB ID used for cross 
referencing 

ServiceName varchar30 Server Name 
Class int Server Class e.g. FES (PG), BES, 

MR 124 etc. 
SubClass int Server Subclass e.g. CDPD, Mobitex, 

etc. 
DeathCount int The number of times connecting 

Servers have failed to connect to the 
Server 

ServerId byte Optional ID used for Server 
Specific Message Routing 
Network header version Supported 
by this Server. 

NetHorVersion int 

IPAddress varchar15 Network location of Server 
Port short Listener port Server monitors for 

connection requests 
PortB short A second port the Server monitors 
Domain varchar2O Name of the Domain the Server is 

running in 
Registration Time FILETIME Date? Time when Server registered 

0227 1.1.3 ServerMsgMap Table 
0228. The ServerMsgMap is accessed during Server Reg 
istration, MR 124 Start-UP and client Message Routing. This 
table maps a running Server to the set of Messages that 
should be routed to that Server. Access to this table is through 
Intelligent messaging network Server SDK. 
0229 ServerMsgMap Table 

Column Name Type Description 

Cross reference to DBID column 
in RegisteredServer Table b: 

ServerDBID long 
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-continued 

Column Name Type Description 

ServiceType int Type of Service message handled by 
this Server 

MessageID int Message Identifier of message 
handled by this Server 

ServerID byte Optional ID used for Server-Specific 
Message Routing 

0230. 1.1.4 Authorized Users Table 
0231. The Authorized Users table is accessed during Mes 
sage authentication. The table contains a list of UserIDs/ 
Passwords with authorized access to the intelligent messag 
ing network Network. Access to this table is through the 
Server SOK. 

0232 Authorized Users Table 

Column Name Type Description 

USerID varchar25 Identifier chosen by the customer e.g. 
(rudy, RudyB etc). This is the login ID 
ISP dial-up service. 

Password varchar25 Customer Password 
AccountNo Char8 Customer Account Identifier 
CustomerID Long Unique CustomerID used for cross 

referencing 

0233 1.1.5 Authorized.Devices Table 
0234. The AuthorizedDevices table is accessed during 
message authentication. This table contains a list of device 
addresses with authorized access to the intelligent messaging 
network Network. Entries may be permanent (a Mobile client 
Device) or temporary (a Wire-line device). Access to this 
table is through the intelligent messaging network Server. 
0235. Authorized Devices Table 

Column Name Type Description 

Dev Address varchar25 Mobile client device address 
(IP, MAN, etc) 

Wireline bit O = Mobile client, I== Wire-line 
Communication Type (CDPD, Mobitex, 
CDMA, etc) of the client device 

Authentication int No. of MR.s 124 currently aware of this 
Count device 
Access Flag int Used to block access for devices reported 

missing or stolen 
Cross reference to Customer ID in 
Authenticated Users table. 

CommType int 

CustomerID Long 

Token Long Token used for security with wireline 
devices. 

0236) 1.1.6 UserRights Table 
0237. The UserRights table is accessed during message 
authentication. This table contains the service types an autho 
rized user can access. Access to this table is through the 
Server SDK. 

0238 UserRights Table 

Column Name Typ Description 

Cross reference to CustomerID in 
Authenticated Users table. 

Customer ID long 
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-continued 

Column Name Description Typ 

ServiceType int Service Type the Customer is 
authorized to use. Cross reference to 
TypeID in ServiceType table. 

0239) 1.1.7 Active Users Table 
0240. The ActiveUsers table is accessed during message 
authentication. This table contains the list of active customer 
IDs and the services they are using with a count of MRs 124 
that have authenticated the account for the service in use. The 
purpose of the table is to detect and prevent multiple devices 
from accessing a service with same customer ID when the 
AllowMultiAccess bit is “false.” Also, the table contains the 
LinkStationType and LinkStationID used by the customer so 
the MRs 124 can support NULL LinkStationID from the BES 
122. Access to this table can be through the intelligent mes 
saging network server. 
0241 ActiveUsers Table 

Column Name Type Description 

CustomerID long Cross reference to CustomerID in 
Authenticated Users table. 

ServiceType int Service type inuse by Account No 
MRCount byte Number of MRs 124 that have 

authenticated the account for the servict: 
in use 

CommType Smallint Communication Type (CDPD, 
Mobitex, etc) of the client device 

LinkStationID varchar25 IP/Port or Mobitex Address 

0242 1.1.8 CommTypes Table 
0243 The CommTypes table is a list of all communication 
Protocols Supported by the intelligent messaging network. 
0244 Comm. Types Table 

Column Name Type Description 

Commname varchar25 Name of the communication 
Protocol 

TypeID Smallint Communication Type ID 

0245) 1.2 Stored SQL Procedures 
0246 SQL procedures are used to manage the database. 
The following is a list of definitions commonly used as 
parameters in the stored SQL procedures. 

0247 CustomerID The customer's unique identifier. 
0248 UserId The user Id is used to authenticate ISP 
dial-up access. 

0249 Password The password is used to authenticate 
dial-up access. 

(0250. AccountNo—The account number can be both 
alpha and/or nwneric and is for customer service pur 
poses. 

0251 Service Type The service type the customer is 
provisioned to access. For example, MarketClip, Mar 
ketTrader, etc. 

0252 DeviceAddress For CDPD devices, this is an IP 
address in dot notation. For Mobitex, this is a MAN 
number. 
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0253) Comm Type The type of Network Protocol the 
client device is using to access the intelligent messaging 
network Network. For example, CDPD, Mobitex, 
CDMA 

0254 Device Type The type of access to the intelli 
gent messaging network Network, either wireless or 
wireline. 

0255. Notify AMR True to notify all MRs 124 and 
false to not notify. 

0256 ReturnCode The return code from the stored 
procedure. 

0257 1.2.1 New Customer 
0258. This stored SQL procedure allows customer service 
to enter a new customer using a wireless CDPD device to the 
database. User Id and Password are entered as NULL. 
0259. Input: 
0260 UserID (varchar25) 
0261 Password (varchar25) 
0262 DeviceAddress (varchar25) 
0263. AccountNo (char8) 
0264. ServiceType (int) 

0265. Output: 
0266 CustomerID (int) 
0267 ReturnCode (in)—0=Success, 1 =Duplicate 
User ID, 2-Duplicate device address. 

0268 1.2.2 DeleteCustomer 
0269. This stored SQL procedure allows customer service 
to delete a customer from the database. This procedure also 
deletes any devices used by the customer and services provi 
Sioned for the customer. 
(0270 Input: 

(0271 Customer ID (int) 
(0272. Output: 

0273 ReturnCode (int)—0=Success, I=Invalid cus 
tomer id. 

0274 1.2.3 AddUser 
0275. This stored SQL procedure allows customer service 
to add a user id- and password to the database. 
(0276 Input: 

(0277 Userid (varchar25) 
(0278 Password (varchar25)) 
(0279 AccountNo (char8) 

(0280 Output: 
(0281 CustomerID (int) 
0282. ReturnCode (int)—0=Success, 1 =Duplicate user 

id. 
0283 1.2.4 DeletelJser 
0284. This stored SQL procedure allows customer service 
to delete a customer from the database. This procedure also 
deletes any devices used by the customer and services provi 
Sioned for the customer. 
(0285 Input: 

0286 CustomerID (int) 
(0287 Output: 

0288 ReturnCode (int)—0-Success, 1 =Invalid cus 
tomer id. 

(0289 12.5 Change Password 
0290 This stored SQL procedure allows customer service 
to change a user's password in the database. 
0291 Input: 
0292 UserID (varchar25) 
0293 Password (varchar25) 

0294. Output: 
0295). ReturnCode (int) 0=Success, 1=Invalid UserID 
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0296 12.6 AddUserRight 
0297. This stored SQL procedure allows customer service 
to add a user access right to a customer defined in the data 
base. 
0298 
0299 
0300 

0301 Output: 
(0302) ReturnCode(int) 0=Success, 
tomer id, 2-Duplicate entry 

0303 1.2.7 DeletelJserRight 
0304. This stored SQL procedure allows customer service 
to delete a user access right from a customer defined in the 
database. 
0305 
(0306 
0307 

0308 Output: 
0309 ReturnCode (int)—0=Success, 1 =Invalid cus 
tomer id., 2=Invalid user right for the customer. 

0310 1.2.8 AddDevice 
0311. This stored SQL procedure allows customer service 
to associate a device address to a defined customer in the 
database. 

Input: 
CustomerID (int) 
ServiceType (int) 

1=Invalid cus 

Input: 
CustomerID (int) 
ServiceType (int) 

0312 Input: 
0313 DeviceAddress (varchar25) 
0314 Wireline (bit) 0–client, 1 = wireline. 
0315 CommType (smallint)—1=CDPD, 1=Mobitex, 
3=ISP Dial up 

0316 CustomerID (int) 
0317 Token (int) 

0318 Output: 
0319 ReturnCode (int)—0=Success, 1 =Bad param 
eter, 2-Duplicate device address, 3-invalid customer id, 
4=Customer already has device address. 

0320 12.9 DeletelDevice 
0321. This stored SQL procedure allows customer service 
to delete a device address from a defined customer in the 
database. 
0322. Input: 

0323 DeviceAddress (varchar25) 
0324 Output: 

0325 ReturnCode(int)—0=Success, 1 =Device address 
not found 

0326 1.2.10 DeletelDeviceByOustID 
0327. This stored SQL procedure allows customer service 

to disassociate by deletion of ALL device addresses from a 
defined customer in the database. 
0328. Input: 

0329. CustomerID (int) 
0330 Output: 

0331 ReturnCode (int) 0=Success, 1=No device 
address(es) to delete. 

0332 1.2.11 Suspend User 
0333. This stored SQL procedure allows customer service 
to suspend a user and all the user's device address access to 
the intelligent messaging network and notify all MRs 124 to 
remove the device address from its local cache. This mecha 
nism is used when a customer reports a lost or stolen client 
device. 
0334 

0335) 
0336 
0337 

Input: 
CustomerID (int) 

Output: 
ReturnCode (int)—0=Success 
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0338 1.2.12 ReactivateUser 
0339. This stored SQL procedure allows customer service 
to reactivate a user and all the user's device address access to 
the intelligent messaging network. 
(0340 Input: 

0341 CustomerID (int} 
(0342. Output: 

0343 ReturnCode (int)—0=Success. 
(0344) 1.2.13 Suspend Device 
0345. This stored SQL procedure allows customer service 
to Suspend a device address access to the intelligent messag 
ing network and notify all MRs 124 to remove the device 
address from its local cache. 
(0346. Input: 

(0347 DeviceAddress (varchar25) 
(0348. Notify AlvfR 24 (bit) True to suspend the 

device address from all MRs 124 memory, false not to. 
(0349. Output: 

0350 ReturnCode (int)—0=Success, 1=Error creating 
Server 

0351. Manager, 2=Error calling Server Manager. 
0352 1.2.14 ReactivateDevice 
0353. This stored SQL procedure alloys customer service 
to reactivate a device address access to the intelligent mes 
Saging network. 
0354) Input: 
0355 DeviceAddress (varchar25) 

0356. Output: 
0357 ReturnCode (int)—0=Success. 

0358 1.2.15 GetCustomerID 
0359. This stored SQL procedure allows customer service 
to get the customer identifier associated with a device 
address, 
0360 

0361 
0362 

Input: 
DeviceAddress (varchar25) 

Output: 
0363 CustomerID (int) 
0364 ReturnCode (int)—0=Success, 
address not found. 

1=Device 

IV. HTTP Proxy Back End Server 
0365 Most industry standard browsers support the ability 
to be configured to access the Internet via a proxy server 
instead of communicating directly with an HTIP Web Server. 
111e Intelligent messaging network HTTP Proxy Back End 
Server 132 is responsible for handling incoming HTIP 
requests, sending the request over the Internet to the target 
Web HTIP Server, and transmitting the response back to the 
client device. The intelligent messaging network HTTP 
Proxy Back End Server 132 supports various versions of the 
HTTP protocol specification. The HTIP Proxy Back End 
Server 132 is also responsible for communicating with a 
target HTIP Web Server. In order to handle each inbound 
HTTP request, the HTTP Proxy Back End Server 132 creates 
and manages a TCP/IP socket connection to the target Web 
HTTP Server. When the HTTP Proxy Back End Server 132 
receives the response from the Web HTTP Server, it creates an 
HTTP response message and formats it for transmission back 
to the client application running on a client device. 

V. HTTP Redirector 

0366 Browsers 104 can typically communicate directly to 
an HTTP Web Server via TCP/IP, TCP/IP, however, is a chatty 



US 2016/0156507 A1 

LAN protocol requiring significant overhead that is not a cost 
effective way for browsing the Internet wirelessly. According 
to one embodiment of the invention, an HTTP Redirector 106 
can intercept raw HTIP requests from the browser 104 and 
can redirect the request over the intelligent messaging net 
work for fulfillment by an HTIP Proxy Back End Server 132. 
When the HTTP Redirector receives a response from the 
HTTP Proxy Back End Server 132, it can simply pass the 
response to the browser 104 to process. 
0367 FIG. 2 illustrates a block diagram 200 of an exem 
plary embodiment of the present invention. Block diagram 
200 illustrates an HTIP Redirector 106 interacting with the 
browser 104 and intelligent messaging network network. The 
HTTP Redirector 106 can act as a “client side” proxy server 
allowing it to intercept Web browser HITP requests. When 
communicating over the wireless network, the Hm Redirector 
I06 can take advantage of the optimized wireless protocoland 
compression services offered by the Intelligent messaging 
network and the protocol of the present invention. This results 
in significant byte savings when sending HTTP requests and 
receiving HTTP responses over a wireless network. In the 
exemplary embodiment, the HTTP Redirector can support 
browsers 104 such as, e.g., Microsoft's Internet Explorer 4.0 
and Netscape's Communicator 4.5 browsers on the Windows 
95, 98, NT, 2000 and Windows CE platforms. 
0368. As mentioned above, browsing the Internet using a 
standard version of a conventional browser 104 is not ideal in 
a wireless environment. Standard versions of browsers 104 
send HITP requests over TCP/IP, which is a chatty LAN 
protocol. TCP/IP is not cost effective in terms of bandwidth 
usage in a wireless environment. Furthermore, a standard 
version of browser 104 can require an IP based network and 
conventionally does not work with non-IP based wireless 
networks such as Mobitex. The redirector I 06 can address 
these issues and can provide a method of using a standard 
Web browser I04 in a wireless network. 
0369 Referring to FIG. 2, in an exemplary embodiment, 
browser 104 of a client device 112 can typically allow access 
to resources such as, e.g., a destination Web server 210. Such 
as an Internet server 142a on a network 202. Such as, e.g., the 
global Internet, through a Proxy IP/port 204 instead of com 
municating directly with the destination Web server 210. In 
the environment of the present invention, the Proxy IP/port 
204 can fulfill a request on behalf of the client device 112 to 
the destination Web server 210. The redirector 106 can act as 
a “client-side' proxy. The HTTP Redirector 106 can sit ontop 
of standard mobile libraries 208 provided by the intelligent 
messaging network. These mobile libraries 208 can be opti 
mized for the specific wireless protocol supported by the 
specific client device 112a-c. 
0370. The HTTP Redirector 106 can intercept all requests 
from browser 104. The raw HTIP request can then be pack 
aged into an intelligent messaging network message and 
transmitted through the intelligent messaging network 114 to 
the BES I22a-c designed to handle HTTP requests. 
0371. The HTTP BES 132 can forward the request to a 
Web serverota content provider such as, e.g., destination web 
server 210, which can provide a response. The content pro 
vider can be a third party in an exemplary embodiment. The 
communication to the content provider can occur via the 
network 202 of FIG. 2. A network 212 depicted in FIG. 2 can 
include the intelligent messaging network of the present 
invention, e.g., the underlying LAN network 118a and b, the 
PGs 116, the firewall 120, router 110, and the MR 124. 
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0372. When the HBES 132 receives the response from the 
destination Web server 210, HBES 132, or BES 122 (not 
shown), can package the response into an intelligent messag 
ing network message and can transmit the response back to 
the requesting client device 112 via the PG 116 via the MR 
124. 
0373) When the message arrives at the client device 112, it 
can be passed up to the redirector 106 where the message can 
be unpacked from its intelligent messaging network format 
into an HID response and can be sent to the browser 104. The 
HTTP redirector 106 can maintain all connections with the 
browser 104 throughout this process, so that from the per 
spective of the browser 104, the browser 104 appears to be 
communicating directly to the Web server 210. 
0374. The mobile libraries 208 can be optimized for the 
underlying wireless protocol. The HITP Redirector 106 can 
sit on top of the libraries 208 providing the browser 104 with 
the same benefits without any modifications to the browser 
104. Since the HTTP Redirector I06 packages HTI'Prequests 
and responses into intelligent messaging network messages, 
the raw payload of the messages can be compressed. Most 
conventional Web traffic deals with straight text in the form of 
HTML, so the amount of data transmitted can be greatly 
reduced by using standard compression techniques. The com 
pression techniques can result in an increase in data through 
put and a reduction of airtime. 
0375. In addition to compression, in an exemplary 
embodiment, performance can be enhanced by the fact that 
TCP/IP is not used over the wireless network, where the 
SNTL transport protocol of the present invention is rather 
used. 
0376 Turning briefly to FIG. 3, an exemplary embodi 
ment of a network communications layered architecture is 
depicted. FIG. 3 includes block diagram 300, which is 
described further below following the description with refer 
ence to FIG. 8A. 

VI. Message Flow 
0377 The flow of any messages within the network can 
include authentication by the MR124 via authentication chal 
lenge Success, failures, client application request to BES 122, 
BES 122 response to client application, and BES 122 alert to 
client application. 
0378 FIG. 4 illustrates a flow diagram 400 depicting an 
exemplary embodiment of the present invention. Flow dia 
gram 400 numerically depicts a flow of messages that corre 
sponds to the authentication challenge Success flow. Flow 
diagram 400 numerically shows message paths between a 
client device 112 and an MR 124 including exemplary steps 
labeled by numbers 1-8, as follows: 

0379 1. The client application can send an application 
request message to the MR 124 (the PG 116 is not 
explicitly involved in authentication), i.e., a device 
authentication; 

0380 2. The client application running on a client 
device may fail the authentication of the MR 124; 

0381. There are several ways a client application running 
on a client device can fail authentication. The MR124 cannot 
find the device address in its local cache or the Authorized 
Devices table in the intelligent messaging network MR data 
base 128. The device's security token in the LinkStationID is 
not the same as the device's security token in the intelligent 
messaging network MR database 128. The subscriber does 
not have user rights to the requested service. 
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0382. 3. The MR 124 can send a a negative acknowl 
edgment (NACK) message to the client application with 
the appropriate error code: 

0383 4. The client application can respond with an 
authentication request message including an UserID, 
secure password, and the requested service type to 
authenticate; i.e., reauthentication; 

0384 5. The MR 124 can check the UserID and pass 
word against the Authorized Users in the MRDB 128; 

0385). If the UserID/password are valid, the MR 124 can 
verify that the subscriber has rights to the requested service. 
Hie subscriber does have user rights to the service, the MR 
124 can add the device address to the Authorized Devices 
table, as well as to the MR 124 local cache and can assign a 
security token to the client application running on the client 
device 112. 

0386 6. The MR 124 can send an authenticated 
response message with a success value to the client 
application to let the client application know that the 
client application has been authenticated; the security 
token can also be sent to the client device 112; i.e., an 
indication of success; 

(0387 7. The client application can re-send the original 
message (step 1) that caused the authentication chal 
lenge with the new security token; i.e., send request; and 

0388 8. The MR 124 can verify the device address 
against the authentication cache of the MR 124 and can 
forward the message to the proper BES 122 or HBES 
132 (not shown). 

0389 FIG. 5 illustrates a flow diagram 500 depicting an 
exemplary embodiment of the present invention. Flow dia 
gram 400 numerically depicts a flow of messages that can 
correspond to the authentication challenge success/failure. 
The diagram numerically shows message paths between the 
client device 112 and the MR 124 including exemplary steps 
labeled by numbers 1-7, as follows: 

0390 1. Client application can send an application mes 
sage to the MR 124 (again, the PG 116 is not explicitly 
involved in authentication, in an exemplary embodi 
ment, all client/MR 124 communications can pass 
through the PG 116); i.e., device authentication; 

0391) 2. The client device 112 can fail the MRs 124 
authentication: There are several ways a device can fail 
authentication. For example, the MR124 cannot find the 
device address in its local cache or the Authorized. De 
vices table in the intelligent messaging network MR 
database 128. The security token of the client device 112 
in the LinkStationID can be not the same as the device's 
security token in the intelligent messaging network MR 
database 128. The user of the client device 112 cannot 
have user rights to the requested service. 

0392. 3. The MR 124 can send a negative acknowledg 
ment (NACK) message to the client application with the 
appropriate error code: 

0393 4. The client application can respond with an 
authentication request including the UserID, secure 
password and the requested service type to authenticate; 
i.e., logon with userid and password; 

0394 5. The MR 124 can check the UserID and pass 
word against the Authorized Users in the MR DB 128; 
the UserID, password can be invalid and/or the user 
cannot have rights to the requested service; 

0395. 6. The MR 124 can send an authentication 
response message with a failure value to the client appli 
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cation to let it know that the authentication has failed; 
i.e., authentication failure; and 

0396 7. The client may choose to prompt the client user 
102, e.g., to re-enter the UserID and password and repeat 
the flow diagram 500 starting from step 4: i.e., retry. 

0397 FIG. 6A illustrates a flow diagram numerically 
depicting a flow of messages that corresponds to a client 
application request to BES 122. The diagram numerically 
shows message paths between the client device 112 and the 
MR 124 including exemplary steps labeled by numbers 1-6. 
as follows: 

0398 1. The client application that can be running on 
client device 112 can create an application request (APP 
REQ) message and can pass the message to the transport 
layer to transmit over the network 212; 

0399 2. The transport layer can determine if the mes 
sage needs to be segmented into multiple segments; the 
transport layer can transmit the message over the net 
work and can wait for a transport level ACK; 

(0400 3. Upon receiving the APP REQ message, the PG 
116 can assemble the message segment into a complete 
application message (if necessary) and can send the 
application message to the next available MR 124; 

0401 If no MR 124 is available, a NACK message can be 
generated by the PG 116 and can be sent back to the client 
application with the appropriate error code. Preferably, the 
PG 116 cannot immediately send a transport ACK message 
back to the client application. This can be done when the BES 
122 receives the application message and sends an ACK 
control message back to the PG 116. 

0402 4. The MR124 can lookup the device address and 
the service type (first in its local cache, then if necessary 
in the intelligent messaging network MRDB 128 to see 
if the message is from an authorized source: 

0403. If the message is from an authorized source, the MR 
124 can choose the next available BES 122 that has been 
registered to support the specified service type and can then 
send the message to that BES 122. If there are no BESs 122 
registered that can support the specified service type, a NACK 
message can be generated by the MR124 and can be sent back 
to the client application with the appropriate error code. 

04.04 5. Upon receiving the application message from 
the MR124, the BES 122 can send an acknowledgement 
(ACK) control message back to the PG 116that received 
the application message; the BES 122 can also process 
the incoming message; and 

04.05 6. Upon receiving the ACK control message from 
the BES 122, the PG 116 can send a transport ACK 
message to the client application at client device 112, in 
some exemplary embodiments, sending ACK messages 
can be optional. 

0406 FIG. 6B depicts an exemplary embodiment of a 
message flow diagram 602 illustrating transmission of a 
multi-segment message from a client device 112 to a BES 122 
according to the present invention. Flow diagram 602 can 
begin with step 604. 
(0407. In step 604, the simple network transport layer 
(SNTL) application can segment the message into multiple 
segments, can encapsulate the segments with an SNTL seg 
ment header 900, and can transmit the message initially to PG 
116. An exemplary embodiment of a message header 900 is 
illustrated below with reference to FIG.9. As will be apparent 
to those skilled in the relevant art, due to a high bit error rate 
in wireless communication links, it can be expected that not 
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all transmissions to PG 116 will be received from the client 
device 112. From step 604, the flow diagram can continue 
with step 606. 
0408. In step 606, the PG 116 can send to client device 112 
an acknowledgement (ACK) of receipt of the transmitted 
messages at the PG 116. As shown, in the exemplary embodi 
ment, receipt of only segment 1 is acknowledged. Receipt of 
segment 2 is not acknowledged, From step 606, the flow 
diagram 602 can continue with step 608. 
04.09. In step 608, in an exemplary embodiment, client 
device 112 can automatically retry, or retransmit segment 2 of 
the message to the PG 116, since acknowledgement was not 
received for segment 2 in step 604. User datagram protocol 
(UDP) is an efficient communication protocol, however it is 
unreliable, lacking provision to segment messages and 
retransmit unacknowledged messages. In the exemplary 
embodiment, the peer protocols of the SNTL layers on the 
client device 112 and PG 116 can work in coordination with 
UDP to provide highly optimized and reliable wireless com 
munication while using efficient connectionless (i.e., unlike 
TCP) UDP communication. In an exemplary embodiment, 
the SNTL layers can provide other useful transport functions 
Such as, e.g., pacing, congestion control and other function 
ality without requiring an entire TOP transport stack. The 
SNTL layer can include, in an exemplary embodiment, a 4 
bytes wide header, 6 bytes wide for multi-segment messages, 
as discussed with reference to FIG. 9. From step 608, flow 
diagram 602 can continue with step 610. 
0410. In step 610, PG 116 can transmit the complete multi 
segment message to MR 124. From step 610, flow diagram 
602 can continue with step 612. 
0411. In step 612, MR 124 can route the message to BES 
122 as discussed above with reference to FIG. 1C. From step 
612, flow diagram 602 can continue with step 614. 
0412. In step 614, BES 122 can send an acknowledgement 
of receipt of the multi-segment message to MR 124. From 
step 614, flow diagram 602 can continue with step 616. 
0413. In step 616, MR 124 can send acknowledgement of 
receipt of the multi-segment message at the BES 122 on to PG 
116. From step 616, flow diagram 602 can continue with step 
618. 

0414. In step 618, PG 116 can send acknowledgement of 
receipt of the multi-segment message at the BES 122 on to 
client device 112. PG 116 can also send acknowledgment of 
receipt of segment 2 of the message as well. In one exemplary 
embodiment acknowledgment of receipt of the second seg 
ment can occur following step 606. From step 618, flow 
diagram 602 can immediately complete. 
0415 FIG. 7A illustrates a flow diagram 700 of an exem 
plary embodiment of the present invention. Flow diagram 700 
numerically depicts a flow of messages that corresponds to a 
response from BES 122 to a request of the client application, 
illustrated and described further above with reference to FIG. 
6A. Flow diagram 700 numerically shows message paths 
beginning from the BES 122, through the MR124 and PG 116 
to client device 112 including exemplary steps labeled by 
numbers 1-5, as follows: 

0416 1. A BES 122 can respond to a client application 
request as illustrated in flow diagram 600; the BES 122 
can pass the response message (REQ RESP), message 
flags, customer ID and LinkStationID (cached from the 
previous incoming request) in flow diagram 700, which 
can represent a second or so-called 'send' call; 
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0417 Message flags can specify whether to compress 
and/or encrypt the message and whether the BES 122 
requires an ACK message when the PG 116 has suc 
cessfully delivered the application message to the cli 
ent application running on client device 112. The BES 
122 can send the application message to the next 
available MR 124. If no MR 124 is available, then a 
false can be returned from the send, 

0418 2. The MR 124 can use the LinkStationID to 
determine the associated communication type (e.g., 
CDPD, Mobitex, etc.) and can send the message to the 
next available PG 116 of the correct communication 
type; 

0419. 3. The PG 116 can segment the application mes 
Sage (if necessary) and can transmit the application mes 
Sage over the network; 

0420 4. The transport layer can receive the message 
segment and can assemble the message segment into a 
complete application message (if necessary); the trans 
port layer can send a transport ACK message to the PG 
116 that sent the message; it is important to note that, in 
Some exemplary embodiments, sending ACK messages 
can be optional; and 

0421 5. When the PG 116 receives the transport ACK 
from the client application, the PG 116 can send an ACK 
control message back to the BES 122 (via the MR 124) 
that was the Source of the original message (ifrequired). 

0422 FIG. 7B depicts an exemplary embodiment of a 
message flow diagram 702 illustrating transmission of a 
multi-segment message from BES 122 to a client device 112 
according to the present invention. Flow diagram 702 can 
alternatively represent sending of a multi-segment alert from 
BES 122 to a client device 112. Flow diagram 702 can begin 
with step 704. 
0423. In step 704, BES 122 can transmit a multi-segment 
message intended for a client device 112 to MR 124. From 
step 704, flow diagram 702 can continue with step 706. 
0424. In step 706, MR 124 can route the message to an 
appropriate PG 116 as discussed above with reference to FIG. 
10. 

0425. In step 708, the simple network transport layer 
(SNTL) application running on the PG 116 can segment the 
message into multiple segments, can encapsulate the seg 
ments with an SNTL segment header 900, and can transmit 
the segments of the message to the client device 112. An 
exemplary embodiment of a message header 900 is illustrated 
below with reference to FIG. 9. As will be apparent to those 
skilled in the relevant art, due to a high bit error rate in 
wireless communication links, it can be expected that poten 
tially not all transmissions from PG 116 will be received at the 
client device 112. From step 708, the flow diagram can con 
tinue with step 710. 
0426 In step 710, client device 112 can send to the PG 116 
an acknowledgement (ACK) of receipt of the transmitted 
messages at the client device 112. As shown, in the exemplary 
embodiment, receipt of only segment 1 is acknowledged. 
Receipt of segment 2 is not acknowledged. From step 710, the 
flow diagram 702 can continue with step 712. 
0427. In step 712, in an exemplary embodiment, PG 116 
can automatically retry, or retransmit segment 2 of the mes 
sage to the client device 112, since acknowledgement of 
receipt was not received for segment 2 in step 710. From step 
712, flow diagram 702 can continue with step 714, 



US 2016/0156507 A1 

0428. In step 714, client device 112 can transmit the com 
plete multi-segment message to PG 116. From step 714, flow 
diagram 702 can continue with step 716. 
0429. In step 716, PG 716 can send an acknowledgement 
of receipt of the multi-segment message to MR 124. From 
step 716, flow diagram 702 can continue with step 718. 
0430. In step 718, MR 124 can send acknowledgement of 
receipt of the multi-segment message at the client 112 on to 
the BES 122. From step 718, flow diagram 702 can immedi 
ately end. 
0431. The flow diagram 702 can be used in one exemplary 
embodiment to send a response from BES 122 to a request 
originating from client 112. In another exemplary embodi 
ment, flow diagram 702 can be used to generate an unsolicited 
response, also commonly referred to as an “alert,” or a "push. 
It is important to note that acknowledgement of receipt of a 
response message, as shown for example inflow diagram 702. 
is optional. For example, in the case of some client devices 
112, such as, e.g., with some paging devices, it may be impos 
sible to send back from the client devices 112 an acknowl 
edgment. 
0432 FIG. 8A illustrates a flow diagram 800 depicting an 
exemplary embodiment of the present invention. Flow dia 
gram 800 numerically depicts a flow of messages that corre 
sponds to an alert that can be sent from a BES 122 to a client 
application at client device 112. Flow diagram 800, in an 
exemplary embodiment, can proceed similarly to the method 
detailed in flow diagram 700 above describing sending a 
response message to a request. A BES 122 unsolicited alert 
can be sent to client application and can differ only slightly 
from the response from BES 122 to a client application flow. 
The difference can include that the response message to a 
request is given the client device 112 object information when 
the BES 122 receives the request and can use this object to 
send the response. In an exemplary embodiment, the object 
information can include a hidden linkstation id. When a BES 
122 sends an alert, the BES 122 is responsible for construct 
ing the client device 112 object information with the proper 
Customer ID and Device ID. The linkstationid that is hidden 
may be null. However the BES 122 can know the customerID 
or the customer ID and the port number of the client applica 
tion running on client device 112. The BES 122 can know 
only about the customerid and device id. The device id can be 
set to the defined ALL_DEVICES value. In one embodiment, 
the port number of the client application is not needed. By 
setting the customerid and device id, the BES 122 can target 
a specific client device 112. If the device id is set to ALL 
DEVICES, then the message should be sent to all of the 
customer's devices 112. Flow diagram 800 of FIG. 8 numeri 
cally shows an exemplary alert message flow from the BES 
122 through MR 124, and PG 116 to the client application 
running on the client device 112 including several exemplary 
steps labeled by numbers 1-5, as follows: 
0433 1. A BES 122 can send an unsolicited alert to a client 
application. The BES can pass the client device 112 infor 
mation object, the alert message, the message send flags 
(ACK REQUIRED, SEND IF ACTIVE ONLY. 
SEND ONLY ONCE), compression flag, and encryption 
flag on the send call. 
0434. The customer/application information can 
include the customer ID or the customer ID and the port 
number of the client application running on client device 
112. Message flags can specify whether to compress 
and/or encrypt the message and whether the BES 122 
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requires an ACK message when the PG 116 has success 
fully delivered the message to the client application. The 
BES 122 can then send the alert message to the next 
available MR 124. If no MRs 124 are available, then a 
false can be returned from the send call. The client 
device 112 information object can include the customer 
id and device id. Device id can be set to define the value 
of ALL DEVICES if the BES 122 wants to send the 
alert to all devices 112 owned by the customer. Or the 
BES 122 can specify a specific device id if the BES 122 
wants to target a specific customer's device 112 

0435 Message flags can specify 1) whether the BES 
122 requires an ACK message when the PG 116 has 
successfully delivered the message to the client applica 
tion (ACK REQUIRED), 2) that the intelligent messag 
ing network only try sending the alert if the client is 
active on the intelligent messaging network (SEND IF 
ACTIVE ONLY), 3) that the PG 116 should only try 
sending the message once and not perform retries (SEN 
D ONLY ONCE). The <; ompression flags can indi 
cate if the message needs to be compressed or not and if 
so what algorithm to use. The encryption flags can indi 
cate if the message needs to be encrypted or not and if so 
what encryption algorithm to use. 

0436 2. The MR 124 can use the customer/application 
information to send the alert message. In particular, the MR 
124 can use the customer id and device id information to 
send the alert message. 

0437. If the customer/application information includes 
only the customer ID, then the MR 124 can search the local 
cache of the MR 124 and can search the ActiveUsers table to 
obtain the LinkStationID associated with the customer ID. If 
the customer/application includes both the customer ID and 
application port number then the MR124 can search the local 
cache of the MR 124 and can search the first device assigned 
to the customer ID in the Authorized Devices table to obtain 
the LinkStationID. The MR124 can use the LinkStationID to 
determine the associated communication type (e.g., CDPD. 
Mobitex, etc.) and can send the message to the next available 
PG 116 of the correct communication type. If the customer/ 
application information includes only the customer ID and 
the LinkStationID and these are not found in the local cache 
or ActiveUsers table, the MR 124 cannot send the outgoing 
message to the client application, in an exemplary embodi 
ment. Therefore the MR 124 can send a customer inactive 
message back to the BES 122 that was the source of the 
outgoing message. If the customer/application information is 
both the customer ID and port number of the client applica 
tion running on client device 112, then the message can 
always be sent if a device address is found in the Authorized. 
Devices table for the customer ID. In an exemplary embodi 
ment, the linkstation id in the client device information is null 
so the MR 124 will use the customer id and device id to 
construct one or more linkstation id(s). The following are 4 
exemplary scenarios. 

0438) 1) If the message send flag is set to SEND IF 
ACTIVE ONLY and device id is specified, then the MR 
124 can first look in its local cache to obtain the linksta 
tion id of the specified device. If the device is not found 
in its local cache, then the MR 124 can look in the 
ActiveUsers table to obtain the linkstation id of the cus 
tomer's device 112, (the device 112 could be active 
within the intelligent messaging network on some other 
MR 124) 
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0439 2) If the message send flag is set to SEND IF 
ACTIVE ONLY and device id is set to ALL DE 
VICES, then the MR 124 can look in the ActiveUsers 
table to obtain the linkstation id's of all the customer's 
devices 112 active on the network. 

0440 3) If the message flag is not set to SEND IF 
ACTIVE ONLY and the device id is specified, then the 
MR 124 can first look in its local cache to obtain the 
linkstation id of the specified device 112. If the device 
112 is not found in its local cache, then the MR124 can 
look in the Authorized Devices table to obtain the link 
station id. 4) If the message flag is not set to SEND IF 
ACTIVE ONLY and the device id is set to ALL 
DEVICES, then all of the customer's device(s) 112 
information should be retrieved from the AuthorizedDe 
vices table. Using the retrieved information, the MR124 
can construct the linkstation id(s). If the device(s) are 
found, either from the cache or database, the MR124 can 
use the Linkstation id of each device to determine the 
associated communication type (e.g., CDPD, Mobitex) 
and can send the message for each linkStation id(s) to the 
next available PG 116 of the correct type. If no device(s) 
are found, the MR 124 can send a customer inactive 
message if the send message flag is set to SEND IF 
ACTIVE ONLY otherwise the MR can send a customer 
not valid message back to the BES 122 that was the 
Source of the alert message. 

0441. If ALL DEVICES is set for the device id, then once 
the MR 124 has found all the devices for a particular cus 
tomer, the MR124 can send back to the BES 122 each of the 
device id's found (to correlate the ACKs) before it sends the 
alert message to the PG 116. The reader is directed to FIG. 8B 
depicts an exemplary hybrid alert for sending to one or more 
devices and FIG. 8C depicts an example of negative acknowl 
edgments of an alert and a response providing client device 
112 availability back to the BES 122. 

0442. 3. The PG 116 can segment the alert (if necessary) 
and can transmit the alert over the network (see FIG. 68 
for more information regarding multiple segment 
responses or alerts); 

0443 4. The transport protocol layer can receive the 
message segment and can assemble the message seg 
ment into a complete alert (if necessary); the transport 
protocol layer can send a transport ACK message to the 
PG 116 that sent tile message; it is important to note that, 
in Some exemplary embodiments, sending ACK mes 
Sages can be optional. Once the transport assembles the 
message, it can send the message to any applications that 
are running the transport protocol layer and that have 
expressed interest in the same type of message as the 
alert message. Once the message is delivered to the 
application, the transport can then send the transport 
ACK to the PG 116 that sent the message. In one 
embodiment, the transport ACK is preferably sent back 
to the PG 116, however this can also be optional. 

0444 5. The PG 116 can receive the transport ACK 
from the client application running on client device 112, 
and can send an ACK control message back to the BES 
122 that was the source of the original message (if 
required). 

0445 FIG.8B depicts an exemplary embodiment of a flow 
diagram 802 illustrating transmission of a hybrid alert from 
BES 122 to client devices I12a, 112b. Flow diagram 802 can 
begin with step 804. 
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0446. In step 804, BES 122 can send a hybrid alert mes 
sage to MR 124 for a client user who can have multiple client 
devices II2a, I12b. In an exemplary embodiment, the hybrid 
alert can include XML query conditions. The query can 
query, e.g., the MR DB 128 to determine the status of par 
ticular conditions. For example, the client user could have 
multiple devices and the client user's client record can indi 
cate that redundant alerts should be sent to all devices at once. 
Alternatively, tile client user's client record could indicate, 
e.g., that a message should be sent to a primary, or highest 
priority device first, and if the BES 122 receives no acknowl 
edgement of receipt of the message from the primary device, 
then a message can be sent to a secondary or lower priority 
device, and so on, in the event that the client user has multiple 
client devices. From step 804, flow diagram 802 can continue 
with step 806a or 806b. 
0447. In an exemplary embodiment, the MR124 can route 
the hybrid alert message to any of client devices 112 that 
match the query conditions. In one exemplary embodiment, 
the hybrid alert message can be sent to all devices I12a.I12b. 
Suppose the criterion are such that the hybrid alert is to be sent 
to both client devices I12a and I12b. TIle hybrid alerts can be 
sent in parallel or sequentially. 
0448. In step 806a, MR 124 can route the hybrid message 
to PG II6a. From step 806a, flow diagram 802 can continue 
with step 808a. 
0449 In step 806b, MR 124 can route the hybrid message 
to PG II6b. From step 806b, flow diagram 802 can continue 
with step 808b. 
0450. In step 808a, PGI16a can route the hybrid alert 
message to client device I12a. 
0451. From step 808a, flow diagram 802 can continue 
with step 810a. 
0452. In step 808b, PG II6b can route the hybrid alert 
message to client device 112b. From step 80811 flow diagram 
802 can continue with step 810b, 
0453. In step 810a, in one embodiment, client device I12a 
can send back to PG 1I6a a message acknowledging receipt of 
the hybrid alert message. Acknowledgment of receipt of an 
alert can be optional. From step 81Oa, flow diagram 802 can 
continue with step 812a. 
0454. In step 810b, in one embodiment, client device 112b 
can send back to PG 116b a message acknowledging receipt 
of the hybrid alert message. Acknowledgment of receipt of an 
alert can be optional. From step 810b, flow diagram 802 can 
continue with step 812b, 
0455. In step 812a, in an exemplary embodiment, the PG 
116a can forward on the acknowledgement of receipt at the 
client device I12a to MR 124. From step 812a, flow diagram 
802 can continue with step 814a. 
0456. In step 812b, in an exemplary embodiment, the PG 

I 16b can forward on the acknowledgement of receipt at the 
client device I 12b to MR 124. From step 812b, flow diagram 
802 can continue with step 814b. 
0457. In step 814a, in an exemplary embodiment, MR 124 
can forward the acknowledgment of receipt on to BES 122. 
0458 In step 814b, in an exemplary embodiment, MR 124 
can forward the acknowledgment of receipt on to BES 122, 
0459 FIG. 8C depicts an exemplary embodiment of a flow 
diagram 816 illustrating a client device 1I 2a which becomes 
unavailable when transmissions are being sent to it, which can 
prompt a hybrid alert to be sent to another client device I12b 
as shown, e.g., in flow diagram 802 of FIG.S.B. Flow diagram 
816 can begin with step 818. 
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0460. In step 818, BES 122 can attempt to send an alert to 
MR 124 intended for client device 112a. From step 818, flow 
diagram 816 can continue with step 820. 
0461). In step 820, MR 124 can route the alert to a PG 116a 
associated with client device 112a, From step 820, flow dia 
gram 816 can continue with step 822. 
0462. In step 822, according to the exemplary embodi 
ment, Suppose client device 1 I2a is unavailable to receive, 
and thus a negative acknowledgement of receipt (NACK) can 
be sent to MR 124. In one embodiment, the PGI 16a can be 
aware that an alternate path can be available, i.e., that another 
client device 112b with which the BES 122 can communicate. 
0463. From step 822, flow diagram 816 can continue with 
step 824. In step 824, the negative acknowledgement (NACK) 
of receipt at client device 112a can be folwarded on from the 
MR 124 to BES 122. BES 122 can be notified in the NACK, 
in one embodiment, that the BES 122 can send the alert using 
a hybrid alert such as, e.g., that depicted in flow diagram 802 
of FIG.SB, to reach the client user using client device I12b 
(not shown in FIG. 8C). 
0464 Flow diagram 816 also depicts a request from client 
device 112a being sent to BES 122 which can begin with step 
826. 
0465. In step 826, the client device II2a can send a request 
message to a PG 116a. From step 826, flow diagram 816 can 
continue with step 828. 
0466. In step 828, PGI16a can forward the request on to 
MR 124. From step 828, flow diagram 816 can continue with 
step 830. 
0467. In step 830, MR 124 can forward the request to BES 
122. From step 830, flow diagram 816 can continue with step 
832. 
0468. In step 832, BES 122 can send a response message 
intended for client device 112a to MR 124. From step 832, 
flow diagram 816 can continue with step 834, 
0469. In step 834, MR124 can route the response message 

to a PG 116a associated with intended recipient, client device 
112a. From step 834, flow diagram 816 can continue with 
step 836. 
0470. In step 836, suppose that the PG I 16a determines 
that client device I 12a is unavailable to receive a message, so 
a negative acknowledgment of receipt of the response mes 
sage at the client device I 12a can be sent to MR 124. From 
step 836, flow diagram 816 can continue with step 838. 
0471. In step 838, MR 124 can folward on the NACK 
message to BES 122 notifying BES 122 that the response 
message was not received by client device I 12a. In an exem 
plary embodiment, BES 122 can be notified that the client 
user can be reached using another client device I12b. BES 122 
can be notified in the NACK, that the BES 122 can send the 
response message using a hybrid alert Such as, e.g., that 
depicted in flow diagram 802 of FIG. 8B, to reach the client 
user using client device I12b (not shown in FIG. 8C). 

VII Software Development Kits 
0472 A. Mobile client SDK 
0473. The Mobile client SDK is comprised of the follow 
ing set of platform specific libraries. Each of the following 
exemplary libraries exports an easy to use API: 

0474. Utility Library; 
0475 Transport Library; and 
0476) Security Library. 

0477. An exemplary embodiment of the invention, 
includes a utility library providing compression services. By 
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keeping the transport library independent from both the util 
ity and security implementation details, new compression and 
security mechanisms can be added without the knowledge of 
the transport library. The independence eliminates the need to 
regression test the transport library, as well as all application 
users of the transport library when adding a new compression 
or security mechanism. Because the compression and Secu 
rity solutions may not meet the need for all intelligent mes 
saging network enabled applications, when new applications 
are developed, any specific compression or security require 
ments of Such applications may be accommodated transpar 
ent to the transport library individually, on a component basis. 
By providing wrapper APis that encapsulate the default 
implementation of the utility and/or security libraries, devel 
opers could choose to write to the wrapper APis, or directly to 
the utility and/or security APis. 
0478 1. Utility Library of the Intelligent Messaging Net 
work 

0479. The utility library of the intelligent messaging net 
work can provide applications with functions to perform via 
an easy to use APL. The following section Summarizes the 
major functions provided by the utility library. 
0480 A.I/O Streaming 
0481 Provides functions to assist developers with han 
dling application messages that are streaming in and out (two 
ways). Serial in and out functions are provided for most of the 
common data types Supported by the target platform. The 
Streaming functions manage the big-endian little-endian 
issues on behalf of the application. 
0482 
0483 Applications can optionally compress/encode 
application messages prior to transmitting the message to a 
target destination. If the encode algorithm determines that it is 
not optimal to encode the message, the message should not be 
encoded. Also, applications can optionally decode applica 
tion messages prior to processing the message. In order to 
determine if a message needs to be decoded, applications can 
check the encode flag contained in the message header. 
0484 c. AIM Message Header 
0485. Every application message should be pre-fixed with 
the intelligent messaging network message header prior to 
being sent to its target destination. The intelligent messaging 
network utility library provides applications with functions to 
set/get the contents of the intelligent messaging network mes 
sage header. It can also provide functions to serial out and 
serial in the contents of the intelligent messaging network 
message header. Applications are not required to know the 
internal data representation of the intelligent messaging net 
work message header. 
0486 D. AIMAuthetzticatio 11 Messages 
0487. In order to access the intelligent messaging network 
via an ISP dialup connection, the intelligent messaging net 
work can require that the user provide security credentials to 
identify themselves. The intelligent messaging network util 
ity library provides functions io build the intelligent messag 
ing network authentication request message. Applications are 
not required to know the internal data representation of the 
intelligent messaging network authentication request mes 
sage, likewise for the intelligent messaging network authen 
tication response message. Functions are provided to deter 
mine the authentication status of the request. 

B. Compression Mechanism 



US 2016/0156507 A1 

0488 2. Transport Library of the Intelligent Messaging 
Network 

0489. The transport library can provide reliable, opti 
mized data communication over various wireless networks, 
such as the CDPD and Mobitex wireless networks, as well as 
ISP dialup wire line access to enabled the intelligent messag 
ing network client applications via an easy to use APL TIle 
following section Summarizes the major functions provided 
by the mobile client transport library. 

0490. Designate Target Destination. The client appli 
cation can specify the target destination of the machine 
to receive the message, 

0491. Notification of Success/Failure of Transmis 
sion The client application receives notification of the 
Success or failure of the message transmission. For those 
platforms that Support a multi-threaded environment 
(e.g. WinCE), the notification mechanism can be via an 
event that the transport library asserts. For those plat 
forms that do not Support a multi-threaded environment 
(e.g. Palm OS), the client application may be required to 
continuously poll the transport library to determine if the 
message transmission was successful or tailed. 

0492 Message Segmentation—All messages that are 
greater than the maximum segment size (configurable) 
should be segmented into multiple message segments. 

0493 Message Re-Assembly—All multi-segmented 
messages received are re-assembled into a single mes 
Sage prior to presenting the message to the client appli 
cation running on client device 112. 

0494 Message Retries—All message segments that are 
not acknowledged by the peer wireless protocol layer 
within the configured time may be retried the configured 
number of attempts before notifying the client applica 
tion that the message was delivered (acknowledgment) 
or not (negative acknowledgment). 

0495 Configurable Communication Parameters—The 
communication parameters for the mobile client trans 
port library can be tailored to the required communica 
tion behavior. These values can be configured via the 
registry (WinX platforms) or the preferences database 
(Palm OS platforms) prior to opening the mobile client 
transport library. 

0496 Duplicate Message Segment Detection All 
duplicate message segments received by the mobile cli 
ent transport library can be acknowledged back to the 
peer wireless protocol layer, discarded, and condition 
ally Jogged. 

0497 Duplicate Message Detection—All duplicate 
messages received by the mobile client transport library 
can be acknowledged back to the peer wireless protocol 
layer, discarded, and conditionally logged. 

0498. A layered architecture can be used for developing 
the transport library. Under this arrangement each layer (ex 
cluding the bottom) can encompass certain functions, can 
request services from the layer directly below it, and each 
layer (excluding the top) can provide services to the layer 
directly above it. In order for a layer to do the job it is assigned 
to perform; layer N employs the services of layer N-1. The 
division of the network into logical layers can allow a higher 
level to make use of the more primitive functions of lower 
levels, without having the layer concern itself with the imple 
mentation details of those primitives. 
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0499 A. Protocol Stack 
0500 FIG.3 depicts an exemplary embodiment of a block 
diagram 300 of the present invention. Block diagram 300 
illustrates a proprietary wireless protocol stack of the present 
invention including a mapping to the layers of the OSI model 
as illustrated in the left column. Like the TCP/IP protocol 
stack, the protocol stack of the present invention includes 
only 5 layers. The highest layer is the applications layer, 
which corresponds to layer 7 in the OSI protocol stack refer 
ence model. Layer 4, the transport layer is the proprietary 
simple network transport (SNTL) layer of the present inven 
tion. Layer 3 is the network layer, corresponding to OSI layer 
3. Layers one and two of the OSI model have been combined 
in the figure for ease of reference and include the data link and 
physical layers for a variety of Supported protocols for spe 
cific classes of client devices. Because symmetry is assumed, 
each of the PGs 116 has a symmetrical protocol stack. Each 
client device 112 can have only one of the combination layers 
corresponding to OSI layers one and two. Similarly, while 
each of the PGs 116 could have one or more of the layers 
corresponding to the combination OSI layer one and two, an 
exemplary embodiment can include for each PG 116 having 
only one combination layer corresponding to layer one and 
tWO. 

i Application Layer 

(0501) The function of application layer (layer 7 of the OS 
stack) is to provide an interface between the application and 
the transport protocol layer by which client applications can 
send and receive messages across multiple wireless networks 
(or via dial-up ISP access) without having knowledge of the 
communication implementation. 
0502. In an exemplary embodiment of the present inven 
tion, layers 4 can include, e.g., applications such as, e.g. mail, 
file transfer, and other applications such as, e.g., end user 
applications. 

ii. Transport Layer 
0503. This layer logically represents layer 4 of the refer 
ence model for, the present invention. This layer provides the 
control structure for managing the communications between 
two communicating peer transport layers. The following sec 
tions detail the functions provided by this protocol layer. 
0504 The highest layer is the application layer. Layer 4 is 
the transport layer and, in an exemplary embodiment, 
includes a connectionless UDP-like transport protocol that 
has many of the features and advantages of TOP. That is, the 
transport layer is connectionless like UDP but has many of the 
features of TOP including but not limited to message segmen 
tation, message segment reassembly, message retries, and 
message duplication but has only a four to six byte header. 
0505. In an exemplary embodiment of the present inven 
tion, layers 4 can include, e.g., the simple network transport 
layer (SNTL) protocol of the present invention. 

iii. Lower Layers 
0506. The network layer (layer3) such as, e.g., the internet 
Protocol (IP) layer is responsible for providing network pro 
tocol layer functionality and hiding the details of this func 
tionality from the transport layer. Below the network protocol 
layer is the data link protocol layer (layer 2) and finally the 
physical protocol layer, which handles modulation and radio 
transmission. 
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0507. In an exemplary embodiment of the present inven 
tion, layers I and 2 can include any of, e.g., the PSTN 308a, 
CDPD 308b, Mobitex 308c, Ardis 308d, GPRS, and other, 
and future protocols 308e, and GSM 308f 
0508 Message Segmentation 
0509 All messages to be sent over the network that exceed 
the maximum segment size (configurable) are segmented into 
multiple message segments. The segment size is configured 
prior to the client application opening the transport library. 
The default maximum segment size is 512 bytes. 
0510 Segment Header 
0511. A transport header is prefixed to every outbound 
message segment. The transport header is encoded in net 
work-byte order. It is the sole responsibility of the application 
to encode any application specific data in network-byte order 
prior to calling the AeTransportSend interface function. The 
diagram below details the transport header fields. 
0512 FIG. 9 illustrates a diagram 900 illustrating an 
exemplary embodiment of the present invention. Diagram 
900 depicts an exemplary embodiment of an exemplary seg 
ment header and exemplary components 902-910 of the 
header. In an example embodiment, a type I header can 
include a single segment message header, and a type II header 
can include a multiple segment message header. It will be 
apparent to those skilled in the relevant art, that various other 
header formats can be used within the spirit and scope of the 
present invention. 
0513 Ver 902 
0514. This field contains the version number of the Seg 
ment Header. It consists of two bits, bit O and bit I of the 1 
word in the Segment Header. Valid values are O through 3. 
0515 Message ID 904 
0516. This field contains a message identification value. It 
consists of thirteen bits, bits 2 through 14 of the 1 word in the 
segment header. Valid values are O through 8,192. The trans 
port protocol layer uses the message ID to discard segment/ 
message duplications and to match acknowledgments with 
messages, 
0517 Flags 906 
0518. This field contains protocol information. It consists 
of five bits, bits 15 through 19. Valid values are: 

0519 Bit 19 segmentation indicator (0 message not 
segmented, 1—message segmented) Bit 18 reserved 

0520 Bit 17 reserved 
0521. Bit 16 message type (0 positive acknowledg 
ment, I-negative acknowledgment) 

0522 Bit 15 message indicator (0 application mes 
Sage, 1—AIM control message) 

0523 Total Length 908 
0524. This field contains the total number of bytes con 
tained in the message segment to be sent including the seg 
ment header. It consists of twelve bits, bits 20 through 31 of 
the 2" word in the segment header. Valid values are 4 through 
4,096. 
0525 Segment Number 910 
0526. This field identifies the number of this message seg 
ment. It consists of 8 bits, bits 0 through 7 of the 3d word in 
the segment header. Valid values are 2 through 255. The peer 
wireless protocol layer uses this number to re-order the mes 
sage segments into a single complete message. NOTE: This 
field is present only if the segmentation indicator is set in the 
flags field. 
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0527 Notification of Success/Failure of Transmission 
0528. The transport protocol layer retains knowledge of 
all outstanding message segments pending acknowledgment 
(message segments that have not been acknowledged by the 
peer wireless protocol layer) via a pending acknowledgment 
queue. The pending acknowledgment queue maintains infor 
mation pertaining to message segments that have been Suc 
cessfully transmitted and are pending acknowledgment from 
the peer wireless protocol layer. If an acknowledgment (posi 
tive or negative) is received for a message segment that is not 
pending acknowledgment, the ACK is discarded and condi 
tionally logged. 
0529. When all message segments have been positively 
acknowledged by the peer wireless protocol layer, the appli 
cation is notified (if requested) with a message type of AIM 
ACK MESSAGE and the message ID value associated with 
the sent message. If the number of transmission attempts for 
the message segment has exceeded the configured number of 
retry attempts, the application is notified with a message type 
of AIM NACK MESSAGE, the message ID value associ 
ated with the sent message, and the 2 byte error code contain 
ing the reason why the message was not delivered. In order to 
re-send a message that has been negatively acknowledged, 
the application calls a AeTransportSend interface function. 
0530 Message Retries 
0531. All message segments not acknowledged by the 
peer wireless protocol layer within the configured time are 
automatically re-transmitted. The time to wait for an 
acknowledgment from the peer wireless protocol layer is 
configured prior to the client application opening the trans 
port library. The default time to wait for an acknowledgment 
from the peer wireless protocol layer can for example be 15 
seconds. 
0532. The transport protocol layer retries the configured 
number of times before notifying the application that the 
message could not be delivered (negative acknowledgment). 
The number of times to retry is configured prior to the client 
application opening the transport library. The default number 
of retry attempts is 3. 
0533 Message Re-Assembly 
0534 All incoming message segments received (includ 
ing duplicate segments) are immediately acknowledged back 
to the peer wireless protocol layer and are queued pending 
receipt of all message segments via the inbound message 
queues. The incoming message queues manages a separate 
inbound message queue for each different LinkStationID of 
the sender. 
0535. When all message segments have been received for 
a message, the segments are assembled into a complete mes 
sage. If the message ID of the assembled message has been 
already received (duplicate message), the message is dis 
carded and conditionally logged. This layer keeps track of the 
last II message Ds received for each unique LinkStationID. 
The number of message DS to contain in the message look 
back queue is configured prior to the client application calling 
AeTransportOpen to open the transport library. The default 
number of message IDs to maintain in the message look back 
queue may be set to 10, for example. 
0536. The exemplary message header 900 of FIG. 9 
includes segment number field 910 which can be used to 
identify the segment number of a multi-segment message. For 
multiple segment messages, an additional field (not shown) 
can be used to identify the total number of segments in a 
message. In an exemplary embodiment, the total number of 
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segments field could be 2 bytes wide. Advantageously, 
according to an exemplary embodiment of the present inven 
tion, the simple network transport layer (SNTL) can use the 
information in the total number of segments field to determine 
which segments of the total number sent were received as 
acknowledged, or are required to be retransmitted. The reader 
is directed to FIGS. 6B and 7B above illustrating transmitting 
a multi-segment message, and retrying where a segment is not 
acknowledged. 
0537 3. Security Library of the Intelligent Messaging 
Network 

0538. The security library can provide encryption and 
decryption services to the intelligent messaging network 
enabled applications via an easy to use APL. The following 
section Summarizes the major functions provided by the Secu 
rity library. 

0539 Key Exchange Public and private keys may be 
used periodically to establish a common secret key that 
both the client application rul Uling on a client device 
and server use when exchanging messages. The reason 
for this is that the overhead of encrypting using public/ 
private keys is much higher than when using a single 
Secret key. The message flows to securely establish a 
Secret key between a client application running on a 
client device and a server is the responsibility of the 
security library. 

0540 Encryption Mobile client application running 
on a client device can optionally encrypt application 
messages prior to transmitting the message to the target 
destination. Messages are encrypted with the secret key 
negotiated between the client application running on a 
client device and the server. Encryption is preferably 
always performed after compression. 

0541 Decryption Mobile client applications running 
on a client device can optionally decrypt client applica 
tion messages prior to processing the message. To deter 
mine if a message needs to be decrypted, client applica 
tions can check the encryption flag contained in the 
message header. Messages are decrypted with the secret 
key negotiated between the client applications running 
on a client device and the server. Decryption is prefer 
ably always performed before compression. 

0542 
0543. The Intelligent messaging network provides a 
server SDK environment to assist engineers developing PGs 
116 and BESs 122. The server SDK can be comprised of an 
easy to use C++ API and a set of Windows NT 4.0 libraries. 
The SDK can be logically divided into the following two 
categories of classes; 

0544 I. Server classes—These are the core classes that 
server application developers use when creating new 
PGs 116 and BESs 122. These classes may have no 
Graphical User Interface (GUI); thereby allowing devel 
opers to provide their own custom interfaces. 

0545 2. Server user interface classes—These classes 
provide a graphical interface to the Server classes. Use 
of these classes is not required when developing a new 
Server. 

B. Server Software Development Kit (SDK) 
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0546 AIM Server Classes 
0547. The Server classes can be organized in the following 
simple class hierarchy: 
0548 AeServer Class 
0549. The AeServer class is the base class for all of the 
other Server classes and encapsulates those functions that are 
common to all Servers. These include: 
0550 Server Registration/Deregistration— 
0551 Server subclasses register/de-register from the intel 
ligent messaging network MR database 128 themselves, 
using methods defined in this class. 
0552. Server to Server Connectivity— 
0553. The logic that determines how two Servers locate 
and connect to one another is implemented in the AeServer 
class. The connection flow consists of both establishing a 
TCP/IP connection as well as the mutual exchange of Serv 
erConnect messages as a means of verifying the identify of 
each server. 
0554 Server to Server Communication (TCP/IP)— 
0555 AeServer encapsulates the TCP/IP communication 
between all Servers. Servers can use the communication 
functions provided by this class to connect, disconnect, send 
messages, and receive messages over a TCP/IP connection to 
other Servers. The AIMSVrPacket can be used as the standard 
unit of communication between all Servers. The sequence of 
same fields that may comprise the AIMSvrPacket areas fol 
lows: 
0556 AIMSvrPacket Layout 
0557 Version (4 bits). The version number of the 
AIMSvrPacket 

0558 Header Length (4 bits). The length of the AIMS 
VrPacket header in bytes. The AIMSvrPacket header 
consists of the first 5 fields of the AIMSvrPacket: ver 
sion, header length, flags, total packet length and source 
server ID. This length is used by the TCP connection 
classes to read enough of the packet in order to deter 
mine the total size of the remainder of the packet. 

0559 Flags (BYTE)—contains protocol information. It 
consists of eight flag bits, valid values are: 

0560 Bit 1–acknowledgment indicator (1—ACK 
required, 0 ACK not required) 

0561 Bit 2 message type indicator (1—server con 
nect message) 

0562 Bits 3-8 reserved for future use. 
0563 Total Packet Length (unsigned long) Contains 
the total number of bytes in the AIMSVrPacket (includ 
ing the packet header). 

0564 Source Server Database ID (unsigned long)— 
Contains Database ID (a unique value assigned to a 
server when the server registers itself in the intelligent 
messaging network MR database 128 of the originator 
of the packet. 

0565 LinkStationID (variable length)—Contains the 
device address of the source or destination of the mes 
Sage contained in the packet. This field's size and con 
tent varies depending on the commWlications type 
(CDPD, Mobitex, etc) of the device. 

0566 Message ID (unsigned short)—server packet 
message identifier. 

0567 Customer ID (unsigned long) intelligent mes 
saging network MR database 128 ID of the customer 
who owns the device targeted by the message in the 
server packet. Although preferably always present, this 
field does not always contain a valid value and is set to O 



of service (MarketClip, FX) the message pertains to. 
This field is used by both indirect and direct routing. 

0575 6. Message Type (12-bits) Uniquely identifies the 
message within the context of the specified service type. 

(0576 7. Server ID (I-byte) Identifies a specific BES 
122 of the given service type. The value of O is reserved 
to indicate that indirect routing is desired. A non-Zero 
value indicates that the message is targeted at a specific 
BES 122. 

0577 Message Body (variable length) Contains the 
body of the application message. 
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when not valid. This field is not valid when the AIMS- 0583 Message Re-Assembly—All multi-segmented 
VrPacket contains a network control message (server-to- messages received from the client application can be 
server messages independent of application messages) re-assembled into a single message prior to sending the 
or when passing a client message to/from a PG 116 and message to a MR 124 to route to a registered BES 122. 
MR 124. The primary purpose of the field is for MR 124 0584 Message Retries—All message segments that are 
to BES 122 communications to identify the message not acknowledged by the client device peer wireless 
Source on incoming messages, and target a specific cus- protocol layer within the configured time can be retried 
tomer device on outgoing messages. the configured number of attempts before notifying the 

0568 Port Number (unsigned short)—customer device original sender that the message was delivered (ac 
port number. Although preferably always present in the knowledgment) or not (negative acknowledgment). 
packet, this field only contains a valid (non-zero) value 0585 Message Pacing For large multi-segmented 
when a BES 122 sends an unsolicited message to a messages, many device modems cannot keep up if they 
device. are quickly flooded with a series of segments. PGs 116 

0569. Intelligent Messaging Network Message Header contain a configurable setting that can be set to slow up 
(in an exemplary embodiment can include 6 BYTES)— the transmission of messages larger than a specified 
All application messages should prefix the intelligent number of segments. 
messaging network message header to the beginning of 0586 Duplicate Message Segment Detection All 
the application message. The intelligent messaging net- duplicate message segments received from the client 
work message header may consist of the following device are acknowledged back to the client device peer 
fields: wireless protocol layer, discarded, and conditionally 

0570) 1. Compression Bits (3-bits)—0-message is not logged. 
compressed, I-System Supplied compression type, 0587 Duplicate Message Detection—All duplicate 
2-supplier supplied compression type, 3-application messages received from the client device can be 
Supplied compression type. acknowledged back to the client device peer wireless 

(0571) 2. Security Bits (3-bits) 0-message is not protocol layer, discarded, and conditionally logged. 
encrypted, 1-System supplied encryption, 2–Supplier 0588 Configurable Communication Preferences—The 
Supplied encryption, 3 application Supplied encryption. communication parameters for the PG 116 can be con 

0572. 3. Version (3-bits) Message header version. figured to tailor the communication behavior. These val 
0573 4. Reserved Bits (7-bits) Reserved for future ues are configured prior to the starting the PG 116. 
WS1O.S. 0589 AeBEServer Class 

(0574 5. Service Type (12-bits) Identifies which type 0590 The AeBEServer class subclasses from AeServer 
and can encapsulate those functions that are common to all 
BESs 122. This class may perfom 1s the following functions 
on behalf of all BESS 122: 

0591 Generate ACK Control Messages. When this 
class receives an incoming from a PG 116 routed via 
MR124, it can create an ACK control message and send 
it back to the originating PG 116 via a MR124. When the 
PG 116 receives this ACK control message, it sends a 
transport layer ACK message to the client application on 
a client device that originated the message indicating 
that the message was delivered to the BES 122. 

0578 AeFEServer Class (for the PGs) 
0579. The AeFEServer class subclasses AeServer and 
encapsulates those functions that are common to all PGs 116. 
All PGS 116 should be derived from the AeFEServer class. 

0592 Process ACK Control Messages. When this 
class receives an ACK control message from a PG 116, 
indicating that the server application message was deliJ/ 
ered to the client device, it notifies the derived BES 122. 

This class may perform the following functions on behalf of 0593 Message Compression/Decompression— 
all PGS 116: AeBEServer is responsible for compressing any outgo 

0580 Encapsulates the Transport Header Only this ing messages and decompressing incoming messages. If 
class preferably knows the implementation details of the 
transport header. The transport header contains control 
information for communicating between the intelligent 
messaging network enabled client applications and PGs 
116. 

0581 Asynchronous (non-blocking) Notification of 
Success/Failure of Transmission. This class optionally 
notifies the original sender of the message indication of 
the Success or failure of the message transmitted to the 
client application running on client device 112. 

0582 Message Segmentation—An outbound server 
messages to be sent to the client application that are 
greater than the maximum segment size (configurable) 
canoe segmented into multiple message segments. 

an AIM provided compression type is involved, com 
pression/decompression is done transparently relative to 
any subclasses of this type. Alternately, AeBEServer 
Subclasses may implement compression in their mes 
Sage serialization. 

0594 Message Encryption/Decryption—AeBEServer 
is responsible for encrypting any outgoing messages and 
decrypting incoming messages. If an AIM provided 
encryption type is involved, encryption/decryption is 
done transparently relative to any Subclasses of this type. 
Alternately, AeBEServer subclasses may implement 
their own encryption algorithms by implementing the 
appropriate. Virtual methods that is invoked by 
AeBEServer at the appropriate times. 
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Derived PGS 116 

0595 All the intelligent messaging network developed 
PGS 116 should be derived from the AeFEServer class. 
Derived PGs 116 may provide the following functions: 

0596) Encapsulate the Communication Layer De 
rived PGs 116 provide the network specific interface to 
the communication layer used by the PG 116. The parent 
class (AeFEServer) does not know the implementation 
details of the underlying protocol layer used to send and 
receive messages to and from client applications running 
on client devices 112. This is the sole responsibility of 
the derived PG 116. 

Derived BESS 122 

0597 All BESs 122, developed by the intelligent messag 
ing network can be derived from either the AeBEServer. 
Derived BESs 122 may provide the following functions: 

0598. Process application Specific Messages—All 
application specific knowledge is implemented in the 
derived BES 122. For example, a news service can pro 
vide client devices with news stories related to a specific 
financial entity. The derived new services parent class 
hierarchy (AeBEServer and AeServer) does not know 
the implementation details of the application message 
protocol. This is the sole responsibility of the derived 
BES 122. 

0599 Special Compression Services Ifa BES 122 has 
specific compression requirements for their application 
data that is not addressed by the Intelligent messaging 
network supplied compression, the BES 122 is respon 
sible for providing the compression mechanism. 

0600 Special Security Services Ifa BES 122 has spe 
cific encryption requirements for their application data 
that is not addressed by the Intelligent messaging net 
work supplied encryption, the derived BES 122 is 
responsible for providing the encryption mechanism. 

0601 Server User Interface Classes 
0602. The server user interface class hierarchy parallels 
the server class hierarchy and provides the following types of 
functionality: 

0603 1. Persistent storage of configurable server set 
tings as well as a common user interface for viewing/ 
editing those settings. 

0604 2. Screen based error logging. 
0605 3. NT Event Log error logging and automatic 
batch file error notification. 

0606 4. Inbound/outbound message logging. 
0607 5. Inbound/outbound message statistics. 

0608 AeServer App 
0609. AeServer App is the base class for all of the other 
server GUI apps. All server applications are complete, win 
dows-based, executable programs. AeServerApp expects its 
subclasses to provide it with an instance of an AeServer 
subclass. Of the five areas of functionality listed above, 
AeServer App may provide the following: 

0610) 1. Persistent storage of configurable server set 
tings and common user interface framework for view 
ing/editing those settings—Persistent storage is imple 
mented through the Windows registry and AeServerApp 
provides the base registry key for all of its subclasses to 
use. AeServerApp also provides a standard method of 
viewing/editing server settings in the form of a Proper 
tySheet. Subclasses provide for their own individual 
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server settings by adding PropertyPages to the base class 
PropertySheet. AeServerApp provides a common page 
for handling server settings conunon to all server types. 

0611 2 Screen based error logging. In addition to pro 
viding a window where system events and errors can be 
displayed, AeServerApp also supplies a separate log 
ging thread that can be used by Subclasses when display 
ing output to their own windows. This thread runs at 
lower priority then the server processing threads so that 
Screen logging does not negatively impact performance. 

0612. 3. NT Event Log error logging and automatic 
batch file error notification—AeServerApp provides a 
mechanism whereby system errors can be written to the 
NT Event log. The level of error reporting is config 
urable. In addition to the NT Event log, users may 
specify that a batch file be executed when an error of a 
specified severity occurs. Such batch files could be used 
to communicate problems to a system administrator via 
email or a pager. 

0613 AeFEServer App 
0614 AeFEServer App is derived from AeServerApp and 
may provides the following additional user interface features: 

0.615 1. PG specific server settings—Preferably pro 
vides a user interface and persistent storage for transport 
settings Such as maximum number of retries, retry tim 
eout interval, segment size, etc. 

0616 2. Inbound/Outbound message logging Pro 
vides two windows that log each inbound and outbound 
message. Makes use of the AeServer Applogging thread. 
Logging may be enabled/disabled for either window. 

0.617 3. PG specific statistics—Gathers and displays 
statistical totals such as number of messages sent/re 
ceived, number of ACKS/NACKS sent/received. 

0618 AeBEServer App and CBEServerSampleApp 
0619. These classes provide a standard Gill for BESs 122. 
Both are derived from AeServerApp and should both provide 
the same set of user interface features. The difference 
between the two classes is that CBEServerSampleApp also 
derives from AeBEServer, while AeBEServer App has a 
AeBEServer member (inheritance vs aggregation). Other 
than that the two classes provide the same set of features: 

0620) 1. Inbound/Outbound message logging Prefer 
ably provides two windows that Jog each inbound and 
outbound message. Makes use of the AeServerApp log 
ging thread. Logging may be enabled/disabled for either 
window. 

0621 2. Back-End specific statistics—Gathers and dis 
plays statistical totals such as number of messages sent/ 
received, number of ACKS/NACKS sent/received, and 
compressed VS. uncompressed byte totals. 

0622 3. Application message log view Provides an 
additional logging window that applications should use 
to log their own errors or trace statements, rather than 
intermingling them with the system messages in the 
system log window. 

0623 c. Wizards and Resource Kit of the Intelligent Mes 
saging Network 
0624. In a well-known manner, intelligent messaging net 
work can also provide tools that work in conjunction with the 
Microsoft Visual Developer Studio framework. These tools 
assist engineers developing client and BES 122 applications, 
as well as stress test and monitor the health of the intelligent 
messaging network. 
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0625 1. Message Builder Wizard 
0626. The Intelligent messaging network Message Wizard 
makes it easy for developers to define their application spe 
cific data content of the intelligent messaging network mes 
sages. The wizard makes it easier for the developerto focus on 
adding business value to their application instead of having to 
worry about the tedious and error prone task of writing the 
serialization code to transfer message content between server 
and client. It also can automatically generate the code needed 
to serialize the message content between a client application 
and a BES 122 application. 
0627 2. Back End Server App Wizard 
(0628. The BES 122 App Wizard can make it easy for 
developers to create BES 122 applications. The BES 122 App 
Wizard can generate the Visual Studio C++ project and its 
associated program and header files to create a BES 122 
executable. RES 122 developers would then need to add 
program logic to Support their application protocol. 
0629. 3. Ping App Wizard 
0630. In order to assist engineers developing a BES 122 
Ping application, the intelligent messaging network Ping App 
Wizard makes it easy for developers to create a Ping BES 122 
executable. The Ping App Wizard can generate the Visual 
Studio C++ project and its associated program and header 
files to send an application defined “heartbeat’ message to a 
BES 122, BES 122 developers may want to use this tool away 
to monitor the health of their BES 122. 

VIII. NT Client Simulation Application 
0631. In order to assist engineers developing BES I22s, 
the intelligent messaging network can also provide a client 
simulation application. Developers can use the client simula 
tion application to simulate multiple clients and to generate 
BES 122 specific message traffic. The client simulation appli 
cation Supports the following major functions: 

0632. Simulate up to 256 clients 
0633 Support multiple communication networks 

0634) /CDPD 
0635 /Mobitex 
0636 /Dial-Up 
0637 /TCP/IP LAN 

0638 Configurable simulation attributes 
0639 /Number of messages to send 
0640 l/Application defined messages 
0641 /Relative send frequencies for each message 
type 

0642 /Compression 
0643 Capture/present performance statistics 
0644 /Total messages sent 
0645 /Average message response time 

0646. From the forgoing description it may be appreciated 
that the present invention provides protection against tech 
nology obsolescence by Supporting seamless integration of 
information sources with multiple wireless networks and cli 
ent devices. As such, the invention provides a reliable method 
of data transfer, while optimizing bandwidth constraint of 
wireless data services and providing end-to-end security. This 
invention allows for system growth by incorporating the new 
devices and wireless network technologies as they become 
available, without the need to modify client and server appli 
cations. 
0647. The above-described environment, which has a 
messaging base architecture, serves as the framework for 
implementation of the invention. This environment can pro 
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vide client/server connectivity, which can provide an 
enabling mechanism for application network connection con 
nectivity. The architecture can Support messaging. Platform 
transparency can be provided enabling platform indepen 
dence of client devices. Network transparency can be pro 
vided by an enabling mechanism for network independence 
by hiding the underlining network protocol. The SDK can 
provide an easy to use developers toolkit and environment for 
the design development of each aspect of the application, the 
client device, and server. 
0648. Accordingly, the above described invention can pro 
vide a standard communication interface to allow clients and 
servers to interact with multiple wireless networks in a unified 
manner. This allows application developers to concentrate on 
business logic, not writing wireless communication software. 
0649. While various exemplary embodiments of the 
present invention have been described above, it should be 
understood that they have been presented by way of example 
only, and not limitation. Thus, the breadth and scope of the 
present invention should not be limited by any of the above 
described exemplary embodiments, but should be defined 
only in accordance with the following claims and their 
equivalents. 

1-49. (canceled) 
50. A method for Supporting a communications network 

including a plurality of protocols, comprising: 
receiving, at a physical messaging network server initiated 

from a physical wireless device, a communication uti 
lizing a modified User Datagram Protocol (UDP) con 
nectionless transport protocol modified to detect a dupli 
cate segmented message; 

detecting, at said physical messaging network server, said 
duplicate segmented message using a peer wireless pro 
tocol; 

acknowledging back to a peer wireless protocol layer of 
said physical wireless device, said duplicate segmented 
message; 

discarding, using said modified UDP connectionless trans 
port protocol, said duplicate segmented message; and 

logging said duplicate segmented message; 
wherein said modified UDP connectionless transport pro 

tocol requires fewer overhead bytes than is required by 
Transport Control Protocol (TCP) protocol. 

51. The method for Supporting a communications network 
including a plurality of protocols according to claim 50, fur 
ther comprising: 

encapsulating a network access protocol used to transmit 
data from said physical wireless device to said physical 
messaging network server, said network access protocol 
being transparent to said physical messaging network 
server receiving said data from said physical wireless 
device. 

52. The method for Supporting a communications network 
including a plurality of protocols according to claim 50. 
wherein said UDP connectionless transport protocol com 
prises: 

a 4 bytes wide header; and 
a single segment message. 
53. The method for supporting a communications network 

including a plurality of protocols according to claim 50. 
wherein said UDP connectionless transport protocol com 
prises: 

a 6 bytes wide header; and 
a multi-segment message. 
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54. The method for Supporting a communications network 
including a plurality of protocols according to claim 50, fur 
ther comprising: 

specifying a server class for said physical messaging net 
work server during a registration of said physical mes 
Saging network server. 

55. The method for supporting a communications network 
including a plurality of protocols according to claim 54, fur 
ther comprising: 

specifying at least one of a packet header, an IP address and 
a listener port during said registration of said physical 
messaging network server. 

56. The method for Supporting a communications network 
including a plurality of protocols according to claim 50, fur 
ther comprising: 

generating a standard packet for communication between 
said physical messaging network server and said wire 
less device during encapsulation. 

57. The method for supporting a communications network 
including a plurality of protocols according to claim 56. 
wherein the standard packet comprises: 

a header length; 
protocol flags; 
packet length; 
database ID; 
link station ID: 
message ID; 
customer ID; 
port number, 
network header; and 
message body. 
58. The method for supporting a communications network 

including a plurality of protocols according to claim 56. 
wherein the standard packet includes a network header com 
prising at least one of 

a compression indicator, 
a security indicator, 
a service type indicator; 
a message type indicator, and 
a server ID. 
59. The method for supporting a communications network 

including a plurality of protocols according to claim 50, fur 
ther comprising: 

encapsulating a transport header; 
notifying said physical wireless device of a Success or 

failure of a transmission; 
segmenting said communication over a pre-determined 

length into segmented messages; and 
assembling said segmented messages into assembled mes 

Sages. 
60. The method for Supporting a communications network 

including a plurality of protocols according to claim 50, fur 
ther comprising: 

compressing and decompressing messages; and 
encrypting and decrypting messages. 
61. The method for Supporting a communications network 

including a plurality of protocols according to claim 50, fur 
ther comprising: 

encapsulating a communication layer between said physi 
cal messaging network server and said physical wireless 
device. 

62. The method for Supporting a communications network 
including a plurality of protocols according to claim 50, fur 
ther comprising: 
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searching a database based on a server type to identify said 
physical messaging network server, said physical mes 
Saging network server being of an intelligent messaging 
network server type that another physical messaging 
network server desires to connect with. 

63. The method for Supporting a communications network 
including a plurality of protocols according to claim 50, fur 
ther comprising: 

handshaking between said physical messaging network 
server and said wireless device, to determine a validity 
of a connection between said physical messaging net 
work server and said physical wireless device. 

64. The method for Supporting a communications network 
including a plurality of protocols according to claim 50. 
wherein the physical messaging network server types com 
prises: 

a protocol gateway serve. 
65. The method for Supporting a communications network 

including a plurality of protocols according to claim 50. 
wherein the physical messaging network server types com 
prises: 

a message router server. 
66. A method for Supporting a communications network 

including a plurality of protocols, comprising: 
receiving, at a physical messaging network server initiated 

from a physical wireless device, a communication uti 
lizing a modified User Datagram Protocol (UDP) con 
nectionless transport protocol modified to detect a dupli 
cate message, 

detecting, at said physical messaging network server, said 
duplicate message using a peer wireless protocol; 

acknowledging back to a peer wireless protocol layer of 
said physical wireless device, said duplicate message; 

discarding, using said modified UDP connectionless trans 
port protocol, said duplicate message; and 

logging said duplicate message; 
wherein said modified UDP connectionless transport pro 

tocol requires fewer overhead bytes than is required by 
Transport Control Protocol (TCP) protocol. 

67. The method for Supporting a communications network 
including a plurality of protocols according to claim 66, fur 
ther comprising: 

encapsulating a network access protocol used to transmit 
data from said physical wireless device to said physical 
messaging network server, said network access protocol 
being transparent to said physical messaging network 
server receiving said data from said physical wireless 
device. 

68. The method for Supporting a communications network 
including a plurality of protocols according to claim 66, 
wherein said UDP connectionless transport protocol com 
prises: 

a 4 bytes wide header; and 
a single segment message. 
69. The method for supporting a communications network 

including a plurality of protocols according to claim 66, 
wherein said UDP connectionless transport protocol com 
prises: 

a 6 bytes wide header; and 
a multi-segment message. 

k k k k k 


