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(57) ABSTRACT 
Methods, networks and nodes for dynamically establishing 
encrypted communications between a first node having a first 
identification and a first private key and a second node having 
a second identification and a second private key. A first signal 
comprising information indicative of the first identification of 
the first node is transmitted, then, upon receipt of the first 
signal by the second node, a second signal comprising infor 
mation indicative of the second identification of the second 
node and a first portion of a symmetric key is transmitted, 
then, upon receipt of the second signal by the first node, a 
third signal comprising a second portion of the symmetrickey 
is transmitted. 
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METHODS, NETWORKS AND NODES FOR 
DYNAMICALLY ESTABLISHING 
ENCRYPTED COMMUNICATIONS 

FIELD 

0001. This disclosure relates to methods, networks and 
nodes for establishing communication between nodes and, 
more particularly, to Such methods, networks and nodes 
dynamically establishing encrypted communications 
between nodes. 

BACKGROUND 

0002 Communication networks are well known in the art. 
Multiple nodes may be incorporated into a common commu 
nication system for the purposes of exchanging data of Vari 
ous kinds. Such networks may exist for myriad purposes and 
incorporate anywhere from two nodes to millions of nodes. 
While many such networks are relatively static in location and 
composition, networks are increasingly physically mobile 
and rapidly variable in composition. Thus, while many con 
ventionally wired networks do not pose substantial chal 
lenges in maintaining the integrity of the network even when 
nodes move about and enter and leave the network, managing 
mobile networks while also maintaining the security of the 
network may create relatively greater challenges in Support 
ing the network. 
0003 Contemporary standard networking protocols, such 
as Open Shortest Path First (OSPF) and Border Gateway 
Protocol (BGP), were originally designed for largely static, 
terrestrial networks. As such, they incorporate conventional 
security mechanisms to combat conventional static, terres 
trial network security problems. Such security mechanisms 
tend to rely on static information, reliable fast network con 
nections, and, in various cases, a reliable connection to a key 
management server. In Such networking protocols, network 
administrators may manually configure the security for each 
router link, which may be time consuming, complicated and 
not practical for a mobile network. Certain security protocols 
may utilize signed certificates for message authentication, 
which again may be impractical in circumstances where con 
nections are not as fast, reliable or provide as much or suffi 
cient bandwidth as terrestrial networks. 
0004 Such problems may be magnified in the event the 
network in question is an airborne network or otherwise non 
terrestrial. In such networks, the relative speed of each node 
may cause the composition of the network and links between 
nodes to change with relatively high frequency. While OSPF 
and BGP may function to operate such a non-terrestrial net 
work, security with Such protocols in an environment with 
fast-changing network membership and links may be unac 
ceptably easy to compromise or otherwise Vulnerable. In Such 
a non-terrestrial network, Sub-networks, and particularly 
those on the spatial fringe of the network, may have one or 
more attributes that hamper the operation of existing routing 
security systems, including bandwidth constrained wireless 
links, mobile ad hoc network operation, and intermittent con 
nectivity with the global information grid (GIG) backbone 
network. 
0005 Various specific types of routing protocols such as 
OSPF and BGP, such as digital signature based OSPF, S-BGP 
and SoBGP employ digital certificates for message authenti 
cation and rely on a public key infrastructure for encryption 
key management, Such as key updates and key revocation. 
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The bulkiness of digital certificates may make Such an 
approach impractical for the bandwidth-constrained wireless 
subnets of a non-terrestrial network. Furthermore, intermit 
tent disconnections of a non-terrestrial Subnet from a back 
bone of the network of the global information grid may make 
the certificate servers temporarily or permanently inacces 
sible, thereby hindering the operation of the key management 
mechanism. Finally, access to the Public Key Infrastructure 
(PKI) services by the routing system typically assumes cor 
rect functioning of the routing function to route packets to and 
from the network PKI servers. 

SUMMARY 

0006. A network with a networking protocol has been 
developed which may improve network connectivity and 
reduce communications outages relative to conventional net 
working protocols in networks with mobile nodes. In various 
embodiments, the network protocol incorporates functional 
ity Such as dynamic discovery mechanism to automatically 
and with relatively quick response time discover and incor 
porate new nodes into the network. The network protocol may 
further incorporate proactive link monitoring between nodes 
to regularly and rapidly assess the state of the network links. 
In additional embodiments, the protocol may further incor 
porate a mobility index of nodes within the network to pro 
vide the network an ability to anticipate movement of nodes 
within and outside of the network and plan interaction within 
the network accordingly. 
0007 As a consequence of these features, a network hav 
ing mobile nodes may be actively managed so as to provide 
networking capabilities on local, direct communication links. 
By providing for dynamic discovery, nodes may enter the 
network rapidly. By monitoring links, broken links may result 
in a rerouting of the network and the deletion of absent nodes. 
By providing a mobility index, links within the network may 
be established in a manner that is mindful of a likelihood of a 
link to be present in the future. 
0008. In so doing, military applications in particular may 
be strengthened relative to existing networks. In various 
mobile military networks, the advantages of networking may 
be maintained while keeping links direct and relatively 
secure. In a highly mobile environment, nodes may enter and 
leave the network with relative seamlessness and minimal 
disruption, either to the node's operation or the operation of 
the network in general. Such benefits may be felt particularly 
in aerial networks, where fast-moving military aircraft 
maneuvering aggressively may place unique stress on net 
work management. 
0009. In an embodiment, a method dynamically estab 
lishes encrypted communications between a first node having 
a first identification and a first private key and a second node 
having a second identification and a second private key. A first 
signal comprising information indicative of the first identifi 
cation of the first node is transmitted, then, upon receipt of the 
first signal by the second node, a second signal comprising 
information indicative of the second identification of the sec 
ond node and a first portion of a symmetrickey is transmitted, 
then, upon receipt of the second signal by the first node, a 
third signal comprising a second portion of the symmetrickey 
is transmitted. 
0010. In an embodiment, at least one of the second signal 
and the third signal is encrypted. 
0011. In an embodiment, the at least one of the second 
signal and the third signal are encrypted according to at least 
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one of the first portion of the symmetric key and the second 
portion of second symmetric key. 
0012. In an embodiment, the first private key and the sec 
ond private key are based, at least in part, on time. 
0013. In an embodiment, the first portion of the symmetric 
key is generated with the second node, after the transmitting 
the first signal step, based, at least in part, on the information 
indicative of the first identification of the first node and the 
second private key, and the second portion of the symmetric 
key is generated with the first node, after the transmitting the 
second signal step, based, at least in part, on the information 
indicative of the second identification of the second node and 
the first private key. 
0014. In an embodiment, the first node comprises a first 
processor and the second node comprises a second processor, 
the first processor and the second processor are trusted hard 
ware, and the generating with the second node step is Software 
implemented on the second processor and the generating with 
the first node step is software implemented with the second 
processor. 
0015. In an embodiment, the first processor and the second 
processor implement a software scheme having a plurality of 
Software layers, and wherein the generating with the second 
node step and the generating with the first node steps are 
software implemented as one of the plurality of software 
layers. 
0016. In an embodiment, the first node comprises a first 
processor and the second node comprises a second processor, 
at least one of the first processor and the second processor is 
untrusted hardware and, if the first processor is untrusted, the 
generating with the first node step is performed with a first 
hardware module coupled to the first node and otherwise the 
generating with the first node step is performed with the first 
processor, and, if the second processor is untrusted, the gen 
erating with the second node step is performed with a second 
hardware module coupled to the second node and otherwise 
the generating with the second node step is performed with 
the second processor. 
0017. In an embodiment, each of the transmitting steps 
transmits only one data packet apiece. 
0.018. In an embodiment, at least one of the first identifi 
cation and the second identification is an internet protocol 
address of the first node and an internet protocol address of 
the second node, respectively. 
0019. In an embodiment, at least the transmitting the first 
signal step is a multicast signal to at least the second node and 
a third node different than the first node and the second node. 
0020. In an embodiment, the first step is returned to upon 
completion of the transmitting the third signal. 
0021. In an embodiment, the step of returning to the trans 
mitting the first signal step refreshes the symmetric key. 
0022. In an embodiment, the step of returning to the trans 
mitting the first signal step occurs periodically. 
0023. In an embodiment, the symmetric key has an expi 
ration time and wherein the returning step occurs after the 
expiration time. 
0024. In an embodiment, the first private key is the same as 
the second private key. 
0025. In an embodiment, the first private key is different 
than the second private key. 
0026. In an embodiment, dynamically configured 
encrypted network has a first node having a first identification 
and a first private key and a second node communicatively 
coupled to the first node and having a second identification 
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and a second private key. The first node is configured to 
transmit a first signal comprising information indicative of 
the first identification of the first node, the second node is 
configured to transmit, upon receipt of the first signal by the 
second node, a second signal comprising information indica 
tive of the second identification of the second node and a first 
portion of a symmetric key and the first node is configured to 
transmit, upon receipt of the second signal, a third signal 
comprising a second portion of the symmetric key. 
0027. In an embodiment, a node configured to dynami 
cally establish encrypted communication with a second node 
having a second identification and a second private key has a 
first identification different from the second identification and 
a first private key different from the second private key and a 
transceiver. The transceiver is configured to transmit a first 
signal comprising information indicative of the first identifi 
cation of the first node, receive a second signal, transmitted by 
the second node upon receipt of the first signal, comprising 
information indicative of the second identification of the sec 
ond node and a first portion of a symmetric key and transmit, 
upon receipt of the second signal, a third signal comprising a 
second portion of the symmetric key. 

FIGURES 

0028 FIG. 1 is a block diagram of a network; 
0029 FIG. 2 is a network stack for the network of FIG. 1; 
0030 FIG. 3 is an application provider interface for router 
hardware; 
0031 FIG. 4 is a closed-system hardware implementation 
of a organically assured routing system; and 
0032 FIG. 5 is a flowchart for creating an organically 
assured network. 

DESCRIPTION 

0033 FIG. 1 is an exemplary mobile network 10. In vari 
ous embodiments, network 10 is airborne or otherwise non 
terrestrial. Individual nodes 12 of network 10 represent in 
various embodiments vehicles such as aircraft or space 
vehicles equipped with networking equipment. In certain 
embodiments, a single vehicle may incorporate multiple 
nodes 12. In Such embodiments, the nodes 12 of a single 
vehicle may act independently within the scope of network 
10, or may be joined to functionally perform as a single node. 
Such nodes 12 are equipped with conventional networking 
equipment as is well known in the art and which may be 
developed in the future, including wireless networking equip 
ment to transmit and receive networking communications. 
0034. Owing to the mobile nature of network 10, nodes 14 
not already a part of network 10 may joint network 10 as 
appropriate. In addition, certain nodes 12 may leave network 
10. The reasons for nodes 12, 14 entering and leaving network 
10 may be functional, i.e., the nodes 12, 14 presence in 
network 10 is or is no longer needed or desired. In various 
embodiment, however, the entry or exit of nodes 12, 14 in 
network 10 may owe to geo-spatial reasons, i.e., node 12, 14 
is or is not within effective range of the network, either 
because effective network communication is impossible or 
impractical due to range, or because node 12, 14, while being 
physically capable of communicating with network 10, is 
inside or outside of a range at which effective coordination 
with other nodes 12 of network 10 becomes impractical. 
0035. As illustrated, nodes 12, 14 have vectors 16 repre 
senting a speed and direction of motion of node 12, 14. Thus, 
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while certain nodes 12 have vectors 16 representing similar 
speeds and directions of movement, and thus will tend to 
maintain relative position with respect to one another, other 
nodes 12, 14 have vectors 16 representing speeds and direc 
tions of movement which are contrary to vectors 16 of other 
nodes 12, and thus will tend to change their position relative 
to other nodes 12. 

0036. As indicated above, nodes 12 incorporate conven 
tional networking hardware as known in the art or which may 
be developed in the future. Nodes 12 variably also incorporate 
computer processing hardware and Software 18 for general 
node management as well as for conducting networking 
operations. In various embodiments, certain nodes 12 have 
processor 18 while others do not, though in various embodi 
ments at least some nodes 12 in network 10 incorporate 
processor 18. 
0037. As illustrated, various nodes 12 are configured with 
a communication link 19 to other nodes 12 of network 10. In 
various embodiments, some or all of nodes 12 incorporate 
links 19 to each other node 12 in network 10. However, 
particularly in embodiments where links 19 are of relatively 
limited spatial scope and nodes 12 are relatively spread apart, 
not all nodes 12 may have a link 19 to each other node 12. In 
Such embodiments, nodes 12 may nevertheless communicate 
with other nodes 12 of network 10 even without a direct link 
19 by conducting multi-hop communications as well known 
in the art or which may be developed in the future. 
0038. In various embodiments, processor 18 incorporates 
Software configured for routers running on trusted systems. In 
various applications, particularly those where the network 
administration has an ability to control the specifications of 
node 12 hardware, such as processor 18, and user access to 
such hardware, the hardware may be deemed trusted and thus 
of particular ongoing network access reliability. 
0039. In an embodiment, software for processor 18 
includes a key distribution server, a key negotiation protocol 
and a device driver (20. FIG. 2, below). The key distribution 
server may be software that operates on one processor 18 for 
the benefit of multiple nodes 12 though not necessarily all 
nodes 12 of network 10. Key distribution may be centralized. 
In general, such pre-loading private encryption keys is con 
ventional and well known in the art such as by loading Such 
private encryption keys into each node 12 either wirelessly or 
by physical connection. It is noted that in certain circum 
stances it may be impractical or impossible to update encryp 
tion keys for network 10 after beginning operation of network 
10, such as when aircraft of network 10 takes off or otherwise 
becomes separate from their ground Support systems. 
0040. In an embodiment, a key negotiation protocol peri 
odically sends out multicast messages searching for neigh 
boring nodes 12. In an ad hoc network environment where the 
layout of network 10 is dynamic, nodes 12 may regularly or 
irregularly converge and/or diverge. The key negotiation pro 
tocol may operate to detect when two nodes 12 are within 
communication range of one another. The key negotiation 
protocol may then used by neighboring nodes 12 to set-up and 
maintain a security association during connection. The neigh 
boring nodes 12 may be configured to authenticate each other 
and verify that nodes 12 are allowed to communicate with one 
another. The key negotiation protocol may then be used build 
an encryption tunnel or other communication Scheme well 
known in the art or to be developed in the future through 
which the routing protocol messages are sent. 
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0041. In various embodiments, identity-based encryption 
(IBE) may be utilized to authenticate nodes 12 and set-up 
symmetric communication that may be used to encrypt and 
sign routing messages. In an embodiment, the key negotiation 
protocol uses identity-based encryption to authenticate nodes 
12 and to negotiate a symmetric key for use in further com 
munication in an encrypted tunnel or other communication 
scheme known in the art. Identity-based encryption may uti 
lize reduced bandwidth overhead in comparison to other com 
munication schemes typically used in the art to share public 
keys, though various circumstances may make alternative 
schemes as is well known in the art or which may be devel 
oped in the future more viable. In various embodiments, 
pre-stored public keys may not be necessary. Periodically, 
neighboring nodes 12 may use a key exchange protocol to 
negotiate a new symmetric key for an existing encrypted 
tunnel in order to increase the difficulty for an outside attacker 
to break the encryption scheme. 
0042. The software may include or may consistentirely as 
a device driver (32, FIG. 2, below) residing on processor 18. 
In certain embodiments, the device driver resides in kernel 24 
of the operating system of processor 18. In Such embodi 
ments, kernel 24 may be added to the operating system as a 
module that is loaded when the operating system starts up. 
0043. In an embodiment, processor 18 is trusted hardware. 
For purposes herein, trusted hardware means hardware that is 
manufactured and/or certified and/or verified to be operable 
under the methods described herein or which may otherwise 
be trusted to follow network rules as described herein. In an 
embodiment, trusted hardware meets the Trusted Computer 
System Evaluation Criteria, DoD 5200.28-STD, Dec. 26, 
1985, also known in the art as the “Orange Book”, promul 
gated by the United States Department of Defense. Additional 
governmental or commercial standards may be utilized in lieu 
ofor in addition to the Orange Book, as well as versions of the 
Orange Book and other standards which have been promul 
gated in the past and which may be developed in the future. 
Such manufacture, certification and/or verification may be 
accomplished, for example, by a manufacturer, assembler, 
configurer and/or controller of the network operating in 
accordance with features and/or techniques described herein. 
This typically means that such trusted hardware is either (1) 
manufactured or configured to operate in accordance with 
features and/or techniques described herein, and not Subse 
quently modified in a way which would compromise the 
security set forth herein; or (2) verified to operate in accor 
dance with features and/or techniques described herein, e.g., 
verified by an independent trusted verifier or verification 
group, such Verisign for example. In an embodiment, (1) 
manufacture of trusted hardware is controlled to operate 
within predetermined Standards, particularly, predetermined 
security standards; plus (2) Such manufactured trusted hard 
ware would be rendered either (a) inoperable if modified in 
Such a way as to defeat such predetermined standards, or (b) 
any modifications which would defeat such predetermined 
standards would be known or could be determined by net 
work or its operator, controller or user. In case of Such a 
modification, such hardware would be classified or reclassi 
fied as untrusted hardware. 

0044) Trusted hardware may be made to particular speci 
fications of a manufacturer, configurer, controller and/or user 
of network 10 and be made either by the manufacturer, assem 
bler, configurer, controller and/or user of network 10 or a 
contract manufacturer which is itself considered trustworthy 
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by the manufacturer, assembler, configurer, controller and/or 
user and, thus, can be certified to be trustworthy. Hardware 
that is untrusted, by contrast means hardware that does not 
have or cannot obtain such certification and/or verification 
and which, under certain circumstances, may have been 
manufactured or may have been modified to defeat certain 
protection or protections of the methods, networks and nodes 
described herein. Such untrusted hardware may include com 
mercially available, off-the-shelf hardware or hardware oth 
erwise provided to the user of network 10 by a source or 
manufacturer not considered or otherwise certified as being 
reliable. 

0045. In various embodiments, the device driver is config 
ured to intercept packets between network 10 and routing 
software 28 on processor 18. In certain embodiments, the 
device driver manages all network communication between 
nodes 12 of network 10. In so doing, the device driver may 
protect route protocol messages regardless of what routing 
software is used. The device driver may be invisible to the 
routing software, thereby allowing network 10 to maintain a 
secure environment without respect to the routing Software 
used and without need for nodes 12 to modify or change the 
routing Software used by Such nodes 12. 
0046. In various embodiments, network 10 incorporates 
router security module 19. Router security module 19 may be 
utilized where processor 18 is not trusted hardware and may 
be unnecessary when processor 18 is trusted hardware. As 
illustrated, router security module 19 is a separate hardware 
component. In an embodiment, the router security module 
may be software configured to operate on untrusted processor 
18 or other untrusted hardware configured to run software, 
Such as other processors, microcontrollers and the like which 
may be components of node 12. Alternatively, the router 
security module can be integrated with the router software 
though an application provider interface (API) or may be run 
on an external, conventional processor 18 that is connected to 
the network 10 through an interface such as conventional 
wireless links utilized between nodes 12 of network 10. 
0047 Routing protocol implementations such as Open 
Shortest Path First (OSPF) and Border Gateway Protocol 
(BGP) may be incorporated in router security module 19. In 
various embodiments, router security module 19 may be con 
figured to provide multiple levels of protection for network 
10. In an embodiment, a first level of protection is a route 
protocol monitor to seek to protect network 10 from false 
routing messages. A second level may be provided when a 
networkadministrator is concerned about node 12 exfiltration 
and the compromise of a routing database. 
0048. In an embodiment, router security module 19 pro 

tects network 10 by running implementations of the routing 
protocols. Since router security module 19 is, in various 
embodiments, running the same routing protocol implemen 
tations as processor 18, the router security module can verify 
the route information, thereby allowing router security mod 
ule 19, and network 10 generally, to detect when a node 12 is 
acting contrary to the interests of users of network 10 either 
through error or malicious activity. 
0049. In certain embodiments, router security module 19 

is configured to remove routing algorithms from processor 18 
to protect network 10 from an unauthorized access of infor 
mation on network 10 or an attempt to compromise or other 
wise remove a particular node 12 or nodes 12 from network 
10 without proper authorization, also known in the art as 
exfiltration. Exfiltration may occur when node 12 is compro 
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mised and a route database and/or other routing algorithms of 
nodes 12 of network 10 is used by an attacker to create a 
network map of network 10 or otherwise obtain information 
as to the content and routing of network 10. If the routing 
algorithms included in processor 18 are accessed, modified 
and reinserted into a processor 18 of network 10, in an exem 
plary embodiment with one node 12 removed from the rout 
ing algorithms, the removed node 12 may be ignored by some 
or all of the rest of network 10, effectively allowing an 
attacker to remove nodes 12 from network 10. In an embodi 
ment, router security module 19 is configured to maintain 
secure routing algorithms independent of processor 18. In the 
event of an exfiltration attack, router security module 19 may 
restore proper routing algorithms to processor 18. 
0050. A compromised node 12 may permit falsification of 
routing information exchanged between nodes 12 So as to 
disrupt routing services of network 10 and permit exfiltration 
of network information. Commercial-grade nodes 12, such as 
conventional off-the-shelf commercial routers, may be par 
ticularly Vulnerable to being compromised through exploits 
and malicious Software that could harm network routing 
operations. 
0051. In an embodiment, network 10 uses identity-based 
encryption (IBE) algorithms to authenticate routing or con 
trol plane messages. Network 10 may also be configured to 
remove a need for a centralized server for encryption and 
authentication. Identity-based encryption is based on ellipti 
cal curve cryptography and operates similar to public key 
cryptography, as is well known in the art. In various embodi 
ments, the functional difference is that identity-based encryp 
tion uses an entity's identification for its public key. In an 
exemplary embodiment, the public key of an individual node 
12 is that individual node's 12 IP address. If an origination 
node 12 sends a message to another node, a destination node 
12, origination node 12 could use identity-based encryption 
to encrypt the message using the destination nodes 12 IP 
address. When the destination node 12 receives the message, 
destination node 12 may use a private key of destination node 
12 to decrypt the message. Likewise, origination node 12 may 
sign the message using a private key and destination node 12 
may then use the source IP address of the packet to verify the 
message. Using identity-based encryption may reduce or 
obviate a need for a centralized key server to verify a router or 
the need to transmit long certificates, as is well know and 
conventionally used in the art. 
0052. As an intermediate node 12 receives routing mes 
sages from an origination node 12, intermediate node 12 
updates a routing database and then securely sends the mes 
sage to destination nodes 12. In various embodiments, inter 
mediate nodes 12 authenticate the message before add the 
routing information to intermediate nodes 12 databases and 
sending the message to the destination node 12. In various 
embodiments, the routing database is distributed throughout 
network 10. In such embodiments, since nodes 12 of network 
10 incorporate the same routing database and are also running 
Open Shortest Path First (OSPF) and/or Border Gateway 
Protocol (BGP), nodes 12 of network 10 may confirm what 
routing messages a transmitting node 12 should or would be 
expected to send if the transmitting node is functioning prop 
erly. If the routing messages sent by transmitting node 12 are 
contrary to expectation then transmitting node 12 (or its pro 
tocol implementations) may not be operating correctly. The 
transmitting node 12 may be quarantined from the rest of 
network 10 and administrators notified. 
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0053 As described above, Open Shortest Path First 
(OSPF) and Border Gateway Protocol (BGP) is executed in a 
distributed manner, i.e., each processor 18 of each node 12 
performing routing and network management functions. In 
an alternative or supplemental embodiment, Open Shortest 
Path First (OSPF) and Border Gateway Protocol (BGP) 
implementations are switched offin multiple processors 18 of 
network 10 or are not included at all on in several processors 
18. In such an embodiment all route protocol functions are 
performed in a single, centralized processor 18 or otherwise 
on a single node 12 of network 10 which also stores the 
routing database. As centralized processor 18 receives rout 
ing updates, it may update its local router's next hop tables so 
that network 10 in general routes data correctly. In the event 
that a node 12 becomes compromised or begins operating 
incorrectly, centralized processor 18 may detect such behav 
ior and prevent bad routing information from being distrib 
uted to the rest of network 10. 

0054. In various embodiments, when two nodes 12 initiate 
a connection with each other, network 10 is configured to use 
identity-based encryption to authenticate nodes 12 and set-up 
a shared symmetric key that nodes 12 may use for an 
encrypted tunnel or other Suitable communication scheme 
known in the art. In an embodiment, a centralized processor 
18 or distributed processors 18 provide such authentication. 
AS Such, while network 10 may utilize an organic key man 
agement system without a centralized server, network may, as 
noted above, utilize a centralized key distribution server to 
initialize nodes 12 private keys before use. In various 
embodiments, private keys contain an expiration time that 
causes the private keys to be invalid after the specified time. 
0055. In various embodiments, the key distribution server 

is configured to preload nodes 12 with a list of its private keys 
that nodes 12 may use over time. In Such embodiments, each 
key in the list is only valid for a predetermined amount of 
time. The resolution of the key expiration is, in various 
embodiments, as Small as or Smaller than one minute or as 
large as valid for an entire duration of network 10. In various 
embodiments, the private keys are valid from one to fifteen 
minutes. In an exemplary embodiment, if origination node 12 
wishes to encrypt a message so that only destination node 12 
can read the message, origination node 12 may use destina 
tion node's 12 identity, such as destination node's 12 IP 
address and a key expiration time. The private key expiration 
time may be known to origination node 12 since the origina 
tion node 12 may notify destination node what the key expi 
ration time period is. In various embodiments, every node 12 
of network 10 have synced system clocks, in an embodiment 
based on the Global Positioning System or other generally 
available timing system, in part for the purpose of coordinat 
ing private key expiration times. 
0056 Private keys may be protected utilizing processor 18 
if processor 18 is trusted hardware. If processor 18 is not 
trusted, the private keys can be stored in a separate partition of 
an operating system of processor 18. Firewalls and memory 
management techniques can be used to protect the keys as is 
well known in the art. In addition, the private keys may be 
stored on a partitionina trusted operating system. Further, the 
private keys may be stored within a trusted crypto card as 
known in the art. 

0057. In an embodiment, router security module 19 may 
be configured to protect untrusted nodes 12 and network 10 in 
general from non-conforming nodes 12. Router security 
module 19 may be utilized if a node 12 is running routing 
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protocol algorithms. In an embodiment, router security mod 
ule 19 is located in each node 12 configured to run network 10 
software on local processor 18. Router security module 19 
may be configured to check routing packets going to and 
coming from the resident node 12 by checking to see if the 
routing packet contains false information. 
0058 Router security module 19 may be able to detect 
false information by itself by running an implementation of 
Open Shortest Path First (OSPF) and Border Gateway Proto 
col (BGP). Router security module 19 may also incorporate a 
routing database that is a copy of a routing database kept on 
processor 18. As nodes send Open Shortest Path First (OSPF) 
and Border Gateway Protocol (BGP) messages, router secu 
rity module 19 may compare those messages against what 
router security module 18 thinks a transmitting node 12 
should be sending. If router security module 19 detects trans 
mitting node 12 is trying to send false information, router 
security module 19 may quarantine the packet and notify a 
network administrator of the anomaly. In this way, network 
10 may be protected against false information. 
0059 FIGS. 2-4 illustrate various hardware and software 
implementations of security structures of network 10. FIG. 2 
is network stack 20 as may be operated on processor 18 of 
node 12. Network stack 20 incorporates user layer 22 and 
kernellayer 24. Router software 26 is visible to a user on user 
layer 22. Transport layer 28 controls routing functionality 
while network layer 30 manages network functionality. 
Organically Assured Routing System (OARS) device driver 
32, as described above in particular with respect to embodi 
ments of router security module 19 implemented as software 
run on processor 18, manages the flow of packets between 
route protocols and network 10 while maintaining the organic 
ability of network 10 to incorporate and drop nodes 12 from 
network 10 as nodes 12 enter or leave an effective range of 
network 10. OARS device driver exists in both in user layer 22 
and kernel layer 24. Link layer 34 manages transmission of 
packets over network 10. In embodiments where a network 
administrator has access to nodes 12 hardware and operating 
system but not routing software, OARS device driver 32 
implementation can be utilized. In an exemplary embodi 
ment, OARS device driver 32 is proprietary routing software 
running on a Linux operating system, where OARS device 
driver 32 is installed in network stack 20 of the Linux kernel. 
In various embodiments, packets travelling between router 
software 26 and network 10 can be intercepted by OARS 
device driver 32. 

0060 FIG. 3 is an illustration of an application provider 
interface application 40 to interface with conventional router 
software 42 as run on processor 18. If access to node's 12 
router software 42 is available, OARS software application 
provider interface (API) 44 may be utilized to bridge router 
software 42 to OARS module 46 as operated on a separate, 
hardware-implemented embodiment of router security mod 
ule 19. Software API 44 may be configured to allow router 
software 42 to integrate OARS module 46 directly into router 
software 42. FIG.3 thus stands in contrast to the embodiment 
of FIG.2 in that router security module 19 functions as part of 
a separate OARS hardware module 46 mechanically and logi 
cally isolated from general router software 42 of processor 18 
in FIG. 3, while FIG. 2 integrates router security module 19 
directly into processor 18 by way of OARS device driver 32. 
0061 FIG. 4 is an illustration of closed-system software 
implementation 50 for use with untrusted hardware, such as 
embodiments where processor 18 is untrusted. If node 12 is a 
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closed system where access to router hardware or software 54 
is impractical or impossible, OARS external hardware plug 
in 52 is installed on processor 18 or other computing device 
coupled to the router. OARS external hardware plug-in 52 is 
configured to transmit routing commands to router hardware 
54 so that router hardware 54 directs routing messages 
through OARS external hardware plug-in 52 so that routing 
message may be properly managed in network 10 as 
described in detail above. 
0062 FIG. 5 is a flowchart for providing organically 
assured network routing in network 10. A first signal is trans 
mitted (500) from a first node 12 of network 10. In an embodi 
ment, the identification includes an identity-based encryption 
identifier, such as information indicative of the identification 
of the first node 12. In various embodiments, a first portion of 
a symmetric key is generated (502) based on a first private key 
and the identification of the first node 12. In certain such 
embodiments, a second node 12 receives the first transmis 
sion and generates the first portion of the symmetric key. The 
second node 12 then transmits (504) a second signal having 
information indicative of the identification of the second node 
and the first portion of the second key. In various embodi 
ments, the first node 12 receive the second transmission and 
generates (506) a second portion of the symmetric key using 
a private key and the information indicative of the identifica 
tion of the second node. The first node 12 then transmits (508) 
a third signal containing the second portion of the symmetric 
key to the second node 12, whereupon the first and second 
nodes 12 may be configured to conduct secure communica 
tions using a tunnel or other communication schemes known 
in the art as described above. The process may periodically 
begin anew at (500) in order to refresh the symmetrickey. The 
process may begin again based on an expiration time of the 
symmetric key. 
0063. While the above methodology may be implemented 
according to a Diffie-Hellman methodology as is well known 
in the art, alternative key exchanges as known in the art or 
which may be developed in the future may be utilized. Fur 
thermore, where processor 18 of one node 12 is trusted and 
processor 18 of a different node 12 is not trusted, processing 
functions above may be performed on trusted processor 18. 
Alternatively, where not-trusted processor 18 may be made 
trusted through the implementation of OARS device driver 32 
on processor 18 or OARS module 46 physically coupled to 
processor 18 as described with respect to FIGS. 3 and 4, for 
instance, not-trusted processor 18 may be utilized with 
trusted processor 18. In this way, nodes 12 may be added to or 
subtracted from network 10 organically and without a need to 
actively manage the membership of network 10 by an admin 
istrator. 
0064. Thus, various embodiments of the invention are dis 
closed. One skilled in the art will appreciate that the present 
invention can be practiced with embodiments other than those 
disclosed. The disclosed embodiments are presented for pur 
poses of illustration and not limitation, and the present inven 
tion is limited only by the claims that follow. 
What is claimed is: 
1. A device implemented method for dynamically estab 

lishing encrypted communications between a first node hav 
ing a first identification and a first private key and a second 
node having a second identification and a second private key, 
comprising the steps of 

transmitting a first signal comprising information indica 
tive of said first identification of said first node; then 
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transmitting, upon receipt of said first signal by said second 
node, a second signal comprising information indicative 
of said second identification of said second node and a 
first portion of a symmetric key; then 

transmitting, upon receipt of said second signal by said first 
node, a third signal comprising a second portion of said 
symmetric key. 

2. The method of claim 1 wherein at least one of said 
second signal and said third signal is encrypted. 

3. The method of claim 2 wherein said at least one of said 
second signal and said third signal are encrypted according to 
at least one of said first portion of said symmetrickey and said 
second portion of second symmetric key. 

4. The method of claim 1 wherein said first private key and 
said second private key are based, at least in part, on time. 

5. The method of claim 1 further comprising the steps of: 
generating with said second node, after said transmitting 

said first signal step, said first portion of said symmetric 
key based, at least in part, on said information indicative 
of said first identification of said first node and said 
second private key; and 

generating with said first node, after said transmitting said 
second signal step, said second portion of said symmet 
ric key based, at least in part, on said information indica 
tive of said second identification of said second node and 
said first private key; and 

6. The method of claim 5 wherein: 

said first node comprises a first processor and said second 
node comprises a second processor; 

wherein said first processor and said second processor are 
trusted hardware; and 

wherein said generating with said second node step is 
Software implemented on said second processor and said 
generating with said first node step is software imple 
mented with said second processor. 

7. The method of claim 6 wherein said first processor and 
said second processor implementa Software scheme having a 
plurality of software layers, and wherein said generating with 
said second node step and said generating with said first node 
steps are software implemented as one of said plurality of 
software layers. 

8. The method of claim 1 wherein: 

said first node comprises a first processor and said second 
node comprises a second processor; 

wherein at least one of said first processor and said second 
processor is untrusted hardware; and 

wherein, if said first processor is untrusted, said generating 
with said first node step is performed with a first hard 
ware module coupled to said first node and otherwise 
said generating with said first node step is performed 
with said first processor, and 

wherein, if said second processor is untrusted, said gener 
ating with said second node step is performed with a 
second hardware module coupled to said second node 
and otherwise said generating with said second node 
step is performed with said second processor. 

9. The method of claim 1 wherein each of said transmitting 
steps transmits only one data packet apiece. 

10. The method of claim 1 wherein at least one of said first 
identification and said second identification is an internet 
protocol address of said first node and an internet protocol 
address of said second node, respectively. 
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11. The method of claim 1 wherein at least said transmit 
ting said first signal step is a multicast signal to at least said 
second node and a third node different than said first node and 
said second node. 

12. The method of claim 1 further comprising the step, 
upon completion of said transmitting said third signal, of 
returning to said transmitting said first signal step. 

13. The method of claim 12 wherein said step of returning 
to said transmitting said first signal step refreshes said sym 
metric key. 

14. The method of claim 13 wherein said step of returning 
to said transmitting said first signal step occurs periodically. 

15. The method of claim 13 wherein said symmetric key 
has an expiration time and wherein said returning step occurs 
after said expiration time. 

16. The method of claim 1 wherein said first private key is 
the same as said second private key. 

17. The method of claim 1 wherein said first private key is 
different than said second private key. 

18. A dynamically configured encrypted network, com 
prising: 

a first node having a first identification and a first private 
key: 

a second node communicatively coupled to said first node 
and having a second identification and a second private 
key: 

wherein said first node is configured to transmit a first 
signal comprising information indicative of said first 
identification of said first node: 

wherein said second node is configured to transmit, upon 
receipt of said first signal by said second node, a second 
signal comprising information indicative of said second 
identification of said second node and a first portion of a 
symmetric key; and 

wherein said first node is configured to transmit, upon 
receipt of said second signal, a third signal comprising a 
second portion of said symmetric key. 

19. The network of claim 18 wherein at least one of said 
second signal and said third signal is encrypted. 

20. The network of claim 19 wherein said at least one of 
said second signal and said third signal are encrypted accord 
ing to at least one of said first portion of said symmetric key 
and said second portion of second symmetric key. 

21. The network of claim 18 wherein said first private key 
and said second private key are based, at least in part, on time. 

22. The network of claim 18 wherein: 
said first portion of said symmetrickey being based, at least 

in part, on said information indicative of said first iden 
tification of said first node and said second private key: 
and 

said second portion of said symmetric key being based, at 
least in part, on said information indicative of said sec 
ond identification of said second node and said first 
private key; and 

23. The network of claim 22 wherein: 
said first node comprises a first processor and said second 
node comprises a second processor; 

wherein said first processor and said second processor are 
trusted hardware; and 

said first portion of said symmetric key being Software 
generated on said trusted hardware of said second pro 
CSSO. 

24. The network of claim 23 wherein said first processor 
and said second processor implement a software scheme hav 
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inga plurality of software layers and wherein said first portion 
of said symmetric key and said second portion of said sym 
metric key are generated one of said plurality of Software 
layers. 

25. The network of claim 22 wherein: 
said first node comprises a first processor and said second 

node comprises a second processor; 
wherein at least one of said first processor and said second 

processor is untrusted hardware; and 
wherein, if said first processor is untrusted, said first por 

tion of said symmetric key is generated with a first 
trusted hardware module coupled to said first node and 
otherwise said first portion of said symmetric key is 
generated with said first processor, and 

wherein, if said second processor is untrusted, said second 
portion of said symmetric key is generated with a second 
trusted hardware module coupled to said first node and 
otherwise said second portion of said symmetric key is 
generated with said second processor. 

26. The network of claim 18 wherein said first node is 
configured to transmit said signal comprising information 
indicative of said first identification of said first node in a 
single data packet and wherein said second node is configured 
to transmit said second signal comprising information indica 
tive of said second identification of said second node in a 
single data packet. 

27. The network of claim 18 wherein at least one of said 
first identification and said second identification is an Internet 
protocol address of said first node and an internet protocol 
address of said second node, respectively. 

28. The network of claim 18 wherein said first node is 
configured to transmit said signal comprising information 
indicative of said first identification of said first node as a 
multicast signal to at least said second and a third node dif 
ferent than said first node and said second node. 

29. The network of claim 18 wherein said first node is 
configured, upon completion of transmission of said third 
signal, to again transmit said first signal comprising informa 
tion indicative of said first identification of said first node. 

30. The network of claim 29 wherein said symmetric key is 
refreshed. 

31. The network of claim 30 wherein said symmetric key is 
refreshed periodically. 

32. The network of claim 30 wherein said symmetric key 
has an expiration time and wherein said symmetric key is 
refreshed after said expiration time. 

33. The network of claim 18 wherein said first private key 
is the same as said second private key. 

34. The network of claim 18 wherein said first private key 
is different than said second private key. 

35. A node configured to dynamically establish encrypted 
communication with a second node having a second identi 
fication and a second private key, comprising: 

a first identification different from said second identifica 
tion; 

a first private key different from said second private key: 
and 

a transceiver, configured to: 
transmit a first signal comprising information indicative 

of said first identification of said first node; 
receive a second signal, transmitted by said second node 
upon receipt of said first signal, comprising informa 



US 2013/01 08045 A1 

tion indicative of said second identification of said 
second node and a first portion of a symmetric key; 
and 

transmit, upon receipt of said second signal, a third 
signal comprising a second portion of said symmetric 
key. 

36. The node of claim 35 wherein at least one of said 
second signal and said third signal is encrypted. 

37. The node of claim 36 wherein said at least one of said 
second signal and said third signal are encrypted according to 
at least one of said first portion of said symmetric key and said 
second portion of second symmetric key. 

38. The node of claim 35 wherein said first private key and 
said second private key are based, at least in part, on time. 

39. The node of claim 35 wherein: 
said first portion of said symmetrickey being based, at least 

in part, on said information indicative of said first iden 
tification of said first node and said second private key: 
and 

said second portion of said symmetric key being based, at 
least in part, on said information indicative of said sec 
ond identification of said second node and said first 
private key; and 

40. The node of claim 39 wherein: 
said first node is trusted hardware having a first processor; 
and 

said first portion of said symmetric key being Software 
generated on said trusted hardware of said second pro 
CSSO. 

41. The node of claim 40 wherein said first processor 
implements a Software scheme having a plurality of software 
layers and wherein said first portion of said symmetric key is 
generated in one of said plurality of Software layers. 
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42. The node of claim 39 wherein said first node is 
untrusted hardware having a first processor, and said first 
portion of said symmetric key is generated with a trusted 
hardware module coupled to said first node. 

43. The node of claim 35 wherein said first node is config 
ured to transmit said signal comprising information indica 
tive of said first identification of said first node in a single data 
packet. 

44. The node of claim 35 wherein at least one of said first 
identification and said second identification is an internet 
protocol address of said first node and an internet protocol 
address of said second node, respectively. 

45. The node of claim 35 wherein said first node is config 
ured to transmit said signal comprising information indica 
tive of said first identification of said first node as a multicast 
signal to at least said second and a third node different than 
said first node and said second node. 

46. The node of claim 35 wherein said first node is config 
ured, upon completion of transmission of said third signal, to 
again transmit said first signal comprising information 
indicative of said first identification of said first node. 

47. The node of claim 46 wherein said symmetric key is 
refreshed. 

48. The node of claim 47 wherein said symmetric key is 
refreshed periodically. 

49. The node of claim 47 wherein said symmetric key has 
an expiration time and wherein said symmetric key is 
refreshed after said expiration time. 

50. The node of claim 35 wherein said first private key is 
the same as said second private key. 

51. The node of claim 35 wherein said first private key is 
different than said second private key. 
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