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DESCRIPCION
Prediccion basada en modelo en un banco de filtros criticamente muestreados
Referencia cruzada a solicitudes relacionadas

Esta solicitud es una solicitud divisional europea de la solicitud de patente europea EP19208681.7 (referencia:
D12110EP0Q3), para la que el formulario 1001 de la OEP fue presentado el 12 de noviembre de 2019.

Campo técnico

El presente documento se refiere a sistemas de codificacion de fuentes de audio. En particular, el presente
documento se refiere a sistemas de codificacién de fuentes de audio que usan prediccién lineal en combinacién
con un banco de filtros.

Antecedentes

Hay dos herramientas importantes de procesamiento de sefiales aplicadas en sistemas para la codificacion de
fuentes de sefiales de audio, en concreto los bancos de filtros criticamente muestreados y la prediccidn lineal.
Los bancos de filtros criticamente muestreados (por ejemplo, bancos de filtros basados en la transformada
discreta de coseno modificada, MDCT) permiten un acceso directo a representaciones de tiempo-frecuencia en
las que puede aprovecharse la irrelevancia perceptual y la redundancia de las sefiales. La prediccion lineal
permite modelar de manera eficaz fuentes de sefiales de audio, en particular de sefiales de voz. La combinacion
de las dos herramientas, es decir, el uso de la prediccién en las subbandas de un banco de filtros, se ha usado
principalmente en la codificaciéon de audio de alta velocidad binaria. En lo que respecta a la codificacién de baja
velocidad binaria, un desafio que plantea la prediccidén en las subbandas es mantener bajo el coste (es decir, la
velocidad binaria) para la descripcion de los predictores. Otro desafio es controlar la conformacién de ruido
resultante de la sefial de error de prediccion obtenida por un predictor de subbanda.

En cuanto al reto que supone codificar la descripcion del predictor de subbanda de una manera eficaz en cuanto
a los bits, un posible enfoque es estimar el predictor a partir de partes ya descodificadas de la sefial de audio vy,
por tanto, evitar completamente el coste de una descripcion de predictor. Si el predictor puede determinarse a
partir de partes ya descodificadas de la sefial de audio, el predictor puede determinarse en el codificador y en el
descodificador sin necesidad de transmitir una descripciéon de predictor desde el codificador al descodificador.
Este esquema se denomina esquema de prediccion adaptativa hacia atras. Sin embargo, el esquema de
prediccion adaptativa hacia atras normalmente se degrada considerablemente cuando la velocidad binaria de la
sefial de audio codificada disminuye. Un enfoque alternativo o adicional a la codificacién eficiente de un predictor
de subbanda es identificar una descripcion de predictor mas natural, por ejemplo una descripcidn que aproveche
la estructura intrinseca de la sefial de audio que va a codificarse. Por ejemplo, la codificacién de voz de baja
velocidad binaria aplica normalmente un esquema adaptativo hacia delante basado en una representacion
compacta de un predictor a corto plazo (que utiliza correlaciones a corto plazo) y de un predictor a largo plazo
(que utiliza correlaciones a largo plazo debido al tono subyacente de la sefial de voz).

En cuanto al reto que supone controlar la conformacidon de ruido de la sefial de error de prediccién, se observa
que aunque la conformacion de ruido de un predictor puede controlarse correctamente dentro de una subbanda,
la sefial de audio final de salida del codificador presenta normalmente artefactos de distorsion (excepto en
seflales de audio que presentan una forma de ruido espectral sustancialmente plana).

Un caso importante de un predictor de subbanda es la implementacién de una prediccién a largo plazo en un
banco de filtros con ventanas solapadas. Un predictor a largo plazo utiliza normalmente las redundancias de las
seflales de audio periddicas y casi periddicas (tales como sefiales de voz que presentan un tono intrinseco), y
puede describirse con un solo o con un numero bajo de parametros de prediccidon. El predictor a largo plazo
puede definirse en el tiempo continuo mediante un retardo que refleja la periodicidad de la sefial de audio.
Cuando este retardo es grande en comparacién con la longitud de la ventana del banco de filtros, el predictor a
largo plazo puede implementarse en el dominio de tiempo discreto mediante un desplazamiento o un retardo
fraccionario y puede volver a convertirse en un predictor causal en el dominio de subbanda. Tal predictor a largo
plazo no presenta normalmente artefactos de distorsién, pero tiene como desventaja una gran complejidad
computacional debido a la necesidad de operaciones adicionales de banco de filtros para la conversion desde el
dominio de tiempo al dominio de subbanda. Por lo tanto, el enfoque para determinar el retardo en el dominio de
tiempo y para convertir el retardo en un predictor de subbanda no puede aplicarse cuando el periodo de la sefial
de audio que va a codificarse es comparable o inferior al tamafio de ventana del banco de filtros.

El presente documento aborda los inconvenientes de prediccién de subbanda mencionados anteriormente. En
particular, el presente documento describe procedimientos y sistemas que permiten una descripcion eficaz de
velocidad binaria de predictores de subbanda y/o que permiten una reduccidén de los artefactos de distorsion
provocados por los predictores de subbanda. En particular, el procedimiento y los sistemas descritos en el
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presente documento permiten la implementacion de codificadores de audio de baja velocidad binaria usando
prediccion de subbanda, lo que permite reducir el nivel de los artefactos de distorsién. El documento US
2006/0015239 A1 describe la codificacion de fuentes de prediccion de subbanda.

Compendio

El presente documento describe procedimientos y sistemas que mejoran la calidad de la codificacion de fuentes
de audio utilizando prediccién en el dominio de subbanda De un banco de filtros criticamente muestreado. Los
meétodos y sistemas pueden hacer uso de una descripcién compacta de los predictores de subbanda, en donde
la descripcién se basa en los modelos de sefial. Ademas o como alternativa, los métodos y sistemas pueden
hacer uso de una implementacion eficiente de los predictores directamente en el dominio de subbanda. Ademas
0 como alternativa, los métodos y sistemas pueden hacer uso de términos cruzados de predictor de subbanda,
tal como se describe en el presente documento, para permitir una reduccién de los artefactos de distorsion.

Como se describe en el presente documento, la descripcién compacta de predictores de subbanda puede
comprender la frecuencia de una sinusoide, el periodo de una sefial periddica, un espectro ligeramente
inarmonico, como el que aparece en la vibracion de una cuerda tensa, y/o una multitud de tonos de una sefial
polifénica. Se sabe que en el caso de un predictor a largo plazo, el modelo de sefial periddica proporciona
predictores causales de alta calidad para diversos parametros de demora (o retardos) que incluyen valores que
son menores y/o mayores que el tamafio de ventana del banco de filtros. Esto significa que puede usarse un
modelo de sefial periddica para implementar un predictor de subbanda a largo plazo de manera eficiente. La
transicion desde la prediccién basada en modelos sinusoidales a la aproximacién de un retardo arbitrario no
presenta discontinuidades.

La implementacion directa de predictores en el dominio de subbanda permite acceder de manera explicita a
caracteristicas perceptuales de las distorsiones de cuantificacién producidas. Ademas, la implementacion de
predictores en el dominio de subbanda permite acceder a propiedades numéricas, tales como la ganancia de
prediccion y la dependencia de los predictores con respecto a los parametros. Por ejemplo, un analisis basado
en un modelo de sefial puede revelar que la ganancia de prediccion solo es significativa en un subconjunto de las
subbandas consideradas, y la variacion de los coeficientes de los predictores en funcion del parametro elegido
para la transmision puede resultar util en el disefio de los formatos de los parametros, asi como de algoritmos de
codificacién eficientes. Ademas, la complejidad computacional puede reducirse considerablemente en
comparacion con implementaciones de predictores que se basan en el uso de algoritmos que funcionan tanto en
el domino del tiempo como en el dominio de subbanda. En particular, los procedimientos y sistemas descritos en
el presente documento pueden usarse para implementar la prediccion de subbanda directamente en el dominio
de subbanda sin necesidad de determinar y aplicar un predictor (por ejemplo, un retardo a largo plazo) en el
dominio del tiempo.

El uso de términos de subbanda cruzada en los predictores de subbanda permite mejorar de manera
considerable las propiedades de conformacién de ruido en el dominio de la frecuencia en comparacién con los
predictores dentro de banda (que solo se basan en la prediccion dentro de banda). De esta forma pueden
reducirse los artefactos de distorsion, permitiendo asi el uso de la prediccion de subbanda en sistemas de
codificacién de audio de velocidad binaria relativamente baja.

Segun un aspecto, se describe un procedimiento para estimar una primera muestra de una primera subbanda de
una sefial de audio. La primera subbanda de la sefial de audio puede haberse determinado usando un banco de
filtros de analisis que comprende una pluralidad de filtros de analisis que proporcionan una pluralidad de sefiales
de subbanda en una pluralidad de subbandas, respectivamente, de la sefial de audio. La sefial de audio del
dominio del tiempo puede enviarse a un banco de filtros de analisis, obteniéndose asi una pluralidad de sefiales
de subbanda en una pluralidad de subbandas. Cada una de la pluralidad de subbandas cubre normalmente una
gama de frecuencias diferente de la sefial de audio, proporcionandose asi acceso a diferentes componentes de
frecuencia de la sefial de audio. La pluralidad de subbandas puede tener una separacién entre subbandas
idéntica o uniforme. La primera subbanda corresponde a una de la pluralidad de subbandas proporcionadas por
el banco de filtros de anélisis.

El banco de filtros de analisis puede tener varias propiedades. Un banco de filtros de sintesis que comprende
una pluralidad de filtros de sintesis puede tener propiedades idénticas o similares. Las propiedades descritas
para el banco de filtros de analisis y los filtros de analisis también pueden aplicarse a las propiedades del banco
de filtros de sintesis y de los filtros de sintesis. Normalmente, la combinacion de un banco de filtros de analisis y
de un banco de filtros de sintesis permite una reconstruccién perfecta de la sefial de audio. Los filtros de analisis
del banco de filtros de analisis pueden ser invariantes al desplazamiento entre si. Ademas o como alternativa, los
filtros de analisis del banco de filtros de analisis pueden comprender una funcion de ventana comun. En
particular, los filtros de analisis del banco de filtros de analisis pueden comprender versiones moduladas de
diferente manera de la funcion de ventana comun. En una realizacion, la funciéon de ventana comin se modula
usando la funcién coseno, obteniéndose asi un banco de filtros de analisis modulado por coseno. En particular, el
banco de filtros de analisis puede comprender (0 puede corresponder a) uno o mas de las siguientes
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transformadas: MDCT, QMF y/o ELT. La funcién de ventana comun puede tener una duracién K finita. La
duracién de la funcién de ventana comun puede ser tal que muestras subsiguientes de una sefial de subbanda
se determinan usando segmentos solapados de la sefial de audio de dominio de tiempo. De este modo, el banco
de filtros de analisis puede comprender una transformada solapada. Los filtros de analisis del banco de filtros de
analisis pueden formar una base ortogonal y/o una base ortonormal. Una propiedad adicional es que el banco de
filtros de analisis puede corresponder a un banco de filtros criticamente muestreado. En particular, el numero de
muestras de la pluralidad de sefiales de subbanda puede corresponder al nimero de muestras de la sefial de
audio del dominio del tiempo.

El método puede comprender determinar un parametro de modelo de un modelo de sefial. Debe observarse que
el modelo de seflal puede describirse usando una pluralidad de parametros de modelo. De este modo, el
procedimiento puede comprender determinar la pluralidad de parametros de modelo del modelo de sefial. El
parametro o parametros de modelo pueden extraerse de un flujo de bits recibido que comprende o que indica el
parametro de modelo y una sefial de error de prediccién. Como alternativa, el parametro o parametros de modelo
pueden determinarse ajustando el modelo de sefial a la sefial de audio (por ejemplo, en cada trama), por ejemplo
usando un enfoque de error cuadratico medio.

El modelo de seflal puede comprender una o mas componentes de modelo sinusoidales. En tal caso, el
parametro de modelo puede indicar la una o mas frecuencias de la una o mas componentes de modelo
sinusoidales. A modo de ejemplo, el parametro de modelo puede indicar una frecuencia fundamental Q de un
modelo de sefial multisinusoidal, donde la sefial multisinusoidal comprende componentes de modelo sinusoidales
a frecuencias que corresponden a multiplos gQ de la frecuencia fundamental Q. De este modo, el modelo de
seflal multisinusoidal puede comprender una componente de sefial periédica, donde la componente de sefial
periddica comprende una pluralidad de componentes sinusoidales y donde la pluralidad de componentes
sinusoidales tienen una frecuencia que es un multiplo de la frecuencia fundamental Q. Como se mostrara en el
presente documento, tal componente de sefial periédica puede usarse para modelar un retardo en el dominio de
tiempo (como se usa, por ejemplo, en predictores a largo plazo). El modelo de sefial puede comprender uno o
mas parametros de modelo que indican un desplazamiento y/o una desviacién del modelo de sefial con respecto
a un modelo de sefial periédico. El desplazamiento y/o desviacion pueden indicar una desviacién de las
frecuencias de la pluralidad de componentes sinusoidales del modelo de sefial periddico con respecto a multiplos
respectivos qQ de la frecuencia fundamental Q.

El modelo de sefial puede comprender una pluralidad de componentes de sefial periddica. Cada una de las
componentes de sefial periédica puede describirse usando uno o mas parametros de modelo. Los parametros de
modelo pueden indicar una pluralidad de frecuencias fundamentales Qo, Q1, ..., Qw1 de la pluralidad de
componentes de sefial periddica. Ademas o como alternativa, el modelo de sefial puede describirse mediante un
parametro de relajacion predeterminado y/o ajustable (que puede ser uno de los parametros de modelo). El
parametro de relajacion puede configurarse para allanar o suavizar el espectro lineal de una componente de
sefial periddica. Ejemplos especificos de modelos de sefial y de parametros de modelo asociados se describen
en la seccion del presente documento que describe las formas de realizacion.

El parametro o parametros de modelo pueden determinarse de manera que se reduzca (por ejemplo, se
minimice) el valor medio de una sefial de error cuadratico de prediccién. La sefial de error de prediccién puede
determinarse en funcién de la diferencia entre la primera muestra y la estimacién de la primera muestra. En
particular, el valor medio de la sefial de error cuadratico de prediccidon puede determinarse en funcién de una
pluralidad de primeras muestras subsiguientes de la primera sefial de subbanda y en funcién de una pluralidad
correspondiente de primeras muestras estimadas. En particular, en el presente documento se propone modelar
la seflal de audio o, al menos, la primera sefial de subbanda de la sefial de audio usando un modelo de sefial
que se describe mediante uno o mas parametros de modelo. Los parametros de modelo se usan para determinar
el uno o mas coeficientes de prediccién de un predictor lineal que determina una primera sefial de subbanda
estimada. La diferencia entre la primera sefial de subbanda y la primera sefial de subbanda estimada
proporciona una sefial de subbanda de error de predicciéon. El uno 0 méas parametros de modelo pueden
determinarse de manera que se reduzca (por ejemplo, se minimice) el valor medio de la sefial de subbanda de
error cuadratico de prediccion.

El método puede comprender ademas determinar un coeficiente de prediccién que se aplicara a una muestra
anterior de una primera sefial de subbanda descodificada obtenida a partir de la primera sefial de subbanda. En
particular, la muestra anterior puede determinarse afiadiendo una version cuantificada de la sefial de error de
prediccidon a una muestra correspondiente de la primera sefial de subbanda. La primera sefial de subbanda
descodificada puede ser idéntica a la primera sefial de subbanda (por ejemplo, en caso de un codificador sin
pérdidas). Un intervalo de tiempo de la muestra previa es normalmente anterior a un intervalo de tiempo de la
primera muestra. En particular, el procedimiento puede comprender determinar uno o mas coeficientes de
prediccion de un filtro de prediccion recursivo (respuesta finita al impulso) que esta configurado para determinar
la primera muestra de la primera sefial de subbanda de una 0 mas muestras anteriores.
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El uno o mas coeficientes de prediccién pueden determinarse en base al modelo de sefial, en base al parametro
de modelo y en base al banco de filtros de analisis. En particular, un coeficiente de prediccidon puede
determinarse en funcién de una evaluacion analitica del modelo de sefial y del banco de filtros de analisis. La
evaluacién analitica del modelo de sefial y del banco de filtros de analisis puede dar lugar a la determinacion de
una tabla de consulta y/o de una funcién analitica. De este modo, el coeficiente de prediccion puede
determinarse usando la tabla de consulta y/o la funcion analitica, donde la tabla de consulta y/o la funcién
analitica pueden predeterminarse en funcion del modelo de sefial y en funcién del banco de filtros de analisis. La
tabla de consulta y/o la funcién analitica pueden proporcionar el coeficiente o coeficientes de prediccién en
funcién de un parametro obtenido a partir delparametro o parametros de modelo. El parametro obtenido del
parametro de modelo puede ser, por ejemplo, el parametro de modelo o puede obtenerse del parametro de
modelo usando una funcién predeterminada. De este modo, el uno o mas coeficientes de prediccién pueden
determinarse de manera computacionalmente eficaz usando una tabla de consulta predeterminada y/o una
funcién analitica que proporcionan el uno o mas coeficientes de prediccion en funcién de, solamente, el uno o
mas parametros obtenidos, solamente, del uno o0 méas parametros de modelo. Por tanto, la determinacion de un
coeficiente de prediccion puede reducirse a la simple consulta de una entrada de una tabla de consulta.

Como se ha indicado anteriormente, el banco de filtros de analisis puede comprender o puede presentar una
estructura modulada. Como resultado de tal estructura modulada, se observa que el valor absoluto del uno o mas
coeficientes de prediccion depende de un numero de indice de la primera subbanda. Esto significa que la tabla
de consulta y/o la funcion analitica pueden ser invariantes al desplazamiento (aparte de un valor de signo) en
relacién con el nimero de indice de la pluralidad de subbandas. En tales casos, el parametro obtenido a partir
del parametro de modelo, es decir, el parametro que se introduce en la tabla de consulta y/o en la funcién
analitica con el fin de determinar el coeficiente de prediccion, puede obtenerse expresando el parametro de
modelo de manera relativa con respecto a una subbanda de la pluralidad de subbandas.

Como se ha indicado anteriormente, el parametro de modelo puede indicar una frecuencia fundamental Q2 de un
modelo de sefial multisinusoidal (por ejemplo, de un modelo de sefial periédico). En tales casos, determinar el
coeficiente de prediccion puede comprender determinar un multiplo de la frecuencia fundamental Q que esta
dentro de la primera subbanda. Si un multiplo de la frecuencia fundamental Q@ estéd dentro de la primera
subbanda, puede determinarse una desviacién relativa del multiplo de la frecuencia fundamental Q con respecto
a una frecuencia central de la primera subbanda. En particular, puede determinarse la desviacidn relativa del
multiplo de la frecuencia fundamental QQ més cercana a la frecuencia central de la primera subbanda. La tabla de
consulta y/o la funcion analitica pueden predeterminarse de manera que la tabla de consulta y/o la funcién
analitica proporcionen el coeficiente de prediccion en funcién de posibles desviaciones relativas con respecto a
una frecuencia central de una subbanda (por ejemplo, en funcién de una frecuencia normalizada f y/o en funcién
de un parametro de desplazamiento ®, como se describe en el presente documento). De este modo, el
coeficiente de prediccion puede determinarse conforme a la tabla de consulta y/o conforme a la funcion analitica
usando la desviacion relativa determinada. Una tabla de consulta predeterminada puede comprender un nimero
limitado de entradas para un numero limitado de posibles desviaciones relativas. En tal caso, la desviacién
relativa determinada puede redondearse a la desviacion relativa mas cercana posible de entre el limitado niumero
de posibles desviaciones relativas, antes de consultar el coeficiente de prediccion en la tabla de consulta.

Por otro lado, si no hay ningun multiplo de la frecuencia fundamental Q en la primera subbanda o, mas bien,
dentro de una gama de frecuencias ampliada que rodea a la primera subbanda, el coeficiente de prediccién
puede fijarse a cero. En tales casos, la estimacién de la primera muestra puede ser también cero.

Determinar el coeficiente de predicciéon puede comprender seleccionar una tabla de una pluralidad de tablas de
consulta en funcion del parametro de modelo. A modo de ejemplo, el parametro de modelo puede indicar una
frecuencia fundamental Q@ de un modelo de sefial periddico. La frecuencia fundamental Q@ de un modelo de sefial
periddico corresponde a una periodicidad T del modelo de sefial periddico. En el presente documento se expone
que en caso de periodicidades T relativamente pequefias, un modelo de sefial periddico converge hacia un
modelo de una Unica sinusoide. Ademas, en el presente documento se expone que en caso de periodicidades T
relativamente grandes, las tablas de consulta varian lentamente con el valor absoluto de T y dependen
principalmente de la desviacion relativa (esto es, del parametro de desplazamiento ®). De este modo, diversas
tablas de consulta pueden predeterminarse para una pluralidad de diferentes valores de la periodicidad T. El
parametro de modelo (esto es, la periodicidad T) puede usarse para seleccionar una tabla apropiada de la
pluralidad de tablas de consulta, y el coeficiente de prediccién puede determinarse en funcién de la tabla
seleccionada de la pluralidad de tablas de consulta (usando la desviacién relativa, por ejemplo usando el
parametro de desplazamiento ®). De este modo, un parametro de modelo (que representa, por ejemplo, la
periodicidad T) que puede tener una precisién relativamente alta puede descodificarse en un par de parametros
(por ejemplo, la periodicidad T y la desviacion relativa) con una precision reducida. El primer parametro (por
ejemplo, la periodicidad T) del par de parametros puede usarse para seleccionar una tabla de consulta particular,
y el segundo parametro (por ejemplo, la desviacion relativa) puede usarse para identificar una entrada de la tabla
de consulta seleccionada.
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El método puede comprender ademas determinar una estimacion de la primera muestra aplicando el coeficiente
de prediccién a la muestra anterior. Aplicar el coeficiente de prediccion a la muestra anterior puede comprender
multiplicar el coeficiente de prediccién por el valor de la muestra anterior, obteniéndose asi la estimacion de la
primera muestra. Normalmente, una pluralidad de primeras muestras de la primera sefial de subbanda se
determina aplicando el coeficiente de prediccién a una secuencia de muestras anteriores. Determinar una
estimacién de la primera muestra puede comprender ademas aplicar una ganancia de escalado al coeficiente de
prediccion y/o a la primera muestra. La ganancia de escalado (o una indicacion de la misma) puede usarse, por
ejemplo, en la prediccion a largo plazo (LTP). En otras palabras, la ganancia de escalado puede obtenerse a
partir de un predictor diferente (por ejemplo, de un predictor a largo plazo). La ganancia de escalado puede ser
diferente para subbandas diferentes. Ademas, la ganancia de escalado puede transmitirse como parte de la
sefial de audio codificada.

De este modo se proporciona una descripcion eficaz de un predictor de subbanda (que comprende uno o mas
coeficientes de prediccion) usando un modelo de sefial que se describe mediante un parametro de modelo. El
parametro de modelo se usa para determinar el uno o mas coeficientes de prediccién del predictor de subbanda.
Esto significa que un codificador de audio no tiene que transmitir una indicacion del uno o mas coeficientes de
prediccion, sino una indicacién del parametro de modelo. Normalmente, el parametro de modelo puede
codificarse de manera mas eficaz (es decir, con un menor numero de bits) que el uno o mas coeficientes de
prediccion. Por tanto, el uso de la prediccidon basada en modelo permite una codificacion de subbanda de baja
velocidad binaria.

El método puede comprender ademas determinar una mascara de prediccién que indica una pluralidad de
muestras anteriores en una pluralidad de subbandas de soporte de mascara de prediccién. La pluralidad de
subbandas de soporte de mascara de prediccién puede comprender al menos una de la pluralidad de
subbandas, que es diferente de la primera subbanda. De este modo, el predictor de subbanda puede
configurarse para estimar una muestra de la primera sefial de subbanda a partir de muestras de una o mas otras
seflales de subbanda de la pluralidad de sefiales de subbanda, que son diferentes de la primera sefial de
subbanda. En el presente documento, esto se denomina prediccion de subbanda cruzada. La mascara de
prediccion puede definir la disposicién de la pluralidad de muestras anteriores (por ejemplo, una demora de
tiempo con respecto al intervalo de tiempo de la primera muestra y/o una demora de indice de subbanda con
respecto al numero de indice de la primera subbanda) que se usan para estimar la primera muestra de la primera
sefial de subbanda.

El método puede proseguir con la determinacion de una pluralidad de coeficientes de prediccién que se aplicaran
a la pluralidad de muestras anteriores. La pluralidad de coeficientes de prediccién puede determinarse en funcidn
del modelo de sefial, en funcién del parametro de modelo y en funcion del banco de filtros de analisis (por
ejemplo, usando los esquemas de prediccién basados en modelo indicados anteriormente y en el presente
documento). De este modo, la pluralidad de coeficientes de prediccion puede determinarse usando uno o mas
parametros de modelo. En otras palabras, un numero limitado de parametros de modelo puede ser suficiente
para determinar la pluralidad de coeficientes de prediccién. Esto significa que usando la prediccion de subbanda
basada en modelo, la predicciéon de subbanda cruzada puede implementarse de una manera eficiente en lo que
respecta a la tasa binaria.

El método puede comprender determinar una estimacion de la primera muestra aplicando la pluralidad de
coeficientes de prediccion a la pluralidad de muestras anteriores, respectivamente. Determinar una estimacién de
la primera muestra comprende normalmente determinar la suma de la pluralidad de muestras anteriores
ponderadas mediante la pluralidad de coeficientes de prediccidn respectivos.

Como se ha sefialado anteriormente, el parametro de modelo puede indicar una periodicidad T. La pluralidad de
tablas de consulta, que se usan para determinar el uno o mas coeficientes de prediccidn, puede comprender
tablas de consulta para diferentes valores de la periodicidad T. En particular, la pluralidad de tablas de consulta
puede comprender tablas de consulta para diferentes valores de la periodicidad T dentro del intervalo [Tmin, Tmax]
con un valor de incremento AT predeterminado. Como se describira en el presente documento, Tmin puede tener
un valor de 0,25y Tmax puede tener un valor de 2,5. Tmin puede seleccionarse de manera que T < Tmin, ¥ la sefial
de audio puede modelarse usando un modelo de sefial que comprende una Unica componente del modelo
sinusoidal. Tmax puede seleccionarse de manera que T > Tmax, ¥ las tablas de consulta para las periodicidades
Tmax @ Tmax + 1 corresponden sustancialmente a las tablas de consulta para las periodicidades Tmax - 1 @ Trmax. LO
mismo se aplica normalmente a las periodicidades Trmax + N @ Trax + N+ 1, para n > 0, en general.

El método puede comprender determinar la tabla de consulta seleccionada como la tabla de consulta para la
periodicidad T indicada por el parametro de modelo. Tras haberse seleccionado la tabla de consulta que
comprende o indica el uno o mas coeficientes de prediccidén, puede usarse un parametro de consulta para
identificar la una o mas entradas apropiadas de la tabla de consulta seleccionada, que indican el uno o mas
coeficientes de prediccién, respectivamente. El parametro de consulta puede corresponder a o puede obtenerse
a partir del parametro de desplazamiento ®.
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El método puede comprender, para un parametro de modelo que indica una periodicidad T > Tmax, determinar
una periodicidad residual T: sustrayendo de T un valor entero de manera que la periodicidad residual T: esté en
el intervalo [Tmex - 1, Tmax]. La tabla de consulta para determinar el coeficiente de prediccion puede determinarse
entonces como la tabla de consulta para la periodicidad residual Tr.

El método puede comprender, para un parametro de modelo que indica una periodicidad T < Tmin, Seleccionar la
tabla de consulta para determinar el uno o mas coeficientes de prediccion como la tabla de consulta para la
periodicidad Tmin. Ademés, el parametro de consulta (por ejemplo, el parametro de desplazamiento ®) para
identificar la una o0 mas entradas de la tabla de consulta seleccionada que proporcionan el uno o mas
coeficientes de prediccidon, puede escalarse segun la relacidon Tmin/T. El uno o més coeficientes de prediccion
pueden determinarse entonces usando la tabla de consulta seleccionada y el parametro de consulta escalado.
En particular, el uno o0 mas coeficientes de predicciéon pueden determinarse en funcion de la una o mas entradas
de la tabla de consulta seleccionada correspondiente al parametro de consulta escalado.

De este modo, el nimero de tablas de consulta puede limitarse a un intervalo predeterminado [Tmin, Tmax],
limitando asi los requisitos de memoria de un codificador/descodificador de audio. Sin embargo, los coeficientes
de prediccién pueden determinarse para todos los posibles valores de la periodicidad T usando las tablas de
consulta predeterminadas, permitiendo asi una implementacién eficaz desde el punto de vista computacional de
un codificador/descodificador de audio.

Segun un aspecto adicional, se describe un procedimiento para estimar una primera muestra de una primera
sefial de subbanda de una sefial de audio. Como se ha indicado anteriormente, la primera sefial de subbanda de
la sefial de audio puede determinarse usando un banco de filtros de analisis que comprende una pluralidad de
filtros de analisis que proporcionan una pluralidad de sefiales de subbanda en una pluralidad de subbandas,
respectivamente, de la sefial de audio. Las caracteristicas descritas anteriormente también pueden aplicarse al
procedimiento descrito a continuacion.

El método comprende determinar una mascara de prediccidon que indica una pluralidad de muestras anteriores
en una pluralidad de subbandas de soporte de mascara de prediccion. La pluralidad de subbandas de soporte de
mascara de prediccién comprende al menos una de la pluralidad de subbandas, que es diferente de la primera
subbanda. En particular, la pluralidad de subbandas de soporte de mascara de prediccion puede comprender la
primera subbanda y/o la pluralidad de subbandas de soporte de mascara de prediccidén puede comprender una o
mas de la pluralidad de subbandas directamente adyacentes a la primera subbanda.

El método puede comprender ademas determinar una pluralidad de coeficientes de prediccion que se aplicaran a
la pluralidad de muestras anteriores. La pluralidad de muestras anteriores se obtiene normalmente a partir de la
pluralidad de sefiales de subbanda de la sefial de audio. En particular, la pluralidad de muestras anteriores
corresponde normalmente a las muestras de una pluralidad de sefiales de subbanda descodificadas. La
pluralidad de coeficientes de prediccién puede corresponder a los coeficientes de prediccion de un filtro de
prediccidn recursivo (respuesta finita al impulso) que también tiene en cuenta una o mas muestras de subbandas
que son diferentes de la primera subbanda. Una estimacion de la primera muestra puede determinarse aplicando
la pluralidad de coeficientes de prediccion a la pluralidad de muestras anteriores, respectivamente. De este
modo, el procedimiento permite predecir subbandas usando una o mas muestras de otras subbandas (por
ejemplo, adyacentes). De esta manera pueden reducirse los artefactos de distorsion provocados por los
codificadores basados en prediccidén de subbanda.

El método puede comprender ademas determinar un parametro de modelo de un modelo de sefial. La pluralidad
de coeficientes de prediccion puede determinarse en funcidn del modelo de sefial, en funcidn del parametro de
modelo y en funcion del banco de filtros de analisis. De este modo, la pluralidad de coeficientes de prediccidon
puede determinarse usando una prediccidon basada en modelo como la descrita en el presente documento. En
particular, la pluralidad de coeficientes de prediccidon puede determinarse usando una tabla de consulta y/o una
funcién analitica. La tabla de consulta y/o la funcion analitica pueden predeterminarse en funcién del modelo de
sefial y en funcién del banco de filtros de analisis. Ademas, la tabla de consulta y/o la funcién analitica pueden
proporcionar la pluralidad de coeficientes de prediccién (solamente) en funciéon de un parametro obtenido a partir
del parametro de modelo. Por tanto, el parametro de modelo puede proporcionar directamente la pluralidad de
coeficientes de prediccion usando la tabla de consulta y/o la funcion analitica. De este modo, el parametro de
modelo puede usarse para describir de manera eficaz el coeficiente de un predictor de subbanda cruzada. Segun
un aspecto adicional, se describe un procedimiento para codificar una sefial de audio. El procedimiento puede
comprender determinar una pluralidad de sefiales de subbanda a partir de la sefial de audio usando un banco de
filtros de analisis que comprende una pluralidad de filtros de analisis. EI método puede proseguir con la
estimacién de muestras de la pluralidad de sefiales de subbanda usando uno cualquiera de los procedimientos
de prediccidén descritos en el presente documento, obteniéndose asi una pluralidad de sefiales de subbanda
estimadas. Ademas, las muestras de una pluralidad de sefiales de subbanda de error de prediccién pueden
determinarse en funcién de muestras correspondientes de la pluralidad de sefiales de subbanda y de muestras
de la pluralidad de sefiales de subbanda estimadas. El método puede proseguir con la cuantificacién de la
pluralidad de sefiales de subbanda de error de prediccion y con la generacién de una sefial de audio codificada.
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La sefial de audio codificada puede indicar (por ejemplo, puede comprender) la pluralidad de sefiales de
subbanda de error de prediccion cuantificadas. Ademas, la sefial codificada puede indicar (por ejemplo, puede
comprender) uno o0 mas parametros usados para estimar las muestras de la pluralidad de sefiales de subbanda
estimadas, por ejemplo indicar uno 0 mas parametros de modelo usados para determinar uno o0 mas coeficientes
de prediccién que se usan después para estimar las muestras de la pluralidad de sefiales de subbanda
estimadas.

Segun otro aspecto, se describe un método para descodificar una sefial de audio codificada. La sefial de audio
codificada indica normalmente una pluralidad de sefiales de subbanda de error de prediccion cuantificadas y uno
0 mas parametros que se usaran para estimar muestras de una pluralidad de sefiales de subbanda estimadas. El
meétodo puede comprender descuantificar la pluralidad de sefiales de subbanda de error de prediccion
cuantificadas, obteniéndose asi una pluralidad de sefiales de subbanda de error de prediccién descuantificadas.
Ademas, el método puede comprender estimar muestras de la pluralidad de sefiales de subbanda estimadas
usando cualquiera de los procedimientos de prediccién descritos en el presente documento. Muestras de una
pluralidad de sefiales de subbanda descodificadas pueden determinarse en funcién de muestras
correspondientes de la pluralidad de sefiales de subbanda estimadas y en funcion de muestras de la pluralidad
de sefiales de subbanda de error de prediccién descuantificadas. Una sefial de audio descodificada puede
determinarse a partir de la pluralidad de sefiales de subbanda descodificadas usando un banco de filtros de
sintesis que comprende una pluralidad de filtros de sintesis.

Segun un aspecto adicional, se describe un sistema configurado para estimar una 0 mas primeras muestras de
una primera sefial de subbanda de una sefial de audio. La primera sefial de subbanda de la sefial de audio
puede determinarse usando un banco de filtros de analisis que comprende una pluralidad de filtros de analisis
que proporcionan una pluralidad de sefiales de subbanda a partir de la sefial de audio en una pluralidad de
subbandas respectivas. El sistema puede comprender un calculador de predictor configurado para determinar un
parametro de modelo de un modelo de sefial. Ademas, el calculador de predictor puede estar configurado para
determinar uno mas coeficientes de prediccién que se aplicaran a una 0 mas muestras anteriores de una primera
sefial de subbanda descodificada obtenida a partir de la primera sefial de subbanda. De este modo, el calculador
de predictor puede estar configurado para determinar uno o mas coeficientes de prediccidon de un filtro de
prediccion recursivo, especificamente de un filtro de prediccidn de subbanda recursivo. El uno o mas coeficientes
de prediccion pueden determinarse en base al modelo de sefial, en base all parametro de modelo y en base al
banco de filtros de analisis (por ejemplo, usando los procedimientos de prediccion basados en modelo descritos
en el presente documento). Los intervalos de tiempo de la una o mas muestras previas son normalmente
anteriores a los intervalos de tiempo de la una 0 mas primeras muestras. El sistema puede comprender ademas
un predictor de subbanda configurado para determinar una estimacion de la una o mas primeras muestras
aplicando el uno o0 mas coeficientes de prediccion a la una o mas muestras anteriores.

Segun otro aspecto, se describe un sistema configurado para estimar una o mas primeras muestras de una
primera sefial de subbanda de una sefial de audio. La primera sefial de subbanda corresponde a una primera
subbanda de una pluralidad de subbandas. La primera sefial de subbanda se determina normalmente usando un
banco de filtros de analisis que comprende una pluralidad de filtros de analisis que proporcionan una pluralidad
de seflales de subbanda para la pluralidad de subbandas, respectivamente. El sistema comprende un calculador
de predictor configurado para determinar una mascara de prediccién que indica una pluralidad de muestras
anteriores en una pluralidad de subbandas de soporte de mascara de prediccion. La pluralidad de subbandas de
soporte de mascara de prediccidon comprende al menos una de la pluralidad de subbandas, que es diferente de
la primera subbanda. El calculador de predictor esta configurado ademas para determinar una pluralidad de
coeficientes de prediccion (o un filtro de prediccidn recursivo) que se aplicaran a la pluralidad de muestras
anteriores. Ademaés, el sistema comprende un predictor de subbanda configurado para determinar una
estimacién de la una o mas primeras muestras aplicando la pluralidad de coeficientes de prediccion a la
pluralidad de muestras anteriores, respectivamente.

Segun otro aspecto, se describe un codificador de audio configurado para codificar una sefial de audio. El
codificador de audio comprende un banco de filtros de analisis configurado para determinar una pluralidad de
seflales de subbanda a partir de la sefial de audio usando una pluralidad de filtros de analisis. Ademas, el
codificador de audio comprende un calculador de predictor y un predictor de subbanda como los descritos en el
presente documento, que estan configurados para estimar muestras de la pluralidad de sefiales de subbanda,
obteniéndose asi una pluralidad de sefiales de subbanda estimadas. Ademas, el codificador puede comprender
una unidad de diferencia configurada para determinar muestras de una pluralidad de sefiales de subbanda de
error de prediccién basadas en muestras correspondientes de la pluralidad de sefiales de subbanda y de la
pluralidad de sefiales de subbanda estimadas. Puede usarse una unidad de cuantificacién para cuantificar la
pluralidad de sefiales de subbanda de error de prediccién. Ademas, una unidad de generacién de flujo de bits
puede estar configurada para generar una sefial de audio codificada que indica la pluralidad de sefiales de
subbanda de error de prediccién cuantificadas y uno 0 mas parametros (por ejemplo, uno o mas parametros de
modelo) usados para estimar las muestras de la pluralidad de sefiales de subbanda estimadas.

Segun un aspecto adicional, se describe un descodificador de audio configurado para descodificar una sefial de
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audio codificada. La sefial de audio codificada indica (por ejemplo, comprende) la pluralidad de sefiales de
subbanda de error de prediccién cuantificadas y uno o mas parametros usados para estimar muestras de una
pluralidad de sefiales de subbanda estimadas. El descodificador de audio puede comprender un cuantificador
inverso configurado para descuantificar la pluralidad de sefiales de subbanda de error de prediccion
cuantificadas, obteniéndose asi una pluralidad de sefiales de subbanda de error de prediccion descuantificadas.
Ademas, el descodificador comprende un calculador de predictor y un predictor de subbanda como los descritos
en el presente documento, que estan configurados para estimar muestras de la pluralidad de sefiales de
subbanda estimadas. Una unidad de suma puede usarse para determinar muestras de una pluralidad de sefiales
de subbanda descodificadas en funcién de muestras correspondientes de |la pluralidad de sefiales de subbanda
estimadas y en funcién de muestras de la pluralidad de sefiales de subbanda de error de prediccidn
descuantificadas. Ademas, puede usarse un banco de filtros de sintesis para determinar una sefial de audio
descodificada a partir de la pluralidad de sefiales de subbanda descodificadas usando una pluralidad de filtros de
sintesis.

Segun un aspecto adicional, se describe un programa de software. El programa de software puede estar
adaptado para ejecutarse en un procesador y para llevar a cabo las etapas de procedimiento descritas en el
presente documento cuando se ejecuta en el procesador.

Segun otro aspecto, se describe un medio de almacenamiento. El medio de almacenamiento puede comprender
un programa de software adaptado para ejecutarse en un procesador y para llevar a cabo las etapas del método
descritas en el presente documento cuando se ejecuta en el procesador.

Segun un aspecto adicional, se describe un producto de programa de ordenador. El programa de ordenador
puede comprender instrucciones ejecutables para llevar a cabo las etapas del método descritas en el presente
documento cuando se ejecuta en un ordenador. La invencion se expone mediante las reivindicaciones adjuntas.

Debe observarse que los procedimientos y sistemas, incluidas sus realizaciones preferidas descritas en la
presente solicitud de patente, pueden usarse de manera independiente o en combinacion con los otros
procedimientos y sistemas descritos en este documento.

Breve descripcion de las figuras

La presente invencion se describe a continuacién de manera ilustrativa, sin limitar el alcance de la invencién, con
referencia a los dibujos adjuntos, en los que:

la figura 1 ilustra el diagrama de bloques de un descodificador de audio de ejemplo que aplica prediccién lineal
en un dominio de banco de filtros (es decir, en un dominio de subbanda);

la figura 2 muestra mascaras de prediccion de ejemplo en una cuadricula de tiempo-frecuencia;
la figura 3 ilustra datos tabulados de ejemplo para un calculador de predictor basado en un modelo sinusoidal,

la figura 4 ilustra una conformacion de ruido de ejemplo que se obtiene a partir de una prediccién de subbanda
dentro de banda;

la figura 5 ilustra una conformacidn de ruido de ejemplo que se obtiene a partir de una prediccién de subbanda
de banda cruzada; y

la figura 6a ilustra una cuadricula de cuantificacién bidimensional de ejemplo subyacente a los datos tabulados
para un calculo de predictor basado en un modelo periodico;

la figura 6b ilustra el uso de diferentes mascaras de prediccién para diferentes intervalos de periodicidades de
sefial; y

las figuras 7a y 7b muestran diagramas de flujo de procedimientos de codificacién y descodificacién de ejemplo
que usan prediccién de subbanda basada en modelo.

Descripcion detallada

Las realizaciones descritas a continuacién simplemente ilustran los principios de la presente invenciéon para una
prediccion basada en modelo en un banco de filtros criticamente muestreado. Debe entenderse que
modificaciones y variaciones de las disposiciones y de los detalles descritos en el presente documento resultaran
evidentes a los expertos en la técnica. Por lo tanto, solo estaran limitadas por el alcance de las reivindicaciones
de patente adjuntas y no por los detalles especificos presentados con fines descriptivos y explicativos de las
realizaciones del presente documento.
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La figura 1 ilustra el diagrama de bloques de un descodificador 100 de audio de ejemplo que aplica prediccion
lineal en un dominio de banco de filtros (denominado también dominio de subbanda). El descodificador 100 de
audio recibe un flujo de bits que comprende informacidn relacionada con una sefial de error de prediccién
(también denominada sefial residual) y, posiblemente, informacién relacionada con la descripcion de un predictor
usada por un codificador correspondiente para determinar la sefial de error de prediccidon a partir de una sefial de
audio de entrada original. La informacién relacionada con la sefial de error de predicciéon puede referirse a
subbandas de |la sefial de audio de entrada, y la informacién relacionada con la descripcién del predictor puede
referirse a uno o mas predictores de subbanda.

Dada la informacion de flujo de bits recibida, un cuantificador 101 inverso puede proporcionar muestras 111 de
las sefiales de subbanda de error de prediccién. Estas muestras pueden afiadirse a la salida 112 del predictor de
subbanda 103 y la suma 113 puede transferirse a una memoria intermedia 104 de subbandas que mantiene un
registro de muestras 113 descodificadas anteriormente de las subbandas de la sefial de audio descodificada. La
salida del predictor 103 de subbanda puede denominarse como sefiales 112 de subbanda estimadas. Las
muestras 113 descodificadas de las subbandas de la sefial de audio descodificada pueden transmitirse a un
banco de filtros 102 de sintesis, que convierte las muestras de subbanda al domino de tiempo, obteniéndose asi
muestras 114 de dominio de tiempo de la sefial de audio descodificada.

En otras palabras, el descodificador 100 puede funcionar en el dominio de subbanda. En particular, el
descodificador 100 puede determinar una pluralidad de sefiales 112 de subbanda estimadas usando el predictor
103 de subbanda. Ademas, el descodificador 100 puede determinar una pluralidad de sefiales 111 de subbanda
residuales usando el cuantificador 101 inverso. Pueden afiadirse parejas respectivas de la pluralidad de sefiales
112 de subbanda estimadas y de la pluralidad de sefiales 111 de subbanda residuales para obtener una
pluralidad correspondiente de sefiales 113 de subbanda descodificadas. La pluralidad de sefiales 113 de
subbanda descodificadas puede enviarse a un banco de filtros 102 de sintesis para obtener la sefial 114 de
audio descodificada del dominio del tiempo.

En una realizacion del predictor 103 de subbanda, una muestra dada de una sefial 112 de subbanda estimada
dada puede obtenerse mediante una combinacién lineal de muestras de subbanda en la memoria intermedia
104, que corresponde a un tiempo diferente y a una frecuencia diferente (es decir, a una subbanda diferente) con
respecto a la muestra dada de la sefial 112 de subbanda estimada dada. En otras palabras, una muestra de una
seflal 112 de subbanda estimada en un primer instante de tiempo y en una primera subbanda puede
determinarse en base a una 0 mas muestras de las sefiales 113 de subbanda descodificadas relativas a un
segundo instante de tiempo (diferente del primer instante de tiempo) y relativas a una segunda subbanda
(diferente de la primera subbanda). La coleccién de coeficientes de prediccion y su vinculacion a una mascara de
tiempo y frecuencia pueden definir el predictor 103, y esta informacion puede suministrarse por el calculador 105
de predictor del descodificador 100. El calculador 105 de predictor proporciona la informacién que define al
predictor 103 mediante una conversion de datos de modelo de sefial incluidos en el flujo de bits recibido. Puede
transmitirse una ganancia adicional que modifica el escalado de la salida del predictor 103. En una forma de
realizacion del calculador de predictor 105, los datos de modelo de sefial se proporcionan en forma de un
espectro de lineas parametrizadas de manera eficaz, donde cada linea del espectro de lineas parametrizadas, o
un grupo de lineas subsiguientes del espectro de lineas parametrizadas, se usa para indicar valores tabulados
de coeficientes de predictor. De este modo, los datos de modelo de sefial proporcionados en el flujo de bits
recibido pueden usarse para identificar entradas de una tabla de consulta predeterminada, donde las entradas de
la tabla de consulta proporcionan uno o0 mas valores de los coeficientes de predictor (también denominados
coeficientes de prediccion) que seran usados por el predictor 103. El método aplicado para la tabla de consulta
puede depender de equilibrios entre los requisitos de complejidad y de memoria. Por ejemplo, puede usarse una
consulta de tipo ‘vecino mas cercano’ para conseguir la complejidad mas baja, mientras que un procedimiento de
consulta por interpolacién puede proporcionar un rendimiento similar con un tamafio de tabla mas pequefio.

Como se ha indicado anteriormente, el flujo de bits recibido puede comprender una o0 mas ganancias
transmitidas de manera explicita (o indicaciones de ganancias transmitidas de manera explicita). Las ganancias
pueden aplicarse como parte de o después de la operacion de predictor. La una 0 mas ganancias transmitidas de
manera explicita pueden ser diferentes para subbandas diferentes. Las indicaciones de ganancias adicionales
transmitidas de manera explicita se proporcionan junto con uno 0 mas parametros de modelo que se usan para
determinar los coeficientes de prediccion del predictor 103. De este modo, las ganancias adicionales pueden
usarse para escalar los coeficientes de prediccion del predictor 103.

La figura 2 muestra soportes de mascara de prediccién de ejemplo en una cuadricula de tiempo-frecuencia. Los
soportes de mascara de prediccion pueden usarse en predictores 103 que funcionan en un banco de filtros con
una resolucién de tiempo-frecuencia uniforme, tal como un banco de filtros modulado por coseno (por ejemplo,
un banco de filtros MDCT). La notacion se ilustra en el diagrama 201, donde una muestra 211 de subbanda
objetivo de color oscuro es la salida de una prediccidon basada en una muestra 212 de subbanda de color claro.
En los diagramas 202 a 205, la coleccion de muestras de subbanda de color claro indica el soporte de mascara
de predictor. La combinacién de muestras 212 de subbanda fuente y las muestras 211 de subbanda objetivo se
denominara mascara 201 de prediccion. Puede usarse una cuadricula de tiempo-frecuencia para disponer
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muestras de subbanda cerca de la muestra de subbanda objetivo. El indice de intervalo de tiempo aumenta de
izquierda a derecha, y el indice de frecuencia de subbanda aumenta de abajo arriba. La figura 2 muestra casos
de ejemplo de mascaras de prediccién y de soportes de mascara de predictor, y debe observarse que pueden
usarse otras mascaras de prediccién y otros soportes de mascara de predictor. Las mascaras de prediccidén de
ejemplo son:

» La mascara 202 de prediccién define la prediccién dentro de banda de una muestra 221 de subbanda estimada
en el instante de tiempo k a partir de dos muestras 222 de subbanda descodificadas anteriores en los instantes
de tiempo k-1y k-2.

* La mascara 203 de prediccion define la prediccion de banda cruzada de una muestra 231 de subbanda
estimada en el instante de tiempo k y en la subbanda n en funcién de tres muestras 232 de subbanda
descodificadas anteriores en el instante de tiempo k-1 y en las subbandas n-1, n, n+1.

* La mascara 204 de prediccién define la prediccién de banda cruzada de tres muestras 241 de subbanda
estimadas en el instante de tiempo k y en tres subbandas diferentes n-1, n, n+1 en base a tres muestras 242 de
subbanda descodificadas anteriores en el instante de tiempo k-1 y en las subbandas n-1, n, n+1. La prediccién
de banda cruzada puede realizarse de manera que cada muestra 241 de subbanda estimada pueda
determinarse en funcién de las tres muestras 242 de subbanda descodificadas anteriores en las subbandas n-1,
n, n+1.

* La mascara 205 de prediccion define la prediccion de banda cruzada de una muestra 251 de subbanda
estimada en el instante de tiempo k y en la subbanda n en funcion de doce muestras 252 de subbanda
descodificadas anteriores en los instantes de tiempo k-2, k-3, k-4, k-5 y en las subbandas n-1, n, n+1.

La figura 3 ilustra datos tabulados para un calculador 105 de predictor basado en modelo sinusoidal que funciona
en un banco de filtros modulado por coseno. El soporte de mascara de prediccion es el del diagrama 204. Para
un parametro de frecuencia dado, la subbanda con la frecuencia central de subbanda mas cercana puede
seleccionarse como subbanda objetivo central. La diferencia entre el parametro de frecuencia y la frecuencia
central de la subbanda objetivo central puede calcularse en unidades de la separacion de frecuencia del banco
de filtros (celdas). Esto genera un valor comprendido entre -0,5 y 0,5 que puede redondearse a la entrada
disponible mas cercana de los datos tabulados, ilustrada por las abscisas de los nueve graficos 301 de la figura
3. Esto produce una matriz 3x3 de coeficientes que puede aplicarse a los valores mas recientes de la pluralidad
de sefiales de subbanda descodificadas 113 de la memoria intermedia 104 de subbandas de la subbanda
objetivo y sus dos subbandas adyacentes. El vector 3x1 resultante constituye la contribucién del predictor 103 de
subbanda a estas tres subbandas para el parametro de frecuencia dado. El proceso puede repetirse de manera
aditiva para todas las componentes sinusoidales del modelo de sefial.

En otras palabras, la figura 3 ilustra un ejemplo de una descripcidon basada en modelo de un predictor de
subbanda. Se supone que la sefial de audio de entrada comprende una 0 mas componentes sinusoidales a
frecuencias fundamentales Qo, Q1, ..., Qm+1. Un predictor de subbanda que usa una mascara de prediccién
predeterminada (por ejemplo, la mascara 204 de prediccion) puede determinarse para cada componente
sinusoidal de la una o mas componentes sinusoidales. Una frecuencia fundamental Q de la sefial de audio de
entrada puede estar dentro de una de las subbandas del banco de filtros. Esta subbanda puede denominarse
subbanda central para esta frecuencia fundamental particular Q. La frecuencia fundamental Q puede expresarse
como un valor comprendido entre -0,5 y 0,5 con respecto a la frecuencia central de la subbanda central. Un
codificador de audio puede transmitir al descodificador 100 informacion relacionada con la frecuencia
fundamental Q. El calculador 105 de predictor del descodificador 100 puede usar la matriz 3x3 de la figura 3 para
determinar una matriz tres por tres de coeficientes de prediccién determinando el valor 302 del coeficiente para el
valor 303 de frecuencia relativa de la frecuencia fundamental Q. Esto significa que el coeficiente para un
predictor de subbanda 103 que usa una mascara 204 de prediccidon puede determinarse usando solamente la
informacion recibida relacionada con la frecuencia fundamental particular Q. En otras palabras, modelando una
seflal de audio de entrada usando, por ejemplo, un modelo de una de mas componentes sinusoidales, puede
proporcionarse una descripcién eficaz de la tasa de bits de un predictor de subbanda.

La figura 4 ilustra una conformacién de ruido de ejemplo que se obtiene de una prediccidon de subbanda dentro
de banda en un banco de filtros modulado por coseno. El modelo de sefial usado para realizar la prediccién de
subbanda dentro de banda es un proceso estocastico autorregresivo de segundo orden con una resonancia
maxima, como se describe mediante una ecuacion diferencial de segundo orden basada en ruido blanco
gaussiano aleatorio. La curva 401 muestra el espectro de magnitud medido para una realizacion del proceso. En
este ejemplo se aplica la mascara 202 de prediccion de la figura 2. Es decir, el calculador 105 de predictor
suministra el predictor 103 de subbanda para una subbanda 221 objetivo dada basandose en muestras 222 de
subbanda anteriores solamente de la misma subbanda. Sustituyendo el cuantificador 101 inverso por un
generador de ruido blanco gaussiano se obtiene un espectro 402 de magnitud sintetizado. Como puede
observarse, en la sintesis se producen importantes artefactos de distorsion, ya que el espectro 402 sintetizado
comprende picos que no coinciden con el espectro 401 original.
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La figura 5 ilustra una conformacién de ruido de ejemplo que se obtiene de la prediccién de subbanda de banda
cruzada. La configuracion es idéntica a la de la figura 4, excepto que se aplica la mascara 203 de prediccién. Por
tanto, el calculador 105 suministra el predictor 103 para una subbanda 231 objetivo dada basandose en muestras
232 de subbanda anteriores de la subbanda objetivo y en sus dos subbandas adyacentes. Como puede
observarse en la figura 5, el espectro 502 de la sefial sintetizada coincide sustancialmente con el espectro 501
de la sefial original, es decir, los problemas de distorsién se suprimen considerablemente cuando se usa
prediccion de subbanda de banda cruzada. De este modo, las figuras 4 y 5 ilustran que cuando se usa prediccidon
de subbanda de banda cruzada, es decir, cuando se predice una muestra de subbanda en funcion de muestras
de subbanda anteriores de una o mas subbandas adyacentes, los artefactos de distorsién producidos por la
prediccion de subbanda pueden reducirse. Como resultado, la prediccién de subbanda también puede aplicarse
en el contexto de codificadores de audio de baja velocidad binaria sin riesgo de generar artefactos de distorsion
audibles. El uso de la prediccidon de subbanda de banda cruzada aumenta normalmente el numero de
coeficientes de prediccién. Sin embargo, como se muestra en el contexto de la figura 3, el uso de modelos para
la sefial de audio de entrada (por ejemplo, el uso de un modelo sinusoidal o de un modelo periédico) permite una
descripcién eficaz del predictor de subbanda, permitiéndose asi el uso de la prediccién de subbanda de banda
cruzada en codificadores de audio de baja velocidad binaria.

A continuacién, con referencia a las figuras 1 a 6, se ofrecera una descripcidn de los principios de la prediccién
basada en modelo en un banco de filtros criticamente muestreado, utilizando una terminologia matematica
apropiada.

Un posible modelo de sefial subyacente a la prediccion lineal es el de un proceso estocastico débilmente
estacionario de media cero x(t) cuyas estadisticas se determinan mediante su funcién de autocorrelacién r(t) =
E{x(t)x(t-1)}. Como un buen modelo para los bancos de filtros criticamente muestreados a considerar, se toma
{Wo. . o € A} como una coleccién de formas de onda de sintesis de valores reales we(t) que constituyen una base
ortonormal. En otras palabras, el banco de filtros puede representarse mediante las formas de onda {wo. . o € A}.
Muestras de subbanda de una sefial de dominio de tiempo s(t) se obtienen mediante productos internos

[

(s,w,) = sO)w, (O, (1)

y la sefial se obtiene de la siguiente manera:
s() =Y {s,w )w, (1), )
oed

Las muestras de subbanda (x,w.) del proceso x(t) son variables aleatorias, cuya matriz de covarianza Rqg se
determina mediante la funcion de autocorrelacion r(t) de la siguiente manera:

R, = E{(x,wa )(x, . >} = (Waﬁ ,r) , (3)

donde Wog(t) es la correlacion cruzada de dos formas de onda de sintesis

an

W, ()= j W, ()w, (1~ 7). | (4)

—o0

Una prediccion lineal de la muestra de subbanda {(x,w.) de una coleccion o de muestras de subbanda
descodificas {{x,wp). € B} se define como:

Z Cp (x, Wy ) . (5)
ek

En la ecuacién (5), el conjunto B define las muestras de subbanda fuente, es decir, el conjunto B define el
soporte de mascara de prediccion. El valor medio del error cuadratico de prediccidon viene dado por
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L Zcﬁ (x’ Wg ) _(I’ W > = Z CTRYBCB - 22 RuBCB + Ra.a. ’ (6)

Benr pyes pes

y la solucién del error cuadratico medio (MSE) minimo se obtiene resolviendo las ecuaciones normales de los
coeficientes de prediccion cg,

2 Rsc =R, reB, Q)

BelB

Cuando los coeficientes de prediccidon satisfacen la ecuacion (7), el lado derecho de la ecuacién (6) se reduce a
Roa-ZpRapcp. Las ecuaciones normales (7) pueden resolverse de manera eficaz usando, por ejemplo, el algoritmo
de Levinson-Durbin.

En el presente documento se propone transmitir una representacion paramétrica de un modelo de sefial a partir
del cual los coeficientes de prediccion {cg : B € B} pueden obtenerse en el calculador 105 de predictor. Por
ejemplo, el modelo de sefial puede proporcionar una representacion paramétrica de la funcion de autocorrelacion
r(r) del modelo de sefial. El descodificador 100 puede obtener la funcién de autocorrelacion r(t) usando la
representacion paramétrica recibida y puede combinar la funcidon de autocorrelacién r(t) con la correlacion
cruzada de forma de onda de sintesis Wqg (1) con el fin de obtener las entradas de la matriz de covarianza
requeridas para las ecuaciones normales (7). Estas ecuaciones pueden resolverse entonces para obtener los
coeficientes de prediccién.

En otras palabras, una sefial de audio de entrada que va a codificarse puede modelarse mediante un proceso
X(t) que puede describirse usando un numero limitado de parametros de modelo. En particular, el proceso de
modelado x(t) puede ser tal que su funcidn de autocorrelacién r(t) = E{fx(t)x(t-t)} puede describirse usando un
numero limitado de parametros. El numero limitado de parametros para describir la funcién de autocorrelacion
r(tr) puede transmitirse al descodificador 100. El calculador 105 de predictor del descodificador 100 puede
determinar la funcion de autocorrelacién r(t) a partir de los parametros recibidos y puede usar la ecuacion (3)
para determinar la matriz de covarianza R« de las sefiales de subbanda a partir de las cuales puede
determinarse la ecuacion normal (7). El calculador 105 de predictor puede resolver entonces la ecuacion normal
(7), obteniéndose asi los coeficientes de prediccion cg.

A continuacién se describen modelos de sefial de ejemplo que pueden usarse para aplicar el esquema de
prediccion basado en modelo antes descrito de manera eficaz. Los modelos de sefial descritos a continuacion
son, por lo general, muy relevantes para codificar sefiales de audio, por ejemplo para codificar sefiales de voz.

Un ejemplo de un modelo de sefial viene dado por el proceso sinusoidal
x(t) =acos(&t) + bsen(ér) , (8)

donde las variables aleatorias a, b no estan correlacionadas, tienen una media cero y una varianza uno. La
funcién de autocorrelacidon de este proceso sinusoidal viene dada por

r(v)=cos(ST). )

Una generalizacion de tal proceso sinusoidal es un modelo multiseno que comprende un conjunto de frecuencias
(angulares) S, es decir, que comprende una pluralidad de diferentes frecuencias (angulares) &,

x(t) = a, cos&r) + b, sen(Er) . (10)

EeS§

Suponiendo que todas las variables aleatorias a: ,b: no estan correlacionadas en parejas, tienen una media cero
y una varianza uno, el proceso multiseno tiene la funcidén de autocorrelacion

F(r) =Y cos(ér) . | (11)

ges

La densidad espectral de potencia (PSD) del proceso multiseno (que corresponde a la transformada de Fourier
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de la funcion de autocorrelacion), es el espectro de lineas

P(w)=1Y (S(@-£)+8(w+8)). (12)

£e8

Consideraciones numéricas pueden dar lugar a la sustitucion del proceso multiseno puro con funcion de
autocorrelacién del proceso de ecuacion por un proceso multiseno relajado que presenta la funcién de
autocorrelacion

r(v) =exp(-e[t]) Y costr)

Les

donde ¢ > 0 es un parametro de relajacion relativamente pequefio. Este Ultimo modelo da lugar a una PSD
estrictamente positiva sin funciones de impulsos.

Ejemplos de descripciones compactas del conjunto S de frecuencias de un modelo multiseno son los siguientes:
1. Una Unica frecuencia fundamental Q: S={Qv:.v=1,2, ..}

2. M frecuencias fundamentales: Qo, Q1,..., Qu1:S={Qw:v=1,2,...,k=0,1,.., M-1}

3. Una unica frecuencia fundamental desplazada de banda lateral S2,0 : S={Q (v+0):v=1,2, ..}

4. Un modelo ligeramente inarménico: Q, o : S = {Qv-(1+av?)"2: v =1, 2, ...}, donde a describe la componente
inarmonica del modelo.

De este modo, un modelo multiseno (posiblemente relajado) que presenta una PSD dada por la ecuacion (12)
puede describirse de manera eficaz usando una de las descripciones de ejemplo antes enumeradas. A modo de
ejemplo, un conjunto completo S de frecuencias del espectro de lineas de la ecuacién (12) puede describirse
usando solamente una unica frecuencia fundamental Q. Si la sefial de audio de entrada que va a codificarse
puede describirse correctamente usando un modelo multiseno que presenta una Unica frecuencia fundamental Q,
el predictor basado en modelo puede describirse mediante un Unico parametro (es decir, mediante la frecuencia
fundamental Q), independientemente del numero de coeficientes de prediccion (es decir, independientemente de
la mascara 202, 203, 204, 205 de prediccion) usada por el predictor 103 de subbanda.

El caso 1 para describir el conjunto S de frecuencias proporciona un proceso x(t) que modela sefiales de audio
de entrada con un periodo T = 2x/Q. Tras la inclusién de la contribucién de frecuencia cero (DC) con varianza 1/2
a la ecuacién (11) y sujeta al reescalado del resultado mediante el factor 2/T, la funcidon de autocorrelacién del
proceso de modelo periddico x(t) puede escribirse como

re) =Y 8@~ kT). (13)

Con la definicion de un factor de relajacién p = exp(-Te), la funcién de autocorrelacién de la versién relajada del
modelo periddico viene dada por

r(r)=> pMS(r —4T). (14)

La ecuacion (14) corresponde también a la funcion de autocorrelacidon de un proceso definido mediante un Unico
bucle de retardo alimentado con ruido blanco z(t), es decir, del proceso de modelo

x()=px(t-T) + ,/1 —ptz(r). (15)

Esto significa que el proceso periédico que presenta una Unica frecuencia fundamental Q corresponde a un
retardo en el domino de tiempo, donde el retardo es T = 2x/Q.

Los modelos de sefial globales antes mencionados tienen normalmente un espectro de potencia plano de gran
escala debido a la suposicién de varianza unitaria de los parametros de amplitud sinusoidales ag, b:. Sin
embargo, debe observarse que los modelos de sefial solo se consideran normalmente de manera local para un
subconjunto de subbandas de un banco de filtros criticamente muestreado, donde el banco de filtros es

14



10

15

20

25

30

35

40

45

50

55

ES 2 980709 T3

instrumental en la conformacion de todo el espectro. En otras palabras, para una sefial que tiene una forma
espectral con una baja variacidon en comparacién con los anchos de subbanda, los modelos de espectro de
potencia plano proporcionaran una buena aproximacion de la sefial y, por consiguiente, los predictores basados
en modelo ofreceran niveles adecuados de ganancia de prediccion.

Mas en general, el modelo PSD puede describirse en lo que respecta a parametrizaciones estandar de procesos
autorregresivos (AR) 0 procesos autorregresivos de media movil (ARMA). Esto mejorara el rendimiento de la
prediccion basada en modelo, posiblemente a expensas de un aumento en los parametros de modelo
descriptivos.

Otra variante se obtiene rechazando la suposicion estacionaria para el modelo de sefial estocastico. La funcién
de autocorrelacion se convierte entonces en una funciéon de dos variables r(t,s) = E{X(t)x(s)}. Por ejemplo, los
modelos sinusoidales no estacionarios pertinentes pueden incluir modulacién en amplitud (AM) y en frecuencia
(FM).

Ademas, puede utilizarse un modelo de sefial mas determinista. Como se observara en algunos de los ejemplos
siguientes, la prediccion puede tener un error decreciente en algunos casos. En tales casos, puede evitarse el
enfoque probabilistico. Cuando la prediccién es perfecta para todas las sefiales en un espacio de modelo, no es
necesario calcular un valor medio del rendimiento de prediccion mediante una medida de probabilidad del
espacio de modelo considerado.

A continuacién se describen varios aspectos relacionados con los bancos de filtros modulados. En particular, se
describen aspectos que influyen en la determinacién de la matriz de covarianza, proporcionandose asi medios
eficientes para determinar los coeficientes de prediccion de un predictor de subbanda.

Un banco de filtros modulado puede describirse presentando un conjunto de indices bidimensional de formas de
onda de sintesis o = (n, k) donde n =0, 1, ... es el indice de subbanda (banda de frecuencia) y donde k € Z es el
indice de muestra de subbanda (ranura de tiempo). Para facilitar la exposicion, se supone que las formas de
onda de sintesis se proporcionan en tiempo continuo y se normalizan con respecto a lapso de tiempo unitario,

w, (O =u,(t—k), (16)

donde

1) =3eos[n (- 4)(1+4)], )

en caso de un banco de filtros modulado por coseno. Se supone que la funcién de ventana v(t) tiene valor real y
es uniforme. Teniendo en cuenta pequefias variantes de la regla de modulacion, esto abarca varios casos muy
importantes, tales como MDCT (Transformada Discreta del Coseno Modificada), QMF (Filtro de Espejo en
Cuadratura) y ELT (Transformadas Solapadas Extendidas) con L subbandas tras el muestreo en un salto de
tiempo 1/L. Se supone que la ventana tiene una duracién o longitud finita con soporte incluido en el intervalo [-
K/2, K/2], donde K es el factor de solapamiento de la transformada solapada y donde K indica la longitud de la
funcion de ventana.

Debido a la estructura invariante al desplazamiento, se observa que la funcién de correlacién cruzada de la forma
de onda de sintesis (definida en la ecuacién (4)) puede escribirse como

W, mi(T)= T w,  (Ow,, (f-T1)dt = ]Zun (u, (t—{+k—-1)de. (18)

—ir —t0

Es decir, Whkm (1) = Unm (T - | + k), con la definicidon Unm (t) = Whomo (t). La estructura de modulacion (17)
permite una expansion adicional a

1 i .
U,,.@) = Kam (7)cos > E(n +m+1)7 +(n m)] .

1 T
+Ercn+m+](r)cos-5[(n ~m)T+(ntm+ I)J.

donde la funcién kernel kv representa un muestreo con la etapa de subbanda de banco de filtros en la variable de
frecuencia de la distribucién Wigner-Ville de la ventana del banco de filtros
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K, (t)= jv r+% v t—% cos(nvie)de . (20)

-0

La funcidon kernel es real y uniforme tanto en v con en 1, debido a las suposiciones antes mencionadas de la
funcién de ventana v(t). Su transformada de Fourier es el producto de respuestas de ventana desplazadas,

K, (0)=" o+Zy plo-2v|. (21)
2 2

A partir de las ecuaciones (20) y (21) puede observarse que la funcidn kernel kv (t) disminuye para |t| > Ky tiene
un descenso rapido en funcién de |v| para opciones tipicas de las ventanas de banco de filtros v(t). En
consecuencia, el segundo término de la ecuacion (19) que implica v = ntm+1 puede despreciarse normalmente,
excepto en las subbandas mas bajas.

En lo que respecta a la funcidon de autocorrelacion r(t) de un modelo de sefial dado, las férmulas antes
mencionadas pueden insertarse en la definicion de la matriz de covarianza de muestras de subbanda
proporcionada por la ecuacion (3). Se obtiene Rnkmi = Rnm/[K - 1] con la definicién

R, [A)= (U, @)r(r +A)dr. (22)

En funcién de la densidad espectral de potencia P(w) del modelo de sefial dado (que corresponde a la
transformada de Fourier de la funcién de autocorrelacion r(t)), se observa que

1

R ,[Al= -2—17—3— T U (0)P(w)exp(—ior)de. (23)

donde Unm(®) es la transformada de Fourier de Unm(t), donde n, m identifican indices de subbanda, y donde %
representa una demora de ranura de tiempo (A = k- 1). La expresion de la ecuacion (23) puede reescribirse como

I % T s
R, ,IA}= E;[} [a) — E(H +m +])}P(a))cos [a)}u - -E(n —m)jdw "
%i I [a)—%(n —m)]P(a))cos(col—%(n+m+'l))da). |

Una observacion importante es que el primer término de la ecuacion (24) tiene esencialmente una propiedad de
invarianza con respecto a los desplazamientos de frecuencia. Si se desprecia el segundo término de la ecuacién
(24) y P(®) desplaza en un numero entero v de veces la separacién de subbanda = a P(o- =v), se observa un
desplazamiento correspondiente en las covarianzas Rnm [A] = Rnvmv [A], donde el signo depende de los valores
(enteros) de la demora de tiempo . Esto refleja la ventaja de usar un banco de filtros con una estructura de
modulacidon, en comparacion con el caso general del banco de filtros.

La ecuacion (24) proporciona un medio eficaz de determinar los coeficientes matriciales de la matriz de
covarianza de muestras de subbanda cuando se conoce la PSD del modelo de sefial subyacente. A modo de
ejemplo, en caso de un esquema de prediccion basado en modelo sinusoidal que utiliza un modelo de sefial x(t)
que comprende una Unica sinusoide a la frecuencia (angular) &, la PSD viene dada por P(o) = 2(3(0-£)+3(0+E)).
Insertando P(w) en la ecuacion (24) se obtienen cuatro términos de los que tres pueden despreciarse al suponer
que n + m + 1tiene un valor elevado. El término restante pasa a ser
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Rn‘m[iﬂw«%r&n,_m é—%(n+m+l) cOs ék—%(ﬂ—m)]
§ | (25)

:glza(g ~2n+D))9(& =2+ $)eos| =2 (n-m) |

La ecuacion (25) proporciona un medio eficaz para determinar la matriz de covarianza de subbanda Rnm. Una
muestra de subbanda {x,wpo0) puede predecirse de manera fiable mediante una coleccién de muestras de
subbanda circundantes {x,wnk) : (n,k) € B} que se supone que estdn muy influenciadas por la frecuencia
considerada. La frecuencia absoluta & puede expresarse en términos relativos con respecto a la frecuencia
central n(p+'2) de una subbanda, como & = n(p+%2+f), donde p es el indice de subbanda de la subbanda que
comprende la frecuencia &, y donde f es un parametro de frecuencia normalizada que toma valores
comprendidos entre -0,5y +0,5, y que indica la posicion de la frecuencia & con respecto a la frecuencia central de
la subbanda p. Tras haberse determinado la matriz de covarianza de subbanda Rnm, l0s coeficientes de predictor
cm(l] que se aplican a una muestra de subbanda en la subbanda m en el indice de muestra | para estimar una
muestra de subbanda en la subbanda n en el indice de muestra k se obtienen resolviendo las ecuaciones
normales (7), que en este caso pueden escribirse como

> R k=1, 1=R, k], (nk)eB. (26)

{m.DeB

En la ecuacidn (26), el conjunto B describe el soporte de mascara de prediccion como se ilustra, por ejemplo, en
la figura 2. En otras palabras, el conjunto B identifica las subbandas m y los indices de muestra | que se usan
para predecir una muestra objetivo.

A continuacion se proporcionan a modo de ejemplo soluciones de las ecuaciones normales (26) para diferentes
soportes de mascara de prediccién (como los mostrados en la figura 2). El ejemplo de un predictor causal dentro
de banda y de segundo orden se obtiene seleccionando el soporte de mascara de prediccion B = {(p,-1),(p,-2)}.
Este soporte de mascara de prediccion corresponde a la mascara 202 de prediccion de la figura 2. Las
ecuaciones normales (26) para esta prediccion en dos etapas, que usa la aproximacién de la ecuacion (25),
pasan a ser

pE-r(p+d) D cos(Ehk-D)e,{1=3(&-a(p+D) cos(-€k), k=-1-2. (27)

==l 2

Una solucion de la ecuacion (27) viene dada por cp[-1] = 2cos(§), ¢cp[-2] = -1y es Unica siempre que la frecuencia
& = n(p+'%.+f) no se elija de manera que ¥(f) = 0. Se observa que el valor medio del error cuadratico de prediccién
segun la ecuacién (6) disminuye. Por consiguiente, la prediccidn sinusoidal es perfecta, hasta la aproximacién de
la ecuacién (25). La propiedad de invariacion con respecto a los desplazamientos de frecuencia se ilustra aqui
mediante el hecho de que, usando la definicion & = n(p+'%+f), el coeficiente de prediccién ¢, [-1] puede
reescribirse en lo que respecta a la frecuencia normalizada f, como ¢p[-1] = -2(-1)P sen(xf). Esto significa que los
coeficientes de prediccidon solo dependen de la frecuencia normalizada f dentro de una subbanda particular. Sin
embargo, los valores absolutos de los coeficientes de prediccién son independientes del indice de subbanda p.

Como se ha descrito anteriormente en la figura 4, la prediccidn dentro de banda tiene ciertos inconvenientes con
respecto a los artefactos de distorsién en la conformacion de ruido. El siguiente ejemplo se refiere al
comportamiento mejorado ilustrado en la figura 5. Una prediccién de banda cruzada causal como la descrita en
el presente documento se obtiene seleccionando el soporte de mascara de prediccién B = {(p -1,-1), (p,-1),(p + 1,
-1)}, que solo requiere un intervalo de tiempo anterior en lugar de dos, y que lleva a cabo una conformacion de
ruido con menos contribuciones de frecuencia de distorsion que la mascara de prediccion clasica 202 del primer
ejemplo. El soporte de mascara de prediccion B = {(p -1,-1), (p,-1),(p + 1, -1)} corresponde a la mascara de
prediccion 203 de la figura 2. Las ecuaciones normales (26) basadas en la aproximacion de la ecuacion (25) se
reducen en este caso a dos ecuaciones para los tres coeficientes no conocidos cm[ -1], m =p -1,p,p +1,

\;(ﬂff)cp[*l] :(—'l)pﬂﬁ(ﬂf)sen(ﬂf)
fz(ﬂ(f+l))cp_l[—1] —v(w(f —D)e, [-11=D"¥(a f)eos(n f)

Se observa que cualquier solucion de las ecuaciones (28) produce un valor medio decreciente del error
cuadratico de prediccién segun la ecuacion (6). Una posible estrategia para seleccionar una solucién entre el

(28)
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infinito numero de soluciones de las ecuaciones (28) es minimizar la suma de cuadrados de los coeficientes de
prediccidon. Esto hace que los coeficientes se obtengan de la siguiente manera:

(c [-1]= E)?o (e f)v(m(f +1))cos(n f)
H(m(f D) +9(n(f +D)

s ¢, [F1]= (D" sen(n f) l
_ (—1)P+1\3(7rf)\3(7r(f —1))cos(7rf)

c,ul-1]=

| S(r(f -DY +9(z(f +1))

(29)

A partir de las formulas (29) resulta evidente que los coeficientes de prediccidn solo dependen de la frecuencia
normalizada f con respecto al punto central de la subbanda objetivo p, y dependen ademas de la paridad de la
subbanda objetivo p.

Usando el mismo soporte de mascara de prediccién B = {(p -1,-1), (p,-1),(p +1,-1)} para predecir las tres
muestras de subbanda {x,wmo) para m = p-1, p, p+1, como se ilustra mediante la mascara 204 de prediccién de
la figura 2, se obtiene una matriz de prediccion 3x3. Tras la introduccién de una estrategia mas natural para
evitar la ambigledad en las ecuaciones normales, principalmente insertando el modelo sinusoidal relajado r(t) =
exp(-g|t|)cos(&t) correspondiente a P(w) = s((s? + (w - £)2 )1 + (e2 + (o + £)2)7"), los célculos numéricos obtienen
los elementos de la matriz de prediccidn 3x3 de la figura 3. Los elementos de la matriz de prediccion se muestran
en funcién de la frecuencia normalizada f € [-%,%%] en caso de un solapamiento K = 2 con una funcién de ventana
sinusoidal v(t) = cos(nt/ 2) y en caso de una subbanda impar p.

De este modo, se ha demostrado que los modelos de sefial x(t) pueden usarse para describir caracteristicas
subyacentes de la sefial de audio de entrada que va a codificarse. Parametros que describen la funcién de
autocorrelacién r(tr) pueden transmitirse a un descodificador 100, permitiéndose asi que el descodificador 100
calcule el predictor a partir de los parametros transmitidos y conociendo el modelo de sefal x(t). Se ha
demostrado que en bancos de filtros modulados pueden obtenerse medios eficaces para determinar la matriz de
covarianza de subbanda del modelo de sefial y para resolver las ecuaciones normales para determinar los
coeficientes de predictor. En particular, se ha demostrado que los coeficientes de predictor resultantes son
invariables con respecto a desplazamientos de subbanda y solo dependen normalmente de una frecuencia
normalizada relativa a una subbanda particular. Como resultado, pueden proporcionarse tablas de consulta
predeterminadas (como se ilustra, por ejemplo, en la figura 3) que permiten la determinacién de coeficientes de
predictor conociendo una frecuencia normalizada f que es independiente (aparte de un valor de paridad) del
indice de subbanda p para el que se determinan los coeficientes de predictor.

A continuacién se describe en mayor detalle una prediccidon basada en un modelo periédico que usa, por
ejemplo, una unica frecuencia fundamental Q. La funcién de autocorrelacién r(z) de tal modelo periddico viene
dada por la ecuacidn (13). El espectro de lineas o PSD equivalente viene dado por

Plo)=QY 5(w—q%). (30)

qel

Cuando el periodo T del modelo periédico es suficientemente pequefio, por ejemplo T < 1, la frecuencia
fundamental Q = 2=/T es suficientemente grande como para permitir la aplicacién de un modelo sinusoidal como
el obtenido anteriormente usando la frecuencia parcial £ = qQQ mas cercana a la frecuencia central n(p+’2) de la
subbanda p de la muestra de subbanda objetivo que va a predecirse. Esto significa que las sefiales periédicas
que presentan un periodo pequefio T, es decir, un periodo que es pequefio con respecto al lapso de tiempo del
banco de filtros, pueden modelarse y predecirse correctamente usando el modelo sinusoidal descrito
anteriormente.

Cuando el periodo T es suficientemente grande en comparacion con la duracién K de la ventana del banco de
filtros v(t), el predictor se reduce hasta una aproximacion de un retardo en T. Como se mostrara, los coeficientes
de este predictor pueden leerse directamente de la funcion de correlacion cruzada de forma de onda dada por la
ecuacion (19).

La introduccién del modelo segun la ecuacién (13) en la ecuacién (22) da lugar a

R, .[A1=2U,.(¢T-A), 3D

gel
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Una observacién importante es que si T > 2K, entonces un término, a lo sumo, de la ecuacién (31) es distinto de
cero para cada X ya que Unm(t) = 0 para |t| > K. Eligiendo un soporte de mascara de prediccion B =1 x J con un
diametro de intervalo de tiempo D = |J| £ T - K se observa que (n, k), (m, /) € Bimplica que |k-| < T -K,y, porlo
tanto, el Unico término de la ecuacién (31) es aquél para g = 0. Se deduce que Ram [K-1] = Unm (k- 1), que es el
producto interno de formas de onda ortogonales y que es nulo a no ser que n = my k = [. Con todo, las
ecuaciones (7) normales pasan a ser

clK=R, [6], (nb)eB. (32

El soporte de mascara de prediccion puede elegirse para que esté centrado alrededor de k = ko ~ -T, en cuyo
caso el lado derecho de la ecuacion (32) obtiene su Unica contribucion de g = -1. Entonces, los coeficientes
vienen dados por

¢[k]=U, [-k-T], (nk)eB, (33)

donde puede insertarse la expresién explicita de la ecuacién (19). La geometria del soporte de mascara de
prediccidon para este caso podria tener la apariencia del soporte de mascara de prediccién de la mascara 205 de
prediccion de la figura 2. El valor medio del error cuadratico de prediccion proporcionado por la ecuacion (6) es
igual a la norma cuadratica de la proyeccion de up (t + T) en el espacio delimitado por el complemento de las
formas de onda aproximadas wm,(t), (m, |) ¢ B.

En vista de lo anterior, en el presente documento se indica que la muestra de subbanda {x,wp0) (de la subbanda
p y en el indice de tiempo 0) puede predecirse usando un soporte de mascara de prediccion adecuado B
centrado alrededor de (p,-T) con un diametro de tiempo aproximadamente igual a T. Las ecuaciones normales
pueden resolverse para cada valor de Ty p. En otras palabras, para cada periodicidad T de una sefial de audio
de entrada y para cada subbanda p, los coeficientes de prediccion para un soporte de mascara de prediccién
dado B pueden determinarse usando las ecuaciones (33) normales.

Con un gran numero de subbandas p y una gran variedad de periodos T, una tabulacién directa de todos los
coeficientes de predictor no resulta practica. Pero de manera similar al modelo sinusoidal, la estructura de
modulacion del banco de filtros ofrece una reduccion significativa del tamafio de tabla necesario, a través de la
propiedad de invariacion con respecto a los desplazamientos de frecuencia. Normalmente bastara con estudiar el
modelo arménico desplazado con un parametro de desplazamiento -1/2 < 6 < 1/2 centrado alrededor del centro
de una subbanda p, es decir, centrado alrededor de n(p+2), definido por el subconjunto S(0) de frecuencias
positivas entre la coleccién de frecuencias n(p+%2)+(q+0)Q, q € Z,

P)=0Q ) (§(w-&)+8@=+&)). (34)

I ()]

De hecho, dado T y un indice de subbanda suficientemente grande p, el modelo periédico segun la ecuacion (30)
puede recuperarse con una buena aproximaciéon mediante el modelo desplazado segun la ecuacion (34) y una
eleccidn adecuada del parametro de desplazamiento 0. La insercion de la ecuacién (34) en la ecuacién (24) con
n=p+vym=p+ p(donde vy p definen los indices de subbanda alrededor de la subbanda p del soporte de
mascara de prediccién) y las manipulaciones basadas en el analisis de Fourier dan lugar a la siguiente expresién
para la matriz de covarianza,

A
R, . [A]~ (—];LZK‘,_F(T! - A)cos (27:!9 + %((v +u)A-TH+A-v+ #)) . (35

leZ

Como puede observarse, la expresion (35) depende del indice de subbanda objetivo p solamente a través del
factor (-1)P*. En el caso de un gran periodo T y de una pequefia demora de tiempo X, solo el término para |l =0
contribuye en la expresion (35) y se observa de nuevo que la matriz de covarianza es la matriz identidad. El lado
derecho de las ecuaciones normales (26) de un soporte de mascara de prediccién adecuado B centrado
alrededor de (p, -T) hace que los coeficientes de prediccién se obtengan directamente como

ey

k]

Cp-H/ [

x,,(—r—k)cos[—zne +%(v(k+T)+k~v)J, (p+v,k)eB.  (36)

Esto recupera la contribucién del primer término de las ecuaciones (19) a (33) con la eleccion candnica de
desplazamiento 0 = -x(p+12)/Q.
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La ecuacién (36) permite determinar los coeficientes de prediccién cp+v [K] para una subbanda (p + v) en un
indice de tiempo k, donde la muestra que va a predecirse es una muestra de la subbanda p en el indice de
tiempo 0. Como puede observarse en la ecuacién (36), los coeficientes de prediccidon cp+[K] dependen del indice
de subbanda objetivo p solamente a través del factor (-1)PX que afecta al signo del coeficiente de prediccion. Sin
embargo, el valor absoluto del coeficiente de prediccion es independiente del indice de subbanda objetivo p. Por
otro lado, el coeficiente de prediccidn cp+[K] depende de la periodicidad T y del parametro de desplazamiento 6.
Ademas, el coeficiente de prediccién cp+[k] depende de v y k, es decir, del soporte de mascara de prediccién B,
usados para predecir la muestra objetivo en la subbanda objetivo p.

En el presente documento, se propone proporcionar una tabla de consulta que permita consultar un conjunto de
coeficientes de prediccién cp+[Kk] para un soporte de méascara de prediccion predeterminado B. Para un soporte
de mascara de prediccion dado B, la tabla de consulta proporciona un conjunto de coeficientes de prediccién
Co+v[K] para un conjunto predeterminado de valores de la periodicidad T y valores del parametro de
desplazamiento 0. Para limitar el nimero de entradas de tabla de consulta, debe limitarse el numero de valores
predeterminados de la periodicidad T y el nUmero de valores predeterminados del parametro de desplazamiento
0. Como puede observarse en la expresién (36), un incremento de cuantificacién adecuado para los valores
predeterminados de la periodicidad T y del parametro de desplazamiento 6 debe depender de la periodicidad T.
En particular, puede observarse que para periodicidades T relativamente grandes (relativas a la duracién K de la
funcidén de ventana), pueden usarse etapas de cuantificacién relativamente grandes para la periodicidad T y para
el parametro de desplazamiento 6. En el otro extremo, para periodicidades T relativamente pequefias que
tienden a cero, solo hay que tener en cuenta una contribucidén sinusoidal, de modo que la periodicidad T pierde
importancia. Por otro lado, las formulas de la prediccién sinusoidal segun la ecuacion (29) requieren que el
desplazamiento de frecuencia absoluta normalizado f = Q0/r = ¥20/T varie lentamente, de modo que el valor de
incremento de cuantificacion del parametro de desplazamiento 0 deba escalarse en funcidon de la periodicidad T.

Con todo, en el presente documento se propone usar una cuantificacién uniforme de la periodicidad T con un
valor de incremento fijo. Sin embargo, el parametro de desplazamiento 0 también puede cuantificarse de manera
uniforme con un valor de incremento que es proporcional a min(T, A), donde el valor de A depende de las
especificaciones de la funcidn de ventana del banco de filtros. Ademas, para T<2, el intervalo de los parametros
de desplazamiento 6 puede limitarse a |0] < min(CT,1/2) para una C constante, que refleja un limite en los
desplazamientos de frecuencia absolutos f.

La figura 6a ilustra un ejemplo de una cuadricula de cuantificacion resultante en el plano (T, 0) para A = 2.
Solamente en el intervalo intermedio comprendido entre 0,25 < T < 1,5 se tiene en cuenta la dependencia
bidimensional total, mientras que las parametrizaciones esencialmente unidimensionales proporcionadas por las
ecuaciones (29) y las ecuaciones (36) pueden usarse para el intervalo restante de interés. En particular, para
periodicidades T que tienden a cero (por ejemplo, T<0,25) la prediccidn basada en modelo periédico corresponde
sustancialmente a una prediccién basada en un modelo sinusoidal, y los coeficientes de prediccién pueden
determinarse usando las férmulas (29). Por otro lado, para periodicidades T que superan sustancialmente la
duracién de ventana K (por ejemplo, T>1,5) el conjunto de coeficientes de prediccion cp+[K] que usa prediccidn
basada en modelo periédico puede determinarse usando la ecuacion (36). Esta ecuacion puede reinterpretarse
mediante la sustitucién 6 = p+vaTv. Se observa que

cpw[k]:(;lzﬁxv(—T—k)cos -27rqo+%((v+1)k—v) , {(p+tv,k)eB. (37)

Al darle a ¢ la funcion dada al parametro 6 en la tabulacién, se obtiene una estructura esencialmente separable
en el plano (T,¢) equivalente. En lo que respecta a los cambios de signo en funcidn de los indices de subbanda y
de intervalo de tiempo, la dependencia de T viene dada por un primer factor que varia lentamente, y la
dependencia de ¢ viene dada por un segundo factor periddico de la ecuacién (37).

El parametro de desviacion modificado ¢ puede interpretarse como el desplazamiento de la serie arménica en
unidades de la frecuencia fundamental medida desde el punto central de los puntos centrales de las celdas
fuente y objetivo.

Resulta ventajoso mantener esta parametrizacion modificada (T, ¢) para todos los valores de periodicidades T ya
que las simetrias de la ecuacion (37) que resultan evidentes con respecto a los cambios de signo simultaneos de
¢y Vv se cumplirdn, por lo general, y pueden aprovecharse para reducir los tamafios de tabla.

Como se ha indicado anteriormente, la figura 6a muestra una cuadricula de cuantificacién bidimensional

subyacente a los datos tabulados para un calculo de predictor basado en modelo periédico en un banco de filtros
modulado por coseno. El modelo de sefial es el de una sefial con periodo T 602, medida en unidades del salto de
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tiempo del banco de filtros. De manera equivalente, el modelo comprende las lineas de frecuencia de los
multiplos enteros, también conocidas como parciales, de la frecuencia fundamental correspondiente al periodo T.
Para cada subbanda objetivo, el parametro de desplazamiento 6 601 indica la distancia del parcial mas cercano a
la frecuencia central medida en unidades de la frecuencia fundamental Q. El parametro de desplazamiento 6 601
tiene un valor entre -0,5 y 0,5. Las cruces negras 603 de la figura 6a ilustran una densidad apropiada de puntos
de cuantificacién para la tabulacidon de predictores con una alta ganancia de prediccién basada en el modelo
periddico. Para periodos T grandes (por ejemplo, T>2), la cuadricula es uniforme. Normalmente se necesita una
mayor densidad en el parametro de desplazamiento 6 cuando el periodo T disminuye. Sin embargo, en la region
fuera de las lineas 604, la distancia 0 es mayor que una celda de frecuencia del banco de filtros, de modo que
puede despreciarse la mayor parte de los puntos de la cuadricula en esta regién. El poligono 605 delimita una
regiéon que es suficiente para una tabulacién total. Ademas de las lineas escalonadas ligeramente fuera de las
lineas 604, se introducen bordes en T = 0,25y T = 1,5. Esto se permite debido a que pequefios periodos 602
pueden tratarse como sinusoides individuales y a que los predictores 602 de largos periodos pueden
aproximarse mediante tablas esencialmente unidimensionales que dependen principalmente del parametro de
desviacion 6 (o del parametro de desviacion modificado ¢). En la forma de realizacién ilustrada en la figura 6a, el
soporte de mascara de prediccion es normalmente similar a la mascara 205 de prediccién de la figura 2 para
grandes periodos T.

La figura 6b ilustra una prediccién basada en un modelo peridédico en el caso de periodos T relativamente
grandes y en el caso de periodos T relativamente pequefios En el diagrama superior puede observarse que para
periodos T grandes, es decir, para frecuencias 613 fundamentales relativamente pequefias Q, la funcién 612 de
ventana del banco de filtros captura un numero relativamente grande de lineas o pulsos 616 de Dirac de la PSD
de la sefial periddica. Los pulsos 616 de Dirac estan situados en las frecuencias 610 ® = gqQ, con g € Z. Las
frecuencias centrales de las subbandas del banco de filtros estan ubicadas en las frecuencias ® = =(p+%2) con p
e Z. Para una subbanda dada p, la asignacién de frecuencia del pulso 616 con frecuencia ® = qQQ mas cercana a
la frecuencia central de la subbanda dada o = =(p+V2) puede describirse en términos relativos como qQ = =
n(p+¥2)+BQ, donde el parametro de desviacion ® oscila entre -0,5y +0,5. De este modo, el término ©Q refleja la
distancia (en frecuencia) desde la frecuencia central ® = =n(pt+'%) hasta la componente de frecuencia mas cercana
616 del modelo armoénico. Esto se ilustra en el diagrama superior de la figura 6b, donde la frecuencia 617 central
es o = n(pt+¥2) y donde la distancia 618 ®Q se ilustra para el caso de un periodo relativamente grande T. Puede
observarse que el parametro de desplazamiento ® permite describir toda la serie armodnica vista desde la
perspectiva del centro de la subbanda p.

El diagrama inferior de la figura 6b ilustra el caso para periodos T relativamente pequefios, es decir para
frecuencias 623 fundamentales Q relativamente grandes, en concreto frecuencias fundamentales 623 que son
mayores que el ancho de la ventana 612. Puede observarse que, en tales casos, una funcién 612 de ventana
solo puede comprender un Unico pulso 626 de la sefial periédica, de manera que la sefial puede verse como una
sefial sinusoidal dentro de la ventana 612. Esto significa que en periodos T relativamente pequefios, el esquema
de prediccion basado en un modelo periddico converge hacia un esquema de prediccidn basado en un modelo
sinusoidal.

La figura 6b ilustra también mascaras 611, 621 de prediccion de ejemplo que pueden usarse en el esquema de
prediccidon basado en un modelo periodico y en el esquema de prediccién basado en un modelo sinusoidal,
respectivamente. La mascara 611 de prediccion usada en el esquema de prediccion basado en un modelo
periddico puede corresponder a la mascara 205 de prediccion de la figura 2 y puede comprender el soporte 614
de mascara de prediccion para estimar la muestra de subbanda 615 objetivo. La mascara 621 de prediccion
usada en el esquema de prediccidn basado en un modelo sinusoidal puede corresponder a la mascara 203 de
prediccion de la figura 2 y puede comprender el soporte 624 de mascara de prediccion para estimar la muestra
de subbanda objetivo 625.

La figura 7a ilustra un procedimiento 700 de codificacién de ejemplo que utiliza prediccion de subbanda basada
en un modelo periddico (que comprende, por ejemplo, una Unica frecuencia fundamental Q). Se considera una
trama de una sefial de audio de entrada. Para esta trama puede determinarse una periodicidad T o una
frecuencia fundamental Q (etapa 701). El codificador de audio puede comprender los elementos del
descodificador 100 ilustrado en la figura 1; en particular, el codificador de audio puede comprender un calculador
105 de predictor y un predictor 103 de subbanda. La periodicidad T o la frecuencia fundamental Q pueden
determinarse de manera que se reduzca (por ejemplo, se minimice) el valor medio de las sefiales 111 de
subbanda de error cuadratico de prediccion segun la ecuacién (6). A modo de ejemplo, el codificador de audio
puede aplicar un enfoque elemental que determina las sefiales 111 de subbanda de error de predicciéon usando
diferentes frecuencias fundamentales Q y que determina la frecuencia fundamental Q para la que se reduce (por
ejemplo, se minimiza) el valor medio de las sefiales 111 de subbanda de error cuadratico de prediccién. El
procedimiento prosigue con la cuantificacién de las sefiales 111 de subbanda de error de prediccion resultantes
(etapa 702). Ademas, el procedimiento comprende la etapa 703 de generar un flujo de bits que comprende
informacidén que indica la frecuencia fundamental determinada Q y las sefiales 111 de subbanda de error de
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prediccidon cuantificadas.

Cuando se determina la frecuencia fundamental Q en la etapa 701, el codificador de audio puede usar las
ecuaciones (36) y/o (29) para determinar los coeficientes de prediccion para una frecuencia fundamental
particular Q. El conjunto de posibles frecuencias fundamentales Q puede limitarse por el numero de bits que
estan disponibles para la transmisién de la informacion que indica la frecuencia fundamental determinada Q.

Debe observarse que el sistema de codificacion de audio puede usar un modelo predeterminado (por ejemplo, un
modelo periddico que comprende una Unica frecuencia fundamental Q o cualquier otro de los modelos
proporcionados en el presente documento) y/o una mascara 202, 203, 204, 205 de prediccion predeterminada.
Por otro lado, el sistema de codificacién de audio puede estar dotado de grados de libertad adicionales al permitir
que el codificador de audio determine un modelo apropiado y/o una mascara de prediccién apropiada para una
sefial de audio que va a codificarse. La informacion relacionada con el modelo seleccionado y/o con la mascara
de prediccion seleccionada se codifican después en el flujo de bits y se proporcionan al descodificador 100
correspondiente.

La figura 7b ilustra un procedimiento 710 de ejemplo para descodificar una sefial de audio que se ha codificado
usando prediccién basada en modelo. Se supone que el descodificador 100 conoce el modelo de sefial y la
mascara de prediccion usados por el codificador (ya sea a través del flujo de bits recibido o debido a
configuraciones predeterminadas). Ademas, con fines ilustrativos, se supone que se ha usado un modelo de
prediccion periddico. El descodificador 100 extrae del flujo de bits recibido informacién referente a la frecuencia
fundamental Q (etapa 711). Usando la informacién referente a la frecuencia fundamental Q, el descodificador 100
puede determinar la periodicidad T. La frecuencia fundamental Q y/o la periodicidad T pueden usarse para
determinar un conjunto de coeficientes de prediccion para los diferentes predictores de subbanda (etapa 712).
Los predictores de subbanda pueden usarse para determinar sefiales de subbanda estimadas (etapa 713) que
se combinan (etapa 714) con las sefiales 111 de subbanda de error de prediccidon descuantificadas para obtener
las sefiales 113 de subbanda descodificadas. Las sefiales 113 de subbanda descodificadas pueden filtrarse
(etapa 715) usando un banco de filtros 102 de sintesis, obteniéndose asi la sefial 114 de audio descodificada del
dominio del tiempo.

El calculador 105 de predictor puede usar las ecuaciones (36) y/o (29) para determinar los coeficientes de
prediccion de los predictores 103 de subbanda en funcién de la informacion recibida referente a la frecuencia
fundamental Q (etapa 712). Esto puede llevarse a cabo de manera eficaz usando una tabla de consulta, como se
ilustra en las figuras 6a y 3. A modo de ejemplo, el calculador 105 de predictor puede determinar la periodicidad
T y determinar si la periodicidad esta por debajo de un umbral inferior predeterminado (por ejemplo, T = 0,25). Si
este es el caso, se usa un esquema de prediccién basado en un modelo sinusoidal. Esto significa que en funcién
de la frecuencia fundamental recibida Q se determinan subbandas p que comprenden un multiplo ® = qQ, con q
e Z de la frecuencia fundamental. Después se determina la frecuencia normalizada f usando la relacién & =
n(p+'¥.+f), donde la frecuencia & corresponde al multiplo ® = gQ2 que esta en la subbanda p. El calculador 105 de
predictor puede usar después la ecuacién (29) o una tabla de consulta precalculada para determinar el conjunto
de coeficientes de prediccidon (usando, por ejemplo, la mascara 203 de prediccion de la figura 2 o la mascara 621
de prediccion de la figura 6b).

Debe observarse que un conjunto diferente de coeficientes de prediccién puede determinarse para cada
subbanda. Sin embargo, en caso de un esquema de prediccidon basado en un modelo sinusoidal solo se
determina normalmente un conjunto de coeficientes de prediccion para las subbandas p, las cuales estan muy
influenciadas por un multiplo ® = qQ, con q € Z de la frecuencia fundamental. Para las otras subbandas no se
determina ningun coeficiente de prediccién, lo que significa que las sefiales 112 de subbanda estimadas para
estas otras subbandas son nulas. Para reducir la complejidad computacional del descodificador 100 (y del
codificador que usa el mismo calculador 105 de predictor), el calculador 105 de predictor puede usar una tabla de
consulta predeterminada que proporciona el conjunto de coeficientes de prediccién, sujeto a valores para Ty ©.
En particular, el calculador de predictor 105 puede usar una pluralidad de tablas de consulta para una pluralidad
de diferentes valores de T. Cada una de la pluralidad de tablas de consulta proporciona un conjunto diferente de
coeficientes de prediccién para una pluralidad de diferentes valores del parametro de desplazamiento ®.

En una implementacién practica, una pluralidad de tablas de consulta puede proporcionarse para diferentes
valores del parametro de periodo T. A modo de ejemplo, las tablas de consulta pueden proporcionarse para
valores de T en el intervalo comprendido entre 0,25y 2,5 (como se ilustra en la figura 6a). Las tablas de consulta
pueden proporcionarse para una granularidad predeterminada o valor de incremento de diferentes parametros de
periodo T. En una implementacion de ejemplo, el valor de incremento para el parametro de periodo normalizado
T es 1/16, y diferentes tablas de consulta para los coeficientes de prediccidn cuantificados se proporcionan para
T=8/32 hasta T=80/32. Por tanto, puede proporcionarse un total de 37 tablas de consulta diferentes. Cada tabla
puede proporcionar los coeficientes de prediccién cuantificados en funcién del parametro de desplazamiento ® o
en funcion del parametro de desplazamiento modificado ¢. Las tablas de consulta para T=8/32 hasta T=80/32
pueden usarse en un intervalo aumentado en la mitad del valor de incremento, es decir, [9/32, 81/32]. Para una
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periodicidad dada que difiere de las periodicidades disponibles, para las que se ha definido una tabla de
consulta, puede usarse la tabla de consulta para la periodicidad disponible mas cercana. Como se ha indicado
anteriormente, en periodos T largos (por ejemplo, en periodos T que superan el periodo para el que se ha
definido una tabla de consulta), puede usarse la ecuacion (36). Como alternativa, en periodos T que superan los
periodos para los que se han definido las tablas de consulta, por ejemplo, en periodos T > 81/32, el periodo T
puede dividirse en un retardo entero Tiy en un retardo residual Tr, de manera que T = T; + Tr. La separacion
puede ser tal que el retardo residual T: esté dentro del intervalo para el que puede aplicarse la ecuacién (36) y
para el que las tablas de consulta estan disponibles, por ejemplo dentro del intervalo [1,5; 2,5] o [49/32, 81/32]
para el ejemplo anterior. De este modo, los coeficientes de prediccion pueden determinarse usando la tabla de
consulta del retardo residual Tr, y el predictor de subbanda 103 puede utilizar una memoria intermedia 104 de
subbanda que se ha retardado con el retardo entero Ti. Por ejemplo, si el periodo es T=3,7, el retardo entero
puede ser Ti=2, seguido de un retardo residual de T:=1,7. El predictor puede aplicarse en funcién de los
coeficientes para Ti=1,7 en una memoria intermedia de sefiales que esta retardada, adicionalmente, con Ti=2.

El enfoque de separacién se basa en la suposicién razonable de que el extractor aproxima un retardo de T en el
intervalo de [1,5; 2,5] o0 [49/32, 81/32]. La ventaja del procedimiento de separacién en comparacion con el uso de
la ecuacion (36) es que los coeficientes de prediccion pueden determinarse en funcién de operaciones de
consulta de tabla eficaces desde el punto de vista computacional.

Como se ha indicado anteriormente, para periodos cortos (T<0,25) puede usarse la ecuacién (29) para
determinar los coeficientes de prediccion. Como alternativa, puede resultar beneficioso usar las tablas de
consulta ya disponibles con el fin de reducir la complejidad computacional. Se observa que el parametro de
desplazamiento modificado ¢ estd comprendido dentro del intervalo |p| < T con un valor de incremento de
muestreo de Ap = T/32 (para T<0,25y para C=1, A=1/2).

En el presente documento se propone reutilizar la tabla de consulta para el periodo mas bajo, T=0,25, escalando
el parametro de desplazamiento modificado ¢ con T/T, donde T, corresponde al periodo més bajo durante el cual
una tabla de consulta esta disponible (por ejemplo, Ti=0,25). A modo de ejemplo, con T=0,1y ¢=0,07, la tabla
para T=0,25 puede consultarse con un parametro de desplazamiento reescalado ¢ = (0,25/0,1)-0,07 = 0,175. De
este modo, los coeficientes de prediccidon para periodos cortos (por ejemplo, T<0,25) pueden determinarse
también de una manera eficaz desde el punto de vista computacional usando operaciones de consulta a tablas.
Ademas, los requisitos de memoria del predictor pueden reducirse, ya que el numero de tablas de consulta
puede reducirse.

En el presente documento se ha descrito un esquema de prediccién de subbanda basado en modelo. El
esquema de prediccidon de subbanda basado en modelo permite una descripcién eficiente de predictores de
subbanda, es decir, una descripcién que solo requiere un numero de bits relativamente bajo. Como resultado de
una descripcion eficiente de predictores de subbanda, pueden usarse esquemas de prediccion de subbanda
cruzada, que reducen los artefactos de distorsién. En términos generales, esto permite proporcionar
codificadores de audio de baja tasa de bits usando prediccion de subbanda.
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REIVINDICACIONES

1. Un método en un decodificador para determinar una estimacién de una muestra (221) de una sefial de
subbanda a partir de dos muestras (222) anteriores de la sefial de subbanda, en donde la sefial de subbanda
corresponde a una de una pluralidad de subbandas de una representacion en el dominio de subbanda de una
sefial de audio determinada usando un banco de filtros de analisis que comprende una pluralidad de filtros de
analisis, comprendiendo el método:

determinar datos de modelo de sefial que comprenden un parametro (613) de modelo;

determinar un primer coeficiente de prediccién que se aplicara a una primera muestra (222) anterior de la
seflal de subbanda; en donde el primer coeficiente de prediccion se determina como una funcién del
parametro (613) de modelo usando una tabla de consulta predeterminada y/o una funcién analitica
predeterminada;

determinar un segundo coeficiente de prediccidn a aplicar a una segunda muestra (222) anterior de la
sefial de subbanda; en donde el segundo coeficiente de predicciéon se determina como una funcion del
parametro (613) de modelo usando la tabla de consulta y/o la funcién analitica; y

determinar la estimacién de la muestra (221) aplicando el primer coeficiente de prediccidn a la primera
muestra (222) anterior y aplicando el segundo coeficiente de prediccién a la segunda muestra (222)
anterior;

en el que un intervalo de tiempo de la primera muestra (222) anterior precede inmediatamente a un intervalo de
tiempo de la muestra (221), en el que un intervalo de tiempo de la segunda muestra (222) anterior precede
inmediatamente a un intervalo de tiempo de la primera muestra (222) anterior, y en el que valores absolutos de
los coeficientes de prediccidn primero y segundo son independientes de un indice de subbanda p de la muestra.

2. El método de la reivindicacién 1, que comprende ademas extraer el parametro (613) de modelo de un flujo de
bits recibido indicativo del parametro (613) de modelo y una sefial de error de prediccion.

3. Un sistema (103, 105) de descodificacion configurado para determinar una estimacion de una muestra (221)
de una sefial de subbanda a partir de dos muestras (222) anteriores de la sefial de subbanda, en donde la sefial
de subbanda corresponde a una de una pluralidad de subbandas de una representacion en el dominio de
subbanda de una sefial de audio determinada usando un banco de filtros de analisis que comprende una
pluralidad de filtros de analisis; en donde el sistema (103, 105) comprende:

un calculador (105) de predictor configurado para
determinar los datos de modelo de sefial que comprende un parametro (613) de modelo;

determinar un primer coeficiente de prediccidon a aplicar a una primera muestra (222) anterior de la sefial
de subbanda; en donde el primer coeficiente de prediccion se determina como una funcién del parametro
(613) de modelo usando una tabla de consulta predeterminada y/o una funcién analitica predeterminada;
y

determinar un segundo coeficiente de prediccidon a aplicar a una segunda muestra (222) anterior de la
seflal de subbanda; en donde el segundo coeficiente de prediccién se determina como una funcion del
parametro (613) de modelo usando la tabla de consulta y/o la funcién analitica; y

un predictor (103) de subbanda configurado para determinar la estimacién de la muestra (221) aplicando el
primer coeficiente de prediccion a la primera muestra (222) anterior y aplicando el segundo coeficiente de
prediccidon a la segunda muestra (222) anterior;

en el que un intervalo de tiempo de la primera muestra (222) anterior precede inmediatamente a un intervalo de
tiempo de la muestra (221), en el que un intervalo de tiempo de la segunda muestra (222) anterior precede
inmediatamente a un intervalo de tiempo de la primera muestra (222) anterior, y en el que valores absolutos de
los coeficientes de prediccidn primero y segundo son independientes de un indice de subbanda p de la muestra.

4. Un producto de programa de ordenador que comprende una secuencia de instrucciones que, al ser ejecutadas
por un ordenador, provocan que el ordenador realice el método de la reivindicacion 1 o la reivindicacion 2.
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