Title: SPATIAL ARITHMETIC METHOD OF SEQUENCE ALIGNMENT

Abstract: A computer system aligns two or more sequences with each other to identify similarities and differences between the aligned sequences. The sequences may, for example, represent proteins. The system performs alignment quickly and accurately by representing the sequences as perceptual information and conceptual information having mappings between them in a knowledgebase, and then performing the alignment based on the representations of the sequences in the knowledgebase. The alignment may be performed in polynomial time, regardless of the number of sequences that are aligned.
Spatial Arithmetic Method of Sequence Alignment

BACKGROUND

[0001] Sequence alignment involves arranging two or more sequences to identify similar regions within those sequences. For example, protein alignment involves arranging the sequences of two or more proteins to identify similar regions within those sequences. The outcome of a particular protein sequence alignment may indicate functional, structural, or evolutionary relationships between the aligned sequences. Although alignment may be applied to sequences representing any kind of information, some of the description below will refer to alignment of sequences representing proteins merely as one illustrative example.

[0002] The results of a particular protein alignment usually is represented by displaying each protein sequence horizontally as a sequence of letters representing the proteins in the sequence, with letter sequences arranged vertically, so that similar regions within each sequence are aligned vertically with each other. Although the description herein refers primarily to protein alignment, the same or similar techniques may be used to align other kinds of sequences, such as DNA and RNA sequences. All of these are examples of "sequence alignment."

[0003] Alignment typically involves identifying: (1) overlaps (identical or similar regions) between the aligned sequences, also referred to as intersections; (2) differences, such as a region that is contained within one of the aligned sequences but not another; (3) complements, which represent opposites within the aligned sequences, as in the case in which one aligned sequence contains a 1 and another aligned sequence contains a -1 at the same or similar position; and (4) unions, which represent all of the unique elements in some or all of two or more of the aligned sequences.

[0004] A wide variety of techniques for performing sequence alignment have been developed, such as dot-matrix methods, dynamic programming-based methods, progressive methods, methods based on hidden Markov models, and methods that use artificial neural networks. Regardless of the kind of sequence alignment technique that is used, aligning very large sequences causes the amount of computational resources (i.e., memory and/or processing) required to perform the alignment to increase exponentially. In general, the number of
computations required to align sequences of length \( n^i n^2 \). As a result, traditional sequence alignment techniques quickly become unwieldy for aligning sequences as the size of the sequences grows.

[0005] What is needed, therefore, are improved techniques for performing sequence alignment efficiently and effectively.

**SUMMARY**

[0006] A computer system aligns two or more sequences with each other to identify similarities and differences between the aligned sequences. The sequences may, for example, represent proteins. The system performs alignment quickly and accurately by representing the sequences as perceptual information and conceptual information having mappings between them in a knowledgebase, and then performing the alignment based on the representations of the sequences in the knowledgebase. The alignment may be performed in polynomial time, regardless of the number of sequences that are aligned.

[0007] Other features and advantages of various aspects and embodiments of the present invention will become apparent from the following description and from the claims.

**BRIEF DESCRIPTION OF THE DRAWINGS**

[0008] FIG. 1 is a diagram illustrating an example of a string representing a sequence decomposed into a plurality of layers according to one embodiment of the present invention;

[0009] FIG. 2A is a diagram illustrating bidirectional mappings between the string of FIG. 1 and a literals layer;

[0010] FIG. 2B is a diagram illustrating bidirectional mappings between the string of FIG. 1 and a words layer;

[0011] FIG. 2C is a diagram illustrating bidirectional mappings between the string of FIG. 1 and a clauses layer;

[0012] FIGS. 3A-3B are diagrams illustrating systems for generating mappings between strings and layers according to one embodiment of the present invention;
FIG. 3C is a diagram illustrating a system for aligning two or more strings with each other according to one embodiment of the present invention;

FIGS. 4A-4B are flowcharts of methods performed by the systems of FIGS. 3A-3B according to one embodiment of the present invention;

FIG. 4C is a flowchart of a method performed by the system of FIG. 3C according to one embodiment of the present invention;

FIG. 5 is a dataflow diagram of a system for representing relationships between perceptual information and conceptual information according to one embodiment of the present invention;

FIG. 6A illustrates a three-dimensional space which may be used to represent numbers according to embodiments of the present invention;

FIGS. 6B, 6C, and 6D illustrate three-dimensional representations of the numbers 1, 2, and 3 according to embodiments of the present invention; and

FIGS. 6E-6H illustrate three-dimensional representations of the origin point and various numbers according to embodiments of the present invention.

DETAILED DESCRIPTION

Embodiments of the present invention are directed to improved techniques for aligning sequences, such as protein sequences, DNA sequences, and RNA sequences. In general, embodiments of the present invention use iterative sets to perform sequence alignment, and therefore represent a significant departure from previous sequence alignment techniques. Technology that is capable of processing iterative set operations is described in more detail in the above-referenced U.S. Pat. No. 6,611,841.

Embodiments of the present invention are based on an understanding of, and operate in a manner that is analogous to, the operation of the human brain. For example, consider the system of FIG. 5, which is modeled on the operation of the human brain, and which is described in more detail in the above-referenced U.S. Pat. No. 6,611,841. The system contains an object 500, which may, for example, be an object in the physical world, such as a bird, a table, or a person. The object 500 may, however, be an abstract object, such as a number. The system
501 includes a first memory 501, which stores data representing perceptions, such as one or more perceptions of the object 500 and of other objects (not shown). The memory 501, therefore, is also referred to herein as a "perceptual memory."

[0022] The system of FIG. 5 also includes a second memory 502, which stores data representing conceptions (also referred to herein as concepts and classes). The system also includes an induction 504 module, which recognizes (learns) relationships between the perceptions (representations of objects) stored in the perceptual memory 501 and the concepts stored in the conceptual memory 502, using a process of induction. For each relationship that the induction module 504 learns between a perception in the perceptual memory 501 and a concept in the conceptual memory 502, the induction module 504 generates and stores a two-way mapping between the perception and the concept. The process performed by the induction module 504 of generating and storing such mappings for an increasingly large number of perceptions and corresponding concepts models the learning process performed by the human brain. The resulting set of mappings is an example of a "knowledgebase" as that term is used herein.

[0023] For any given perception in the perceptual memory 501 and corresponding concept in the conceptual memory 502, the concept may be at the same level of abstraction as the perception, or at a higher level of abstraction than the perception. For example, the perception representing the object "bird" may correspond to the concept of "bird," in which case the concept is at the same level of abstraction as the perception. As another example, the perception representing the object "bird" may correspond to the concept of "animal," in which case the concept is at a higher level of abstraction as the perception. This is an example in which the concept represents a class to which the corresponding perception belongs. The same perception may be mapped to multiple concepts at different levels of abstraction. For example, the perception "bird" may be mapped to the concepts "bird," "animal," and "physical object." Conversely, the same concept may be mapped to multiple perceptions. For example, the concept of "bird" may be mapped to the perceptions of "cardinal," "sparrow," and "swan." In this example, the concept (class) of "bird" is mapped to perceptions representing members (instances) of the class of "bird."
[0024] Once the induction module 504 has developed a knowledgebase containing two-way mappings between the perceptions in the perceptual memory 501 and the concepts in the conceptual memory 502, knowledge stored in the knowledgebase may be retrieved in any of a variety of ways. For example, the system includes a deduction module 505 which may retrieve knowledge from the knowledgebase using deduction. In particular, if data representing a perception in the perceptual memory 501 is provided as input to the deduction module 505, then the deduction module 505 may follow the mapping(s) from the perception in the perceptual memory 501 to the corresponding concept(s) in the conceptual memory 502, and thereby retrieve the concept(s) that correspond to the perception. For example, if the perception "bird" is provided an input to the deduction module 505, then the deduction module 505 may follow the mapping from the perception "bird" in the perceptual memory 501 to the corresponding concept of "animal" in the conceptual memory 502 and return that concept, thereby indicating that the perception "bird" is a member of the class "animal."

[0025] As another example, the system includes a reduction module 506 which may retrieve knowledge from the knowledgebase using reduction. In particular, if data representing a class in the conceptual memory 502 is provided as input to the reduction module 506, then the reduction module 506 may follow the mapping(s) from the concept in the conceptual memory 502 to the corresponding perception(s) in the perceptual memory 501, and thereby retrieve the perception(s) that correspond to the concept. For example, if the concept "animal" is provided an input to the reduction module 506, then the reduction module 506 may follow the mapping from the concept "animal" in the conceptual memory 502 to the corresponding perceptions of "bird," "canine," and "feline" in the perceptual memory 501 and return those perceptions, thereby indicating that the perceptions "bird," "canine," and "feline" are members of the class "animal."

[0026] As can be seen from the description above, the system of FIG. 5, which includes the perceptual memory 501, the conceptual memory 502, and the mappings between them, provides a knowledgebase with a hierarchical structure. In particular, the two-way mappings between perceptions in the perceptual memory 501 and concepts in the conceptual memory 502 represent knowledge having a hierarchical structure, in which perceptions are members of classes, and in which classes are members of higher-level classes, and so on to any level of
 abstraction. For example, the system of FIG. 5 may represent a hierarchical relationship in which the perception of "cardinal" is mapped to the class of "bird," which in turn is mapped to a perception of "bird," which in turn is mapped to the class of "animal," and so on.

[0027] The system of FIG. 5 may be implemented in any of a variety of ways. For example, the system of FIG. 5 may represent perceptions, concepts, and the relationships (mappings) between them in any of a variety of ways. In particular, in certain embodiments disclosed herein, the perceptions in the perceptual memory 501 and the conceptions in the conceptual memory 502 are represented as binary numbers. For example, in certain embodiments of the present invention, a first sequence (such as a first protein sequence) is represented as a first binary number and a second sequence (such as a second protein sequence) is represented as a second binary number. Each such binary number may be divided into subsets representing perceptions and conceptions, and the techniques described above may be applied to store representations of such perceptions in the perceptual memory 501 and to store representations of such conceptions in the conceptual memory 502. The techniques described above may then be used to generate (learn) the relationships (mappings) between the perceptions and concepts for each such binary number. The resulting mappings may be stored in the knowledgebase of FIG. 5. The two sequences (represented as binary numbers) may be aligned with each other by comparing the mappings (knowledge) that have been learned and stored for the two sequences in the knowledgebase of FIG. 5. Particular examples of techniques for performing such alignment will now be described in more detail.

[0028] A sequence may be represented, for example, as a text string (e.g., the text string "GTCA" or the text string "11011"). Therefore, the terms "sequence" and "string" may be used interchangeably herein, although it should be understood that a string is an ordered set of characters that represents a sequence. Furthermore, terms such as "string" and "text string" should be understood to refer not only to sets of characters but to sets containing symbols other than characters.

[0029] In general, embodiments of the present invention may be used to align two binary numbers by considering each binary number to consist of 3-bit sequences. Embodiments of the present invention may represent binary numbers using the conventional representation, in which each bit has a range of \{+1, 0\}. However, alternatively, and in the following description,
embodiments of the present invention may represent binary numbers with a range of \{+1, -1\}. In other words, in embodiments of the present invention, a binary number may have a value of either +1 (also written simply as 1) or -1. For example, the binary value 1001 1010 may be represented alternatively according to embodiments of the present invention as the value +1-1-1+1+1-1+1-1. This alternative representation, which is based on the primitive values of +1 and -1, is advantageous over the conventional use of the primitive values of +1 and 0, because the +1 and -1 are both equal in magnitude to each other (because they both have an absolute value or magnitude of 1) but opposite in direction to each other (because +1 has a positive direction and -1 has an opposite, negative direction). In contrast, the conventional binary values of +1 and 0 are neither equal in magnitude to each other nor opposite in direction to each other. (In fact, the value of 0 does not have a magnitude or direction.)

[0030] As described in more detail in the above-referenced patent application entitled, "Spatial Arithmetic Method of Integer Factorization," the use of +1 and -1 as primitive values enables numbers represented as combinations of +1 and -1 to be represented as three-dimensional points in a three-dimensional space more easily and directly than numbers represented as combinations of +1 and 0. This further facilitates use of such numbers to perform arithmetic (such as multiplication, division, addition, or subtraction), factorization, and other operations more easily than conventional binary numbers composed of primitive values of 0 and 1.

[0031] Because the use of +1 and -1 to represent numbers is new, there is no existing terminology to refer to a number which has permissible values consisting of the set \{+1, -1\}. The existing term "bit" refers to a number which has a range of permissible values consisting of the set \{+1, 0\}. For ease of explanation, and because embodiments of the present invention may use either a representation based on \{+1, 0\} or \{+1, -1\}, the term "bit" will be used herein to refer both to numbers that have a range of permissible values consisting of the set \{+1, 0\} and to numbers that have a range of permissible values consisting of the set \{+1, -1\}. Similarly, the term "binary number" will be used herein to refer to any number consisting of bits, whether such bits have a range of \{+1, 0\} or \{+1, -1\}. For example, both the number 1001 1010 and the number +1-1-1+1+1-1+1-1 will be referred to herein as "binary numbers," even though the number +1-1+1-1-1+1-1+1-1 does not contain "bits" in the conventional sense.
[0032] For example, the binary number +1-1+1+1-1-1+1+1+1 may be considered to consist of the three 3-bit sequences +1-1+1, +1+1-1-, and -1+1+1. The significance of the length of three will be described in more detail below. A binary number that has a number of bits that is not an integral multiple of three may be considered to have a number of leading -Is that is sufficient to make the number have a number of bits that is an integral multiple of three. For example, the binary number -1+1+1-1, which has four bits, may be considered to be have two leading -Is, i.e., -1-1-1+1+1, which consists of the two 3-bit sequences -1-1-1 and +1+1-1. Therefore, when an embodiment of the presented invention is presented with a binary number to align that has a number of bits that is not an integral multiple of three, the embodiment may append a number of leading -Is to the number sufficient to make the length of the number an integral multiple of three.

[0033] A binary number that has been mapped to three dimensions in the manner disclosed herein may be represented as a sequence of relations in a three-dimensional space. For example, referring to FIG. 6A, a three-dimensional space 600 is shown having three dimensions representing orthogonal axes in a three-dimensional space. In particular, the x dimension may represent an x axis in the three-dimensional space 600, the y dimension may represent a y axis in the three-dimensional space 600, and the z dimension may represent a z axis in the three-dimensional space 600, where the x, y, and z axes are orthogonal to each other.

[0034] FIG. 6A shows a cube consisting of eight points in the three-dimensional space, namely the points {+1, -1, -1}, {-1, +1, -1}, {+1, -1, +1}, {-1, -1, +1}, {-1, +1, +1}, {+1, -1, -1}, {+1, -1, +1}, and {+1, +1, +1}. These eight points represent the "core" layer. The shaded cube in FIG. 6A is located at coordinates (+1, +1, +1) in the three-dimensional space 600.

[0035] According to embodiments of the present invention, the three-dimensional space 600 may have a layered coordinate system, and each number may be represented as a collection of points in the three-dimensional space 600. Each number may include one or more layers within the coordinate system of the three-dimensional space 600. For any particular number, each layer corresponds to a particular bit position within the number, and each number is read from the outside layer to the inside layer. Each number is represented as a combination of bits (which, as stated above, may have a value of +1 or -1). The bits of each number are ordered
within the three dimensions of the three-dimensional space 600. The values of +1 and -1 represent opposite directions in the three-dimensional space 600.

[0036] FIGS. 6B, 1C, and 1D illustrate layered relations between the coordinates. To illustrate the layers, consider the decimal number six, which may be represented as the binary number +1+1-1. If we assume the three dimensions the order of z, y, x, then this number may be mapped to the three dimensions as follows: +1x 3+ly 2-lzi. The first, "core" layer 602 shown in FIG. 6B contains the same set of eight three-dimensional points as shown in FIG. 6A. The first bit (-lzi) is illustrated in FIG. 6B by a point having a z coordinate at z=-1. This is the first layer of the binary number +1+1-1.

[0037] FIG. 6C illustrates the second layer 604, which extends along the direction of the y axis. The second bit (+ly 2) in the binary number +1+1-1 is illustrated in FIG. 6C by a point having a y coordinate at y=2, namely the point in FIG. 6C at (1, 2, -1). Note that this point was not present in the first layer 602 of FIG. 6A, but was added to the first layer 602 of FIG. 6B to produce the second layer 604 of FIG. 6C. As illustrated by this example, in which the second layer 604 contains the entirety of the previous (first) layer 602 plus one or more additional points extending along the y axis, each new layer contains the entirety of the previous layer plus one or more additional points extending along the axis corresponding to the new layer.

[0038] FIG. 6D illustrates the third layer 606, which extends along the direction of the x axis. The third bit (+1x 3) in the binary number +1+1-1 is illustrated in FIG. 6D by a point having an x coordinate at x=3, namely the point in FIG. 6D at (3, 2, -1), which was not present in the second layer 604 of FIG. 6C, and which was added to the second layer 604 of FIG. 6C to produce the third layer 606 of FIG. 6D. (The unfilled point at (2, 2, -1) represents a coordinate relation between the point at (3, 2, -1) in the third layer and the point at (1, 2, -1) in the second layer.)

[0039] Embodiments of the present invention may be used to represent numbers according to layers such as those shown in FIGS. 6B-1D. To understand how to represent numbers according to the layers of FIGS. 6B-1D, consider FIGS. 6E-1H. First, consider the origin point at (0, 0, 0), illustrated in FIG. 6E. This point represents the number zero.

[0040] Now consider the binary number 1. To construct a three-dimensional representation of this number, assume that the order of the dimensions is x, y, z. The three-
dimensional representation of the binary number 1 is constructed by reading each bit in the number and creating a point in three-dimensional space corresponding to that bit, to create a set of three-dimensional points corresponding to the number. Because the binary number 1 only contains 1 bit, the corresponding representation of the binary number 1 in three-dimensional space consists of exactly one point in three-dimensional space, namely a single point corresponding to the bit 1.

[0041] More specifically, the number to be represented in three-dimensional space is read one bit at a time, starting with the lowest bit on the right and moving toward the highest bit on the left in sequence to the next highest bit until the highest bit in the number is reached. A corresponding point in three dimensional space is created for each such bit.

[0042] Recall that the three dimensions are assigned a particular order. Assume for purposes of example that the dimensions are assigned an order of x, y, z. Therefore, the first (lowest) bit in a number is associated with the x dimension, the second (next-lowest) bit in the number is associated with the y dimension, the third (next-lowest) bit in any number is associated with the z dimension, the fourth (next-lowest) bit in any number is associated with the x dimension, and so on. In other words, the bits in the number are assigned to the x, y, and z dimensions in a repeating pattern (in whatever order has been assigned to the x, y, and z dimensions), starting with the lowest bit of the number and continuing bit-by-bit until the highest bit of the number is reached.

[0043] Each dimension is associated with a corresponding number, starting with 1, and increasing incrementally, in a repeating pattern of dimensions. For example, if the dimensions are assigned the order x, y, z, then the number 1 may be associated with the x dimension 1, the number 2 may be associated with the dimension y, the number 3 may be associated with the dimension z, the number 4 may be assigned to the dimension x, and so on. As this example illustrates, each dimension may be associated with more than one number, depending on the corresponding bit position. Each bit position may be designated with a subscript after the corresponding dimension, such as x₁, y₂, z₃, x₄, y₅, z₆, etc. The assignment of bits in a binary number may be designated by writing each bit followed by its associated dimension. For example, the binary number +1-1+1+1-1 may be written as +Iₓ₁-Iᵧ₂+Iz₃+Ix₄+Iy₅-Iz₆.
Techniques that may be used to represent binary numbers in three-dimensional space according to embodiments of the present invention will now be described. First consider the decimal number 1, which is equal to the binary number 1. The lowest bit of this number is assigned to the first dimension in the assigned order of dimensions. In this case, the lowest bit is equal to 1, and the first dimension is the x dimension. Therefore the value of 1 is assigned to the x dimension. As described above, this may be written as +lx₁.

A point representing +lx₁ may then be created in three-dimensional space to represent the first bit of the binary number 1. A point representing +lx₁ (which may alternatively be written as xl) may be created by starting at the origin point and moving along the axis indicated by +lx₁ (namely, the x axis), in the direction indicated by +lx₁ (namely, in the positive direction), to the coordinate on the x axis indicated by the subscript of +lx₁ (namely, to the coordinate x=0). This results in the creation of a point at xl=1, y₁=1, z₁=1. This single point represents the binary number 1. Note that coordinates of x=0, y=0, and z=0 are only used to represent the number 0, namely by the origin at (0, 0, 0). No other number is represented by a point having any coordinate equal to zero.

Now consider the decimal number 2, which is equal to the conventional binary number 10 and to the binary number +1-1 according to certain embodiments of the present invention. These two bits, starting with the lowest bit and moving bit-by-bit to the highest bit, may be assigned to the x and y dimensions, respectively. For example, the binary number +1-1 may be assigned to the x and y dimensions to produce a mapping of the binary number +1-1 to the representation +ly₂lx₁.

Based on this assignment of bits to dimensions, and as shown in FIG. 6G, the binary number +1-1 may be represented in three-dimensional space by a collection of points, each of which corresponds to a corresponding bit in the binary number +1-1. In particular, because the binary number +1-1 contains exactly two bits, the binary number +1-1 is represented by exactly two points in three-dimensional space in FIG. 6G. More specifically, reading from the lowest bit to the highest bit:

- the lowest bit in +ly₂lx₁ (i.e., the rightmost bit, having a value of -lx₁), is represented by a point at x=-1, y=1, z=1;
• the next-lowest bit in +ly ₂⁻lx ₁ (i.e., the leftmost bit, having a value of +ly ₂),
is represented by a point at x=-l, y=2, z=l, as the result of moving from the
previous point (x=-l, y=l, z=l) in the positive direction on the y axis to the
coordinate y=2.

[0048] The resulting three-dimensional representation of decimal 2 is, as shown in FIG.
6G, a set of exactly two points at coordinates (x=-l, y=l, z=l) and (x=-l, y=2, z=l). Note that in
the case of a one-bit or two-bit number, the z coordinates (or more generally, the coordinates of
the third dimension in the ordered sequence of dimensions) may be chosen arbitrarily because
the z (third) coordinate is not necessary to represent the number.

[0049] Now consider the decimal number 3, which is equal to the conventional binary
number 11 and to the binary number +1+1 according to certain embodiments of the present
invention. These two bits, starting with the lowest bit and moving bit-by-bit to the highest bit,
may be assigned to the x, y, and z dimensions. As a result, the binary number +1+1 may be
assigned to the x, y, and z dimensions to produce +ly ₂⁺lx₁.

[0050] Based on this assignment of bits to dimensions, and as shown in FIG. 6H, the
binary number +1+1 may be represented in three-dimensional space by a collection of points,
each of which corresponds to a corresponding bit in the binary number +1+1. In particular,
because the binary number +1+1 contains exactly two bits, the binary number +1+1 is
represented by exactly two points in three-dimensional space in FIG. 6H. More specifically,
reading from the lowest bit to the highest bit:

• the lowest bit in +ly ₂⁺lx₁ (i.e., the rightmost bit, having a value of +lx₁), is
represented by a point at x=l, y=l, z=l;
• the next-lowest bit in +ly ₂⁺lx₁ (i.e., the leftmost bit, having a value of +ly ₂),
is represented by a point at x=l, y=2, z=l, as the result of moving from the
previous point (x=l, y=l, z=l) in the positive direction on the y axis to the
coordinate y=2.

[0051] The resulting three-dimensional representation of decimal 3 is, as shown in FIG.
6H, a set of exactly two points at coordinates (x=+l, y=l, z=l) and (x=l, y=2, z=l).
[0052] Those having ordinary skill in the art will appreciate how to use the techniques disclosed above to create three-dimensional representations of any decimal number, whether negative or positive. Further examples of such representations are shown and described in the above-referenced patent application entitled, "Spatial Arithmetic Method of Integer Factorization."

[0053] In general, to align two binary numbers with each other, embodiments of the present invention divide each such number into 3-bit sequences, and then align the corresponding 3-bit sequences in the two numbers with each other. Because each such pair of 3-bit sequences may be aligned in a fixed amount of time, the two binary numbers may be aligned with each other in an amount of time that is a polynomial function of the length of the longer of the two numbers. As a result, the amount of time required to align two numbers (sequences) when using embodiments of the present invention grows only as a polynomial function of the length of the longer of the two numbers. This represents a significant decrease in time compared to conventional alignment methods, which align numbers (sequences) in an amount of time that is an exponential function of the length of the longer of the two numbers.

[0054] A three-dimensional representation of each of the two binary numbers to be aligned with each other may be created in accordance with the description above and FIGS. 6A-6H. The process of aligning the two binary numbers with each other may take into account both the values of the bits in each number (e.g., +1 or -1) and the three-dimensional position of each bit. In other words, the two binary numbers may be aligned with each other based, in whole or in part, on the three-dimensional representations of those numbers. The use of the three-dimensional positions of bits to align two numbers will be explained in more detail below.

[0055] Before describing how to perform alignment of binary numbers according to embodiments of the present invention in more detail, techniques that may be used to represent binary numbers as perceptions, concepts, and the relationships between them in the system of FIG. 5 will be described. Referring to FIG. 1, an example is shown of a particular string 100 that may represent a sequence (such as a protein sequence). The particular string 100 shown in FIG. 1 is merely an example and does not constitute a limitation of the present invention. For example, the length of the string 100 shown in FIG. 1 is merely an example. Embodiments of the present invention may be applied to strings of any length. As another example, although the
particular string 100 shown in FIG. 1 consists of bits, this is merely an example and does not constitute a limitation of the present invention. Embodiments of the present invention may be used in connection with strings containing symbols of any kind.

[0056] The string 100 shown in FIG. 1 contains five bits 102a-e, namely bit 102a (having a value of +1), bit 102b (having a value of +1), bit 102c (having a value of -1), bit 102d (having a value of +1) and bit 102e (having a value of +1). This particular combination of symbols is merely an example and does not constitute a limitation of the present invention, which may be used in connection with strings containing any combination of symbols.

[0057] According to embodiments of the present invention, a string, such as the string 100 shown in FIG. 1, may be divided (i.e., decomposed) into or otherwise associated with a plurality of sub-strings. FIG. 1 shows one possible way in which the string 100 may be divided into and associated with a plurality of sub-strings. The particular example in FIG. 1 is shown merely for ease of illustration and does not constitute a limitation of the present invention. Rather, as will be described in more detail below, strings (such as the string 100) may be divided into multiple sub-strings in any of a variety of ways.

[0058] For example, as shown in FIG. 1, the string 100 may be divided into individual symbols 102a-e in a first layer 104a. In other words, layer 104a contains a plurality of elements, each of which consists of a single symbol from the string 100. More specifically, the layer 104a consists of each individual symbol from the string 100, namely symbol 102a, symbol 102b, symbol 102c, symbol 102d, and symbol 102e. Each individual symbol in the first layer 104a may also be referred to herein as a "literal." Therefore the first layer 104a may be referred to herein as the "literal layer."

[0059] As further shown in FIG. 1, the string 100 may be divided into sets of symbols in a second layer 104b, where each set in the layer 104b contains exactly two consecutive symbols from the string 100, and wherein the layer 104b contains all sets of two consecutive symbols from the string 100. More specifically, layer 104b consists of: (1) symbol set 106a, which consists of the first consecutive set of two symbols 102a-b from the string 100; (2) symbol set 106b, which consists of the second consecutive set of two symbols 102b-c from the string 100; (3) symbol set 106c, which consists of the third consecutive set of two symbols 102c-d from the string 100; and (4) symbol set 106d, which consists of the fourth consecutive set of two symbols
102d-e from the string 100. Each set of two symbols in the second layer 104b (e.g., the sets 106a-d) may also be referred to herein as a "word." Therefore, the second layer 104b may be referred to herein as the "word layer."

[0060] As further shown in FIG. 1, the string 100 may be divided into sets of symbols in a third layer 104c, where each set in the layer 104c contains exactly three consecutive symbols from the string 100, and wherein the layer 104c contains all sets of three consecutive symbols from the string 100. More specifically, layer 104c consists of: (1) symbol set 108a, which consists of the first consecutive set of three symbols 102a-c from the string 100; (2) symbol set 108b, which consists of the second consecutive set of three symbols 102b-d from the string 100; and (3) symbol set 108c, which consists of the third consecutive set of three symbols 102c-e from the string 100. Each set of three symbols in the third layer 104c (e.g., the sets 108a-c) may also be referred to herein as a "clause." Therefore, the third layer 104c may be referred to herein as the "clause layer."

[0061] The string 100 shown in FIG. 1 may also be divided into sub-strings each containing more than three literals, such as sub-strings each containing four literals, five literals, or six literals. Any such sub-strings, containing four or more literals each, are referred to herein as "sentences." As will be described in more detail below, embodiments of the present invention may, but need not, divide strings into sentences. Rather, embodiments of the present invention need only identify the literals, words, and clauses that constitute a string. The processing described herein, in other words, may be performed on sub-strings containing no more than three literals each. As will further be described in more detail below, embodiments of the present invention that perform processing on clauses (possibly in addition to literals and words) have advantages over techniques that perform processing only on literals, words, or combinations of literals and words, because of particular benefits conveyed by the use of clauses (i.e., sub-strings containing exactly three literals each).

[0062] As may be seen from the example of FIG. 1, for each layer $i$ (where $i=1$ for layer 104a, $i=2$ for layer 104b, and $i=3$ for layer 104c): (1) each set in layer $i$ contains exactly $i$ symbols; and (2) the number of sets in layer $i$ is equal to $n-i+l$, where $n$ is the number of symbols in the string 100.
[0063] It should also be appreciated that although the discussion above refers to "dividing" the string 100 into sub-strings within the levels 104a-c, such division (i.e., decomposition) need not be implemented by actually dividing the string 100 into sub-strings, or by copying symbols within the strings into sub-strings to create separate sets of symbols corresponding to the illustration in FIG. 1. Rather, FIG. 1 is intended as a conceptual illustration of associations that may be identified by embodiments of the present invention between the string 100 and sets of symbols representing subsets of the string 100. In practice, such associations may be represented (e.g., by data structures created and/or manipulated by a computer program) with or without copying symbols within the string 100. For example, associations of the kind illustrated in FIG. 1 may be represented using pointers, linked lists, array indices, or any other suitable kinds of data structure, as will be apparent to those having ordinary skill in the art based on the description herein.

[0064] FIG. 1 also illustrates relationships between the various levels 104a-c. For example, FIG. 1 illustrates relationships 112a-h between levels 104a and 104b. More specifically, these relationships 112a-h include:

- relationship 112a between literal 102a in level 104a and literal 102a in word 106a of level 104b;
- relationship 112b between literal 102b in level 104a and literal 102b in word 106a of level 104b;
- relationship 112c between literal 102b in level 104a and literal 102b in word 106b of level 104b;
- relationship 112d between literal 102c in level 104a and literal 102c in word 106b of level 104b;
- relationship 112d between literal 102c in level 104a and literal 102c in word 106b of level 104b;
- relationship 112e between literal 102c in level 104a and literal 102c in word 106c of level 104b;
- relationship 112f between literal 102d in level 104a and literal 102d in word 106c of level 104b;
- relationship 112g between literal 102d in level 104a and literal 102d in word 106d of level 104b; and
- relationship 112h between literal 102e in level 104a and literal 102e in word 106d of level 104b.

[0065] Note that the relationships 112a-h form a "sawtooth" pattern between levels 104a and 104b. This sawtooth pattern results from the overlap of literals between successive words in level 104b. For example:

- Words 106a and 106b overlap at literal 102b. This is reflected by relationships 112b and 112c, which connect words 106a and 106b in level 104b to the overlapping literal 102b in level 104a.
- Words 106b and 106c overlap at literal 102c. This is reflected by relationships 112d and 112e, which connect words 106b and 106c in level 104b to the overlapping literal 102c in level 104a.
- Words 106c and 106d overlap at literal 102d. This is reflected by relationships 112f and 112g, which connect words 106c and 106d in level 104b to the overlapping literal 102d in level 104a.

[0066] Furthermore, FIG. 1 illustrates relationships 114a-f between levels 104b and 104c. More specifically, these relationships 114a-f include:

- relationship 114a between word 106a in level 104b and word 106a in clause 108a of level 104c;
- relationship 114b between word 106b in level 104b and word 106b in clause 108a of level 104c;
- relationship 114c between word 106b in level 104b and word 106b in clause 108b of level 104c;
- relationship 114d between word 106c in level 104b and word 106c in clause 108b of level 104c;
- relationship 114e between word 106c in level 104b and word 106c in clause 108c of level 104c; and
relationship 114f between word 106d in level 104b and word 106d in clause 108c of level 104c.

[0067] Note that the relationships 114a-f form a "sawtooth" pattern between levels 104b and 104c. This sawtooth pattern results from the overlap of words between successive clauses in level 104c. For example:

- Clauses 108a and 108b overlap at word 106b. This is reflected by relationships 114b and 114c, which connect clauses 108a and 108b in level 104c to the overlapping word 106b in level 104b.
- Clauses 108b and 106c overlap at word 106c. This is reflected by relationships 114d and 114e, which connect clauses 108b and 108c in level 104c to the overlapping word 106c in level 104b.

[0068] The totality of the relationships illustrated in FIG. 1 provide one example of the reason that embodiments of the present invention use data elements each containing at least three literals (i.e., clauses), and of the reason that embodiments of the present invention are not required to use data elements each containing more than three literals. In general, embodiments of the present invention may be used to process knowledge that represents reciprocal relations between physical (also referred to herein as "perceptual") data and conceptual data, as described in more detail in the above-referenced U.S. Pat. No. 6,611,841. Although a literal (i.e., a single bit) may encode a unit of information, it is insufficient to encode a relation between two units of information. A word (i.e., two bits) may encode a relation between two units of information. A mere collection of words can represent a collection of distinct relations between literals. A word, however, cannot represent a relation between relations because the constituent elements of a word are literals, which themselves do not represent relations.

[0069] To represent a relation between two relations requires at least the use of a clause (i.e., three bits). For example, as illustrated by FIG. 1, it is only at level 104c, which contains clauses, that it becomes possible to represent relations between relations, i.e., relations between words, where each word represents a relation between literals. For example, the clause 108a in level 104c represents a relation between words 106a and 106b, as reflected in the overlap of words 106a and 106b at literal 102b within clause 108a.
[0070] Relations between relations may further be represented by sentences of any length (e.g., length 4, 5, 6, or greater). For example, a sentence of length 4 may represent a relation between two clauses of length 3. The minimum length required to represent a relation between relations, however, is 3. If data elements consisting of at least clauses are used, a knowledge acquisition and retrieval system that represents reciprocal relations between physical (i.e. perceptual) data and conceptual data, of the kind disclosed in U.S. Patent No. 6,611,841, may be implemented using such data elements to represent such reciprocal relations. In the example of FIG. 1, the elements 102a-e in FIG. 104a are an example of perceptual data, while the elements 108a-c in layer 104c are an example of conceptual data in relation to the perceptual data of layer 104a. More generally, the representation of FIG. 1 moves from perceptual data to conceptual data as the layers 104a-c are followed downward in FIG. 1.

[0071] The symbols and relationships shown in FIG. 1 are examples of what are shown in FIG. 5 as perceptions in the perceptual memory 501, concepts in the conceptual memory 502, and relationships (mappings) between the perceptions and concepts in the induction module 504. For example:

- bits 102a-e in layer 104a are examples of perceptions in the perceptual memory 501 of FIG. 5;
- symbol sets 106a-106d are examples of concepts in the conceptual memory 502 of FIG. 5; and
- relationships 112a-h are examples of relationships (mappings) between perceptions and conceptions in the induction module 504 of FIG. 5.

[0072] As mentioned above, concepts in the conceptual memory 502 may also be perceptions in the perceptual memory 501. For example:

- symbol sets 106a-d are examples of perceptions in the perceptual memory 501 of FIG. 5;
- symbol sets 108a-c are examples of concepts in the conceptual memory 502 of FIG. 5; and
- relationships 114a-f are examples of relationships (mappings) between perceptions and conceptions in the induction module 504 of FIG. 5.
[0073] Referring to FIGS. 2A-2C, an alternative illustration is shown of associations between the string 100 and subsets of the string 100. Although conceptually FIG. 2 represents the same information as FIG. 1, FIG. 2 illustrates that information in a different form, in which the string 100 is associated with (i.e., mapped to) symbol sets within multiple layers.

[0074] Referring to FIG. 2A, string 100 is shown with a first layer 204a. The first layer 204a is another example of a literals layer. First layer 204a contains individual symbols 252a and 252b, which in this example are individual bits. In FIG. 2A, the first layer 204a contains all symbols in the symbol set from which the symbols in the string 100 were selected. In the example of FIG. 2A, the string 100 is a set of binary numbers (i.e., bits), so the first layer 204a contains all individual binary symbols, namely -1 252a and +1 252b.

[0075] Embodiments of the present invention may map each of the symbols in the string 100 to an element (e.g., bit) in the first layer 204a that contains the same symbol. In the particular example of FIG. 2A, this has resulted in the following mappings:

- mapping 250a of symbol 102a to element 252b;
- mapping 250b of symbol 102b to element 252b;
- mapping 250c of symbol 102c to element 252a;
- mapping 250d of symbol 102d to element 252b; and
- mapping 250e of symbol 102d to element 252b.

[0076] Similarly, embodiments of the present invention may map subsets (e.g., substrings) of the string 100 to elements (e.g., symbol sets) in other layers. For example, referring to FIG. 2B, the symbol sets 106a-d from the second layer 104b of FIG. 1 are shown. FIG. 2B illustrates mappings 254a-d between the symbol sets 106a-d and words 256a-d in a second layer 204b.

[0077] The second layer 204b is another example of a word layer. Second layer 204b contains symbol sets 256a-d, of which is a word in this example. In FIG. 2B, the second layer 204b contains all symbol sets containing combinations of two symbols from the symbol set from which the symbols in the string 100 were selected. In the example of FIG. 2B, the string 100 is a set of binary numbers (i.e., bits), so the second layer 204b contains all combinations of two binary symbols, namely -1-1 (set 256a), -1+1 (set 256b), +1-1 (set 256c), and +1+1 (set 256d).
[0078] Embodiments of the present invention may map each of the words in the string 100 to an element (e.g., word) having the same value (e.g., word) in the second layer 204b. In the particular example of FIG. 2B, this has resulted in the following mappings:

- mapping 254a of word 106a to element 256d;
- mapping 254b of word 106b to element 256c;
- mapping 254c of word 106c to element 256b; and
- mapping 254d of word 106d to element 256d.

[0079] As another example, referring to FIG. 2C, the symbol sets 108a-c from the third layer 104c of FIG. 1 are shown. FIG. 2C illustrates mappings 258a-c between the symbol sets 108a-c and clauses 260a-h in a third layer 204c.

[0080] The third layer 204c is another example of a clause layer. Third layer 204b contains symbol sets 260a-h, of which is a clause in this example. In FIG. 2C, the third layer 204c contains all symbol sets containing combinations of three symbols from the symbol set from which the symbols in the string 100 were selected. In the example of FIG. 2C, the string 100 is a set of binary numbers (i.e., bits), so the third layer 204c contains all combinations of three binary symbols, namely -1-1-1 (set 260a), -1-1+1 (set 260b), -1+1-1 (set 260c), -1+1+1 (set 260d), +1-1-1 (set 260e), +1-1+1 (set 260f), +1+1-1 (set 260g), and +1+1+1 (set 260h).

[0081] Embodiments of the present invention may map each of the clauses in the string 100 to an element (e.g., clause) having the same value (e.g., clause) in the third layer 204c. In the particular example of FIG. 2C, this has resulted in the following mappings:

- mapping 258a of clause 108a to element 260g;
- mapping 258b of clause 108b to element 260f; and
- mapping 258c of clause 108c to element 260d.

[0082] It should be apparent from FIG. 1 and FIGS. 2A-2C that the division of the string 100 into sub-strings in FIG. 1 and the mappings between sub-strings of string 100 and various elements in FIGS. 2A-2C are equivalent to each other and represent the same information in different forms. Those having ordinary skill in the art will appreciate that FIG. 1 and FIGS. 2A-2C may be implemented in any of a variety of ways. For example, each of the various layers 204a-c is illustrated in FIGS. 2A-2C as containing all possible combinations of } symbols (where
i is the layer index). This may, for example, be implemented by creating, for each layer i, data structures representing all possible combinations of i symbols. In practice, however, the effect of FIGS. 2A-2C may be achieved without creating all (or even any) of such data structures. For example, the effect of FIGS. 2A-2C may be achieved by creating only those data structures to which an element of the string 100 is mapped. For example, in the case of FIG. 2B, there are mappings to words 256b, 256c, and 256d in layer 204b, but there is no mapping to word 256a. Therefore, data structures representing words 256b, 256c, and 256d may be created and mapped to data structures representing words 106a-d of the string 100, but no data structure representing word 256a need be created.

[0083] Alternatively for example, FIGS. 1 and 2A-2C may be implemented by assigning distinct numerical values to the symbol sets within each of the layers 204a-C. For example, in the case of FIG. 2B, the decimal value 0 may be assigned to word 256a, the decimal value 1 may be assigned to word 256b, the decimal value 2 may be assigned to word 256c, and the decimal value 3 may be assigned to word 256d. In this case, the mapping 254a may be represented by associating the decimal value 3 with word 106a, the mapping 254b may be represented by associating the decimal value 2 with word 106b, the mapping 254c may be represented by associating the decimal value 1 with word 106c, and the mapping 254d may be represented by associating the decimal value 3 with word 106d. As this example illustrates mappings may be implemented without creating separate data structures representing elements in the layers 204a-c (such as words 256a-d in layer 204b).

[0084] The particular implementations described above are merely examples of ways in which to implement FIGS. 1 and 2A-2C. Those having ordinary skill in the art will understand, based on the description herein, how to implement FIGS. 1 and 2A-2C in other ways that fall within the scope of the present invention.

[0085] Although FIGS. 2A-2C are provided herein as separate illustrations of mappings between various subsets of string 100 and layers 204a, 204b, and 204c, in practice embodiments of the present invention may be used to create any one or more of the mappings illustrated in FIGS. 2A-2C.

[0086] In general, embodiments of the present invention may perform alignment of a first sequence with a second sequence by: (1) generating mappings between the first sequence and
literals, words, and clauses formed from an alphabet, in the manner illustrated by FIGS. 1 and 2A-2C; (2) generating mappings between the second sequence and literals, words, and clauses formed from the alphabet, in the manner illustrated by FIGS. 1 and 2A-2C; and (3) aligning the first sequence with the second sequence by comparing the clauses of the first sequence with the clauses of the second sequence.

[0087] FIGS. 3A-3B and 4A-4B generally illustrate systems and methods that may be used to generate mappings between a string and one or more layers of the kind illustrated in FIG. 1 according to one embodiment of the present invention. First, the specific operation of FIGS. 3A-3B and 4A-4B will be described. Next, techniques for using the mappings generated by FIGS. 3A-3B and 4A-4B to perform sequence alignment will be described.

[0088] The system 300 (FIG. 3A) and method 400 (FIG. 4A) may operate as follows. The system 300 includes a string 302, such as the string 100 shown in FIG. 1. The system 300 also includes a string subset identification module 304. In general, the subset identification module 304 identifies, for each of a plurality of layers, a plurality of subsets of the string 302 within that layer. For example, the method 400 of FIG. 4A may enter a loop over each of a plurality of layers indices i (FIG. 4A, operation 402). The values of i may be selected from any set, such as {1, 2}, {1, 2, 3}, {1, 2, 3, 4}, {2, 3}, or {2, 3, 4}.

[0089] For each value of i, the subset identification module 304 may identify (e.g., generate) a plurality of subsets of the string 302 corresponding to layer i, wherein each subset in the plurality of subsets contains exactly i symbols (e.g., i consecutive symbols) from the string (FIG. 4A, operation 404). The subset identification module 304 may, for example, identify all distinct subsets of the string 302 that consist of consecutive symbols from the string and that contain exactly i symbols. The subsets 102a-e, 106a-d, 108a-c, and 110a-b shown in FIG. 1 are examples of such subsets.

[0090] The subset identification module 304 may repeat operation 404 for the remaining layers (FIG. 4A, operation 406). The resulting output of the subset identification module 304 is shown in FIG. 3A as a set of layer subsets 306. For purposes of example, the set of layer subsets 306 is shown as containing three layer subsets 306a-c. Layer subsets 306a may, for example, be the subsets 102a-e in layer 104a of FIG. 1; layer subsets 306b may, for example, be the subsets
106a-d in layer 104b of FIG. 1; and layer subsets 306c may, for example, be the subsets 108a-c in layer 104c of FIG. 1.

[0091] Referring to FIG. 3B, a dataflow diagram is shown of a system 350 for generating mappings of the kind illustrated in FIGS. 2A-2C according to one embodiment of the present invention. Referring to FIG. 4B, a flowchart is shown of a method 450 performed by the system 350 of FIG. 3B according to one embodiment of the present invention.

[0092] The system 350 (FIG. 3B) and method 450 (FIG. 4B) may operate as follows. The system 350 includes a string 352, such as the string 100 shown in FIG. 1. The system 350 also includes a layer generation module 354. In general, the layer generation module 354 generates a plurality of layers 356. By way of example, the layers 204a-c shown in FIGS. 2A-2C are examples of the layers 356 shown in FIG. 3B. More specifically, layers 356 includes layers 356a-c, in which layer 204a (FIG. 2A) is an example of layer 356a, layer 204b (FIG. 2B) is an example of layer 356b, and layer 204c (FIG. 2C) is an example of layer 356c.

[0093] The layer generation module 354 may generate the layers 356 in any of a variety of ways. For example, the method 450 of FIG. 4B may enter a loop over each of a plurality of layer indices i (FIG. 4B, operation 452). The values of i may be selected from any set, such as {1, 2}, {1, 2, 3}, {1, 2, 3, 4}, {2, 3}, or {2, 3, 4}.

[0094] For each value of i, the layer generation module 354 may identify (e.g., generate) a layer having layer index i, wherein each element in layer i contains exactly i symbols (FIG. 4B, operation 454). The layer generation module 354 may generate the elements within a particular layer in any of a variety of ways. For example, the layer generation module 354 may have access to a symbol alphabet 358. The symbol alphabet 358 may specify the set of symbols from which any string (e.g., string 352) may be generated. In the case of FIG. 1, in which the string 100 is a binary string, the symbol alphabet 358 may consist of two distinct symbols, e.g., {-1, +1} or {0, 1}. In the case of strings representing DNA sequences, the symbol alphabet 358 may consist of four distinct symbols, e.g., {G, T, C, A}. In the case of strings representing protein sequences, the symbol alphabet 358 may consist of twenty distinct symbols, e.g., {R, K, D, E, Q, N, H, S, T, Y, C, M, W, A, I, L, F, V, P, G}. These particular symbol alphabets are merely examples and do not constitute limitations of the present invention.
The layer generation module 354 may use the symbol alphabet 358 to generate, within a particular layer having index \(i\), a set of elements consisting of all possible combinations of \(i\) symbols selected from the symbol alphabet 358 (where a single symbol may be repeated within an element). For example, if \(i=2\), the layer generation module 354 may generate, within layer 2, a set of two-symbol elements consisting of all possible combinations of two symbols selected from the symbol alphabet 358. If, for example, the symbol alphabet 358 defines the set \([-1, +1]\), then for \(i=2\), the layer generation module may generate a layer containing the elements -1-1, -1+1, +1-1, and +1+1 (as represented by layer 204b in FIG. 2B).

The layer generation module 354 may repeat operation 454 for the remaining layers (FIG. 4B, operation 456). The resulting output of the layer generation module 354, as shown in FIG. 3B, is the set of layers 356.

The system of FIG. 3B also includes a mapping identification module 360. In general, the mapping identification module 360 identifies mappings 362 between subsets of the string 352 and elements within the layers 356 generated by the layer generation module 356. The mapping identification module 360 may, for example, identify a set of such mappings for each layer in the layers 356. The mappings shown in FIGS. 2A-2C are examples of such mappings. For example, in the particular embodiment shown in FIG. 3B, the mapping identification module 360 has identified mappings 364a between subsets of string 352 and layer 356a; mappings 364b between subsets of string 352 and layer 356b; and mappings 364c between subsets of string 352 and layer 356c. The mappings 250a-e in FIG. 2A are examples of the mappings 364a in FIG. 3B; the mappings 254a-d in FIG. 2B are examples of the mappings 364b in FIG. 3B; and the mappings 258a-c in FIG. 2C are examples of the mappings 364c in FIG. 3C.

Referring again to FIG. 4B, the mapping identification module 360 may enter a loop over each of the layer indices \(i\) (or over any subset of such indices) (FIG. 4B, operation 458). The mapping identification module 360 may identify (e.g., generate) one or more sub-strings of the string 352, in which each of the sub-strings contains exactly \(i\) symbols (FIG. 4B, operation 460). Each such sub-string may, for example, consist of a consecutive set of symbols from the string 352. The mapping identification module 360 may, in operation 460, identify all sub-strings of the string 352 containing exactly \(i\) symbols or only a subset of such sub-strings.
For each of the sub-strings identified in operation 460, the mapping identification module 360 identifies (e.g., generates) a mapping between the sub-string and an element in layer \(i\) (within the layers 356) that is identical to the sub-string (FIG. 4B, operation 462). For example, if \(i=2\) and the sub-string is 01, then the mapping identification module 360 may identify a mapping (e.g., mapping 254c in FIG. 2B) between the sub-string 01 (e.g., sub-string 106c in FIG. 2B) and the element 01 (e.g., element 256b in FIG. 2B) in layer 2. By repeating the operations described above, the mapping identification module 360 generates the mappings 362 based on the string 352 and the layers 356.

Once a string has been mapped to one or more layers using the techniques illustrated in FIGS. 3A-3B and 4A-4B, the resulting mappings may be used to align the string with one or more other strings.

In general, the system 370 of FIG. 3C contains two or more strings. In particular, a first string 352a, a second string 352b, and a third string 352c are shown in FIG. 3C for purposes of example. In general, however, the techniques of FIG. 3C may be applied to any number of strings (i.e., two, three, or more strings). Therefore, any references herein to aligning multiple strings should be understood to apply to aligning two or more strings. For example, the techniques that are shown in FIG. 3C in connection with three strings may be applied to two strings, three strings, or more than three strings. The system 370 of FIG. 3C aligns the first string 352a, the second string 352b, and the third string 352c with each other. More specifically, referring to the method 470 of FIG. 4C, the system 370 applies the techniques of FIGS. 3B and 4B to the first string 352a to produce mappings 362a of the first string 352a to one or more layers (FIG. 4C, operation 472). The system 370 applies the techniques of FIGS. 3B and 4B to the second string 352b to produce mappings 362b of the second string 352b to one or more layers (FIG. 4C, operation 474). The system 370 applies the techniques of FIGS. 3B and 4B to the third string 352c to produce mappings 362c of the third string 352c to one or more layers (FIG. 4C, operation 474). The system 370 includes an alignment module 372, which aligns the first string 352a, the second string 352b, and the third string 352c with each other using the first mappings 362a, the second mappings 362b, and the third mappings 362c, thereby producing alignment output 374 representing the results of aligning the first string 352a, the second string 352b, and the third string 352c with each other (FIG. 4C, operation 476). The system 370 and
method 470 may align the strings 352a-c with each other in polynomial time, regardless of the number of strings aligned.

[0102] The alignment module 372 may align the strings 352a, 352b, and 352c in any of a variety of ways. The following description will refer to aligning only the first string 352a with the second string 352b for ease of explanation. However, the same techniques may be used to align any number of strings with each other. For example, recall that the system 370 has created mappings 362a for string 352a and mappings 362b for string 352b. Each of the mappings 362a and 362b may have the form and properties of the mappings 362 of FIG. 3B. For example, the mappings 362a associated with string 352a may include corresponding layer mappings having the form and properties of layer mappings 362a, 362b, and 362c, while the mappings 362b associated with string 352b may include corresponding layer mappings having the form and properties of layer mappings 362a, 362b, and 362c.

[0103] The layer mappings within the mappings 362a and 362b represents a hierarchical index of literals, words, and clauses in the strings 352a and 352b. For example, with respect to string 352a:

- the layer mappings 364a within the mappings 362a associated with string 352a indicate the positions within string 352a at which each -1 occurs, and the positions within string 352a at which each +1 occurs;
- the layer mappings 364b within the mappings 362a associated with string 352a indicate the positions within string 352a at which each word -1-1 occurs, the positions within string 352a at which each word -1+1 occurs, the positions within string 352a at which each word +1-1 occurs, and the positions within string 352a at which each word +1+1 occurs; and
- the layer mappings 364c within the mappings 362a associated with string 352a indicate the positions within string 352a at which each clause -1-1-1 occurs, the positions within string 352a at which each clause -1-1+1 occurs, the positions within string 352a at which each clause -1+1-1 occurs, the positions within string 352a at which each clause -1+1+1 occurs, the positions within string 352a at which each clause +1-1-1 occurs, the positions within string 352a at which each
clause +1-1+1 occurs, the positions within string 352a at which each clause +1+1-1 occurs, and the positions within string 352a at which each clause +1+1+1 occurs.

[0104] Similarly, with respect to string 352b:

- the layer mappings 364a within the mappings 362b associated with string 352b indicate the positions within string 352b at which each -1 occurs, and the positions within string 352b at which each +1 occurs;

- the layer mappings 364b within the mappings 362b associated with string 352b indicate the positions within string 352b at which each word -1-1 occurs, the positions within string 352b at which each word -1+1 occurs, the positions within string 352b at which each word +1-1 occurs, and the positions within string 352b at which each word +1+1 occurs; and

- the layer mappings 364c within the mappings 362b associated with string 352b indicate the positions within string 352b at which each clause -1-1-1 occurs, the positions within string 352b at which each clause -1-1+1 occurs, the positions within string 352b at which each clause -1+1-1 occurs, the positions within string 352b at which each clause -1+1+1 occurs, the positions within string 352b at which each clause +1-1-1 occurs, the positions within string 352b at which each clause +1-1+1 occurs, the positions within string 352b at which each clause +1+1-1 occurs, and the positions within string 352b at which each clause +1+1+1 occurs.

[0105] The alignment module 372 may use such information about the locations of each literal, clause, and/or word in each of the strings 352a and 352b to align the two strings 352a and 352b. For example, consider a particular embodiment in which the alignment module 372 uses only the clause mappings 364c for the strings 352a and 352b. For example, the alignment module 372 may, for each 3-bit sequence C (i.e., clause) in the first string 352a, use the layer mappings 364c within the mappings 362b associated with the second string 352b to identify all occurrences (if any) of the clause C in the second string 352b. Such an operation may be performed in a fixed amount of time. For each match of clause C that the alignment module
finds in the second string 352b, the alignment module may determine, based on the location of clause \( C \) in the first string 352a and the location of the matching clause in the second string 352b, whether the two instances of clause \( C \) are located at the same location in both strings 352a and 352b or at different locations. If they are at different locations, the alignment module 372 may identify a difference between the locations, such as by subtracting the location of clause \( C \) in string 352a from the location of clause \( C \) in string 352b.

[0106] The example just described involves finding exact matches for each clause of the first string 352a in the second string 352b. This is also referred to as finding the "intersection" of strings 352a and 352b. The alignment module 372 may perform other alignment operations, in addition to or instead of finding the intersection.

[0107] For example, the alignment module 372 may find, for each clause \( C \) in the first string 352a, all clauses in the second string 352b that are different than clause \( C \). One way in which alignment module 372 may find such differences is by first finding the exact matches for clause \( C \) in the second string 352b, and then concluding that all clauses in the second string 352b that are not exact matches for clause \( C \) are different than clause \( C \).

[0108] As another example, it may be of interest to identify contents in the second string 352b that are the complement of contents in the first string 352a. In the case of binary numbers, the complement of -1 is +1 and the complement of +1 is -1. In the case of other alphabets (such as an alphabet representing the amino acids), other complements may exist. The alignment module 372 may identify complements in any of a variety of ways. For example, the alignment module 372 may be configured, for each possible combination of clause \( C_1 \) and \( C_2 \), with knowledge of the complements of \( C_1 \) in \( C_2 \). For example, the alignment module 372 may be configured with knowledge that if \( C_1 = -1+1-1 \) and \( C_2 = -1-1+1 \), then there is no complement at the leftmost location (because -1 is not the complement of -1), that there is a complement at the middle location (because -1 is the complement of +1), and that there is a complement at the rightmost location (because +1 is the complement of -1).

[0109] The alignment module 372 may use any of the techniques disclosed above for all clauses \( C \) in the first string 352a to identify intersections (identical matches), differences, and/or complements of such clauses in the second string 352b, and to identify the locations of such intersections, differences, and/or complements in the second string 352b. The result is an
alignment of the first string 352a with the second string 352b. Because the operations on each clause can be performed in a fixed amount of time, and because the number of operations required is equal to the number of clauses C, the alignment module 372 may perform the alignment in polynomial time.

[0110] As described above, the string 352a may be represented by a first three-dimensional representation of the kind shown in FIGS. 6A-6H, and the second string 352b may be represented by a first three-dimensional representation of the kind shown in FIGS. 6A-6H. For example, each bit in the string 352a may be mapped to one of the dimensions in the three-dimensional space 600 in a repeating pattern (e.g., x, y, z, x, y, z, etc.). Similarly, each bit in the string 352b may be mapped to one of the dimensions in the three-dimensional space 600 in the same repeating pattern.

[0111] For example, assume that the string 352a is the binary number +1+1+1-1-1-1. Such a binary number may be mapped to the x, y, and z dimensions in the following way:

+1+1+1+1-1-1.  

Now assume that the string 352b is the binary number +1+1+1-1-1+1. Such a binary number may be mapped to the x, y, and z dimensions in the following way:

+1+1+1-1-1+1.  

As can be seen, the leftmost six bits of these two strings are identical to each other. The second string 352b, however, is shifted by one bit to the left with respect to the first string 352a, as indicated by the rightmost +1x bit of the second string 352b.

[0112] When performing the alignment method 470 of FIG. 4C on two such strings, the method 470 may determine both: (1) that the second string 352b contains an additional bit (namely, the rightmost bit +1x) which the first string 352a does not contain; and (2) that the leftmost six bits of the second string 352b are identical to the bits of the first string 352b, except that the leftmost six bits of the second string 352b are shifted by one bit to the left relative to the bits of the first string 352a. The method 470 may make this second determination by reference to the spatial coordinates of the first and second strings 352a-b, i.e., by reference to the x, y, and z dimensions to which the bits of the first and second strings 352a-b have been mapped. For example, it can be seen that although both the first and second strings 352a-b contain the six bits +1+1+1-1-1-1, these bits are mapped to the dimensions zyxzyx in the first string 352a and to the dimensions zyxzy in the second string 352b. The alignment method 470 of FIG. 4C may
compare these dimension mappings to each other do determine that the bits of the first string 352a have been shifted by one position to the left in the second string 352b.

[0113] It is important to both compare the values of the bits in the strings 352a-b and the spatial positions of those bits because it is not only differences in values but also differences in spatial positions that can be significant. For example, if the strings 352a-b represent proteins, the presence of the same bit sequence (e.g., +1+1+1-1-1-1) at different spatial positions in the two strings 352a-b can indicate the presence of a genetic disorder or other defect. Such a problem cannot be detected merely by comparing the values of the bits in the two strings 352a-b. Instead, detecting such a problem requires also comparing the spatial positions of the bits in the two strings 352a-b. Embodiments of the present invention which represent the strings 352a-b as three-dimensional structures (such as of the kinds shown in FIGS. 6A-6H) can assist in making such comparisons.

[0114] Embodiments of the present invention may produce output 374 representing the results of an alignment in any of a variety of ways. For example, embodiments of the present invention may represent the results of the alignment using text strings representing the similarities and differences between the first string 352a and the second string 352b, or by using colors to represent the differences between the first string 352a and the second string 352b. More generally, embodiments of the present invention may produce output 374 having any of the forms commonly used to represent intersections, differences, and/or complements in sequence alignments.

[0115] Embodiments of the present invention have a variety of advantages. For example, one advantage of embodiments of the present invention is that they may be used to align sequences extremely rapidly. Consider, for example, the problem of aligning a sequence containing 500 binary elements. To search a knowledgebase exhaustively for all possible sequences of this length would require $2^{500}$ operations. Such a search clearly is computationally infeasible.

[0116] In contrast, embodiments of the present invention may be used to decompose the sequence into layers in the manner described above. Assume, for example, that the sequence is decomposed into clauses, each of which consists of three binary elements. Because each such clause has only eight ($2^3$) possible values, a search may be performed for each such clause using
only a maximum of eight operations. Therefore, if the number of clauses to be searched is \( n \), then a search for the entire sequence may be performed in \( 8n \) operations. In the example above, in which the sequence contains 500 elements, the number of operations required would be approximately 1,333. As can be seen from this example, embodiments of the present invention may be used to search for sequences in a knowledgebase, and thereby perform sequence alignment, much more rapidly than is possible when performing an exhaustive search.

[0117] Another advantage of embodiments of the present invention is that they may be used to perform alignment precisely on an element-by-element basis. In other words, embodiments of the present invention may be used to determine whether each and every element in a first sequence is the same as or different from each and every element in a second sequence, and to produce output representing those similarities and differences for each element in the first sequence. This is a significant benefit in comparison to alignment techniques that perform alignment only on a statistical basis, and which therefore only produce output indicating the statistical degree of similarity between two sequences (e.g., 5% or 90%). Embodiments of the present invention may be used to provide such precise alignment at the very high speeds described above.

[0118] It is to be understood that although the invention has been described above in terms of particular embodiments, the foregoing embodiments are provided as illustrative only, and do not limit or define the scope of the invention. Various other embodiments, including but not limited to the following, are also within the scope of the claims. For example, elements and components described herein may be further divided into additional components or joined together to form fewer components for performing the same functions.

[0119] Any of the functions disclosed herein may be implemented using means for performing those functions. Such means include, but are not limited to, any of the components disclosed herein, such as the computer-related components described below.

[0120] The techniques described above may be implemented, for example, in hardware, one or more computer programs tangibly stored on one or more computer-readable media, firmware, or any combination thereof. The techniques described above may be implemented in one or more computer programs executing on (or executable by) a programmable computer including any combination of any number of the following: a processor, a storage medium
readable and/or writable by the processor (including, for example, volatile and non-volatile memory and/or storage elements), an input device, and an output device. Program code may be applied to input entered using the input device to perform the functions described and to generate output using the output device.

[0121] Each computer program within the scope of the claims below may be implemented in any programming language, such as assembly language, machine language, a high-level procedural programming language, or an object-oriented programming language. The programming language may, for example, be a compiled or interpreted programming language.

[0122] Each such computer program may be implemented in a computer program product tangibly embodied in a machine-readable storage device for execution by a computer processor. Method steps of the invention may be performed by one or more computer processors executing a program tangibly embodied on a computer-readable medium to perform functions of the invention by operating on input and generating output. Suitable processors include, by way of example, both general and special purpose microprocessors. Generally, the processor receives (reads) instructions and data from a memory (such as a read-only memory and/or a random access memory) and writes (stores) instructions and data to the memory. Storage devices suitable for tangibly embodying computer program instructions and data include, for example, all forms of non-volatile memory, such as semiconductor memory devices, including EPROM, EEPROM, and flash memory devices; magnetic disks such as internal hard disks and removable disks; magneto-optical disks; and CD-ROMs. Any of the foregoing may be supplemented by, or incorporated in, specially-designed ASICs (application-specific integrated circuits) or FPGAs (Field-Programmable Gate Arrays). A computer can generally also receive (read) programs and data from, and write (store) programs and data to, a non-transitory computer-readable storage medium such as an internal disk (not shown) or a removable disk. These elements will also be found in a conventional desktop or workstation computer as well as other computers suitable for executing computer programs implementing the methods described herein, which may be used in conjunction with any digital print engine or marking engine, display monitor, or other raster output device capable of producing color or gray scale pixels on paper, film, display screen, or other output medium.
[0123] Any data disclosed herein may be implemented, for example, in one or more data structures tangibly stored on a non-transitory computer-readable medium. Embodiments of the invention may store such data in such data structure(s) and read such data from such data structure(s).
CLAIMS

1. A method performed by at least one computer processor executing computer program instructions stored on at least one computer-readable medium, the method comprising:

   (1) receiving a first sentence, the first sentence comprising a first ordered sequence of symbols;

   (2) identifying a first plurality of clauses in the first sentence, wherein each of the first plurality of clauses consists of three elements;

   (3) creating a first index of locations of occurrence of each of a plurality of distinct clauses in the first sentence;

   (4) receiving a second sentence, the second sentence comprising a second ordered sequence of symbols;

   (5) identifying a second plurality of clauses in the second sentence, wherein each of the second plurality of clauses consists of three elements;

   (6) creating a second index of locations of occurrence of each of the plurality of distinct clauses in the second sentence; and

   (7) aligning the first sentence with the second sentence based on the first index and the second index.

2. The method of claim 1, wherein the sentence represents a protein sequence.

3. The method of claim 1, wherein the sentence represents a DNA sequence.

4. The method of claim 1, wherein the sentence represents an RNA sequence.

5. The method of claim 1, wherein (7) comprises finding clauses in the second sentence that are identical to clauses in the first sentence.
6. The method of claim 1, wherein (7) comprises finding clauses in the second sentence that are different than clauses in the first sentence.

7. The method of claim 1, wherein (7) comprises finding elements in the second sentence that are complements of elements in the first sentence.

8. The method of claim 1, wherein (7) comprises:

   (7)(a) creating a three dimensional representation of the first sentence and a three dimensional representation of the second sentence; and

   (7)(b) aligning the first sentence with the second sentence based on the three dimensional representation of the first sentence and the three dimensional representation of the second sentence.

9. A system comprising at least one non-transitory computer-readable medium having computer program instructions stored thereon, wherein the computer program instructions are executable by at least one computer processor to perform a method, the method comprising:

   (1) receiving a first sentence, the first sentence comprising a first ordered sequence of symbols;

   (2) identifying a first plurality of clauses in the first sentence, wherein each of the first plurality of clauses consists of three elements;

   (3) creating a first index of locations of occurrence of each of a plurality of distinct clauses in the first sentence;

   (4) receiving a second sentence, the second sentence comprising a second ordered sequence of symbols;

   (5) identifying a second plurality of clauses in the second sentence, wherein each of the second plurality of clauses consists of three elements;

   (6) creating a second index of locations of occurrence of each of the plurality of distinct clauses in the second sentence; and
10. The system of claim 9, wherein the sentence represents a protein sequence.

11. The system of claim 9, wherein the sentence represents a DNA sequence.

12. The system of claim 9, wherein the sentence represents an RNA sequence.

13. The system of claim 9, wherein (7) comprises finding clauses in the second sentence that are identical to clauses in the first sentence.

14. The system of claim 9, wherein (7) comprises finding clauses in the second sentence that are different than clauses in the first sentence.

15. The system of claim 9, wherein (7) comprises finding elements in the second sentence that are complements of elements in the first sentence.

16. The system of claim 9, wherein (7) comprises:

(7)(a) creating a three dimensional representation of the first sentence and a three dimensional representation of the second sentence; and

(7)(b) aligning the first sentence with the second sentence based on the three dimensional representation of the first sentence and the three dimensional representation of the second sentence.
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