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(57) ABSTRACT 

A method of real-time tracking of an object includes captur 
ing a first and a second image of the object. The object is 
detected in the first image and movement of the object is 
tracked between the images. Tracking of the object includes 
obtaining an initial pose of the camera; projecting an image of 
a model object onto the second image; determining a gradient 
profile of the second image from an edge point of the model 
object along a first direction that is normal to the edge of the 
model object; computing a radius on the gradient profile; 
determining a rank order of the peaks of the gradient profile 
along the radius; comparing the rank order with a predeter 
mined rank order to generate a feature candidate point; and 
reducing a distance along the first direction between the fea 
ture candidate point and the edge point on the edge of the 
model object. 
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TRACKING TEXTURERCH OBJECTS 
USING RANK ORDER FILTERING 

BACKGROUND 

This disclosure relates generally to augmented reality 
applications, and in particular but not exclusively, relates to 
the tracking of an object in augmented reality applications. 
A significant challenge to enabling Augmented Reality 

(AR) on mobile phones or other mobile platforms is the 
problem of tracking objects robustly and in real-time. Object 
tracking for AR applications has very demanding require 
ments: it must deliver full six degrees of freedom, give abso 
lute measurements with respect to a given coordinate system, 
be very robust and run in real-time. Of interest are methods to 
compute camera pose using computer vision (CV) based 
approaches, which rely on first detecting and, Subsequently, 
tracking objects within the camera view. In one aspect, the 
tracking operations include detecting and tracking the edges 
of the object in order for the augmentations rendered by the 
graphics engine to be tightly aligned with the real (world) 
object. 
The main difficulty in an edge-based tracker is the corre 

spondence problem, i.e., to reliably and correctly match a 
model edge segment (can be 2D or 3D) to one of the detected 
edge pixels in an image. Establishing correspondences is 
typically straightforward for objects that have high contrast, 
sparse and well defined edges, for example, by associating the 
model edge to the eligible edge pixel nearest to its projection 
in the image (nearest neighbor association). This simple 
approach usually results in a large number of correctly 
matched model-image edge pairs, assuming that interframe 
motion of the model projection is small. However, when there 
are rich textures on the target object, edge pixels are more 
difficult to match. For example, nearest neighbor association 
is likely to contain a large number of erroneous correspon 
dences, due to the number of edge pixels detected next to the 
model projection and their appearance ambiguity. A large 
number of erroneous feature correspondences eventually 
leads to tracking failure. Furthermore, in an AR application, 
faster tracker is preferred, since faster trackers leave more 
time for complex virtual object rendering. As a result, there is 
the need for efficient feature correspondence methods. 

SUMMARY 

These problems and others may be solved according to 
various embodiments, described herein. 

According to one aspect of the present disclosure, a method 
of real-time tracking of an object includes capturing, with a 
camera, a first and a second image of the object. The object is 
detected in the first image and movement of the object 
between the first and second images is tracked. Tracking of 
the object includes obtaining an initial pose of the camera; 
projecting an image of a model object onto the second image: 
determining a gradient profile of the second image from an 
edge point on an edge of the model object along a first direc 
tion that is normal to the edge of the model object; computing 
a radius on the gradient profile; determining a rank order of 
the peaks of the gradient profile along the radius; comparing 
the rank order with a predetermined rank order to generate a 
feature candidate point; and reducing a distance along the first 
direction between the feature candidate point and the edge 
point on the edge of the model object. 

According to another aspect of the present disclosure, a 
computer-readable medium includes program code stored 
thereon for real-time tracking of an object. The program code 
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2 
includes instructions to capture, with a camera, a first and a 
second image of the object, where the object has a plurality of 
edges. The program code also includes instructions to detect 
the object in the first image and to track the object between the 
first image and the second image. The instructions to track the 
object further includes instructions to: obtain an initial pose 
of the camera in response to the detecting of the object in the 
first image; project an image of a model object onto the 
second image based on the initial pose of the camera; deter 
mine a gradient profile of the second image from a edge point 
on an edge of the model object along a first direction that is 
normal to the edge of the model object, where the gradient 
profile includes a plurality of peaks; compute a radius for 
determining feature correspondence on the gradient profile; 
determine a rank order of the peaks of the gradient profile 
along the radius; compare the rank order with a predeter 
mined rank order to generate a feature candidate point; and 
reduce a distance along the first direction between the feature 
candidate point and the edge point on the edge of the model 
object. 

In a further aspect of the present disclosure, an apparatus 
includes a camera, a memory, and a processing unit. The 
memory is adapted to store program code for real-time track 
ing of an object. The processing unit is adapted to access and 
execute instructions included in the program code. When the 
instructions are executed by the processing unit, the process 
ing unit directs the apparatus to capture, with the camera, a 
first and a second image of the object, where the object has a 
plurality of edges. The processing unit also directs the appa 
ratus to detect the object in the first image and to track the 
object between the first image and the second image. The 
processing unit further directs the apparatus to: obtain an 
initial pose of the camera in response to the detection of the 
object in the first image; project an image of a model object 
onto the second image based on the initial pose of the camera; 
determine a gradient profile of the second image from an edge 
point on an edge of the model object along a first direction that 
is normal to the edge of the model object, where the gradient 
profile includes a plurality of peaks; compute a radius for 
determining feature correspondence on the gradient profile; 
determine a rank order of the peaks of the gradient profile 
along the radius; compare the rank order with a predeter 
mined rank order to generate a feature candidate point of the 
second image; and reduce a distance along the first direction 
between the feature candidate point and the edge point on the 
edge of the model object. 

In yet another aspect of the present disclosure, a system for 
real-time tracking of an object includes means for capturing, 
with a camera, a first and a second image of the object, 
wherein the object has a plurality of edges. The system also 
includes means for detecting the object in the first image and 
means for tracking the object between the first image and the 
second image. The means for tracking the object includes: 
means for obtaining an initial pose of the camera in response 
to the detecting of the object in the first image; means for 
projecting an image of a model object onto the second image 
based on the initial pose of the camera; means for determining 
a gradient profile of the second image from an edge point on 
an edge of the model object along a first direction that is 
normal to the edge of the model object, where the gradient 
profile includes a plurality of peaks; means for computing a 
radius for determining feature correspondence on the gradi 
ent profile; means for determining a rank order of the peaks of 
the gradient profile along the radius; means for comparing the 
rank order with a predetermined rank order to generate a 
feature candidate point of the second image; and means for 
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reducing a distance along the first direction between the fea 
ture candidate point and the edge point on the edge of the 
model object. 
The above and other aspects, objects, and features of the 

present disclosure will become apparent from the following 
description of various embodiments, given in conjunction 
with the accompanying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

A further understanding of the nature and advantages of 
various embodiments may be realized by reference to the 
following figures. In the appended figures, similar compo 
nents or features may have the same reference label. Further, 
various components of the same type may be distinguished by 
following the reference label by a dash and a second label that 
distinguishes among the similar components. If only the first 
reference label is used in the specification, the description is 
applicable to any one of the similar components having the 
same first reference label irrespective of the second reference 
label. 

FIGS. 1A and 1B illustrate a front side and a backside, 
respectively, of a mobile platform capable of detecting and 
tracking an object using rank order filtering. 

FIG. 2A illustrates the movement of a mobile platform 
with respect to an object and a change in camera pose. 

FIG. 2B illustrates the movement of an object on the dis 
play of a mobile platform. 

FIG. 3A is a flowchart illustrating a process of building a 
model object. 

FIG. 3B illustrates an image of an object having a rich 
texture. 

FIG. 3C illustrates an edge point on an edge of the model 
object and a direction that is normal to the edge of the model 
object. 

FIG. 3D illustrates a gradient profile of the model object 
along the direction of FIG. 3C. 

FIG. 4 is a flowchart illustrating a process of detecting and 
tracking an object. 

FIG. 5 illustrates a first image of an object having a rich 
texture. 

FIG. 6 illustrates a second image of the object moved with 
respect to the first image of FIG. 5. 

FIG. 7 illustrate the projection of a model object onto the 
Second image. 

FIG. 8 illustrates an edge point on an edge of the model 
object and a direction that is normal to the edge of the model 
object. 

FIG. 9 illustrates is a gradient profile of the second image 
along the direction of FIG. 8. 

FIG. 10 illustrates a feature candidate point on an edge of 
the object. 

FIG. 11 illustrates the object of the second image and the 
updated pose of the camera. 

FIG. 12 is a functional block diagram illustrating a mobile 
platform capable of detecting and tracking an object using 
rank order filtering. 

DETAILED DESCRIPTION 

Reference throughout this specification to “one embodi 
ment”, “an embodiment”, “one example', or “an example' 
means that a particular feature, structure, or characteristic 
described in connection with the embodiment or example is 
included in at least one embodiment. Thus, the appearances of 
the phrases “in one embodiment” or “in an embodiment” in 
various places throughout this specification are not necessar 
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4 
ily all referring to the same embodiment. Furthermore, the 
particular features, structures, or characteristics may be com 
bined in any Suitable manner in one or more embodiments. 
Any example or embodiment described herein is not to be 
construed as preferred or advantageous over other examples 
or embodiments. 

FIGS. 1A and 1B illustrate a front side and a backside, 
respectively, of a mobile platform 100 capable of detecting 
and tracking an object using rank order filtering, as described 
herein. Mobile platform 100 is illustrated as including a dis 
play 102, speakers 104, and microphone 106. Mobile plat 
form 100 further includes a camera 108 for capturing images 
of an environment. Mobile platform 100 may further include 
motion sensors (not shown), Such as accelerometers, gyro 
Scopes or the like, which may be used to assist in determining 
the pose of mobile platform 100 or equivalently the camera 
108, which may have a known/calibrated position relation 
ship to the motion sensors. The pose of mobile platform 100 
may also or alternatively be determined using vision based 
tracking techniques. 
As used herein, a mobile platform refers to any portable 

electronic device Such as a cellular or other wireless commu 
nication device, personal communication system (PCS) 
device, personal navigation device (PND), Personal Informa 
tion Manager (PIM), Personal Digital Assistant (PDA), or 
other suitable mobile device. The mobile platform may be 
capable of receiving wireless communication and/or naviga 
tion signals, such as navigation positioning signals. The term 
“mobile platform' is also intended to include devices which 
communicate with a personal navigation device (PND). Such 
as by short-range wireless, infrared, wireline connection, or 
other connection -regardless of whether satellite signal 
reception, assistance data reception, and/or position-related 
processing occurs at the device or at the PND. Also, “mobile 
platform' is intended to include all electronic devices, includ 
ing wireless communication devices, computers, laptops, 
tablet computers, etc. which are capable of augmented reality 
(AR). 

In AR applications, a real world object is imaged and 
displayed on a screen along with computer generated infor 
mation, such as an image, a 3D virtual actor or textual infor 
mation. In AR, the imaged real world objects are detected and 
tracked in order to determine the camera's position and ori 
entation (pose) information relative to the object. This infor 
mation is used to correctly render the graphical object to be 
displayed along with the real-world object. The real world 
objects that are detected and tracked may be either two 
dimensional (2D) or three-dimensional (3D) objects. 
A significant challenge to enabling AR on mobile phones 

or other mobile platforms is the problem of estimating and 
tracking the camera pose accurately and in real-time. Pose 
tracking for AR applications has very demanding require 
ments: it must deliver full six degrees of freedom, give abso 
lute measurements with respect to a given coordinate system, 
be very robust and run in real-time. Of interest are methods to 
compute pose using computer vision (CV) based approaches, 
which rely on first detecting and, Subsequently, tracking 
objects within the camera view. 

FIG. 2A illustrates a side view of mobile platform 100 
capturing first and second images of real-world object 200. 
That is, numeral 100A illustrates the capturing of a first image 
of object 200 while the mobile platform is in a first position 
relative to object 200 and numeral 100B illustrates the cap 
turing of a second image of object 200 while the mobile 
platform is in a second position. Due to the movement of the 
mobile platform, the pose of the camera has changed and thus 
any computer-generated ARgraphics may need to be adjusted 
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either by updating the angle of view or the size of the graph 
ics. Furthermore, movement of the mobile platform will 
translate to movement of the captured object between the first 
and second images. For example, FIG. 2B illustrates the 
movement of object 200 on display 102 of a mobile platform. 
The movement of the mobile platform results in a shifting of 
object 200 on display 102. That is, numeral 200A illustrates 
the position of object 200 in the first captured image when the 
mobile platform is in a first position (e.g., position 100A of 
FIG. 2A), and numeral 200B illustrates the position of object 
200 in the second captured image when the mobile platform 
is in a second position (e.g., position 100B of FIG. 2A). In the 
illustrated example, object 200 has moved to the left and 
down with respect to the object placement within the captured 
image on display 102. In various examples, the object move 
ment may be caused by the actual object moving, the mobile 
platform moving, or a combination of both. The mobile plat 
form needs to track this movement so that augmentations that 
are rendered remain in proper size and perspective. 

Edge detection and correspondence finding are commonly 
implemented for tracking movement of objects in AR appli 
cations. However, object 200 may be a texture rich object. 
That is, object 200 may be a 2D or 3D object that has a surface 
205 that includes several lines, contrast changes, various col 
ors, gradient shadings, or other aspects that may make tradi 
tional methods of edge detection and matching difficult. The 
texture rich aspect of surface 205 is shown as cross-hatching 
in FIGS. 2A and 2B, but which has been removed in some 
figures so as not to obscure details of the present disclosure. 

In order to track this movement of a texture rich object, as 
well as of non-texture rich objects, embodiments of the 
present disclosure provide for the rank order filtering of fea 
ture candidate points and comparing them with model edge 
points of a model object, so as to increase robustness of the 
tracking and to reduce the number of falsely matched edge 
points for matching with a projected model. Thus, the 
embodiments of the present disclosure may include two dis 
tinct operations: (1) the pre-deployment building of the model 
object for use in Subsequent tracking operations; and (2) the 
detection and tracking of a real world object using the previ 
ously built model object as a reference. These and other 
features of the present disclosure are described in more detail 
below. 
FIG.3A is a flowchart illustrating a process 300 of building 

a model object. In process block 305 edge pixels of a model 
object are detected using an edge detection algorithm. In one 
embodiment, the edge detection algorithm is a known algo 
rithm, such as the Canny Edge Detector algorithm. FIG. 3B 
illustrates a model image 330 including the model object 332 
having a texture rich surface 334 and detected edge segments 
336A-C. Model image 330 may be a digital image that is used 
to print an AR object; a photograph of an object with known 
camera pose; or a texture image used to render a computer 
aided-design (CAD) model of a 3D object. In all cases the 
transformation between a point in the model image 330 and 
object 332 is known. 

Next, in process block 310 each edge pixel of model object 
332 is associated with an edge-normal direction, i.e., the 
direction that is perpendicular to the direction of the edge 
segment. FIG. 3C illustrates a single edge point 338 on edge 
segment 336A of the model object and a direction 340 that is 
normal to the edge of the model object. In one embodiment, 
normal direction 340 is selected such that along the normal 
direction, a Subsequently computed image gradient is positive 
at edge pixel 338. That is, this is to say that along the normal 
direction, we will observe dark to bright image intensity 
transition. This convention of edge normal direction provides 
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6 
an additional eligibility constraint for finding edge correspon 
dences as will become clear in the feature matching process to 
be discussed below. 

Proceeding now to process block 315, a radius is selected 
for each edge pixel of model object 332. The selected radius 
provides the interaction range of each edge pixel with its 
neighboring edge pixels. In one embodiment, the selected 
range for each edge pixel is determined empirically, where 
edge pixels for objects of a different shape and/or texture may 
be optimized with differing radii. For example, with a larger 
radius, more distinctive (i.e., higher contrast) features may be 
preserved which may make the matching process less 
ambiguous and thus, more Successful. However, if the radius 
is too large, the number of survived features will be small and 
the tracking quality can be compromised. Thus, a tradeoff 
exists when selecting a radius between matching Success rate 
and the ability to track in a highly Zoomed in view of a small 
part of the target object. 

Radius selection may be based on one or more of the 
following criteria. First, the radius may be selected so that it 
can minimize ambiguous correspondences along the normal 
direction within the search range. Second, radius selection 
should be based on the desired tracking scale. That is, in the 
highly Zoomed in case, it may be based on the largest target 
size that needs to be tracked—the radius should be small 
enough such that there are still enough features for tracking 
within any Sub-region of the target. In the case where you are 
highly Zoomed out, radius selection should be based on the 
Smallest target size that needs to be tracked—the radius 
should be large enough so the scaled radius is still functional. 
Third, the radius can be chosen adaptively based on local 
texture density and targeted database size. By way of 
example, the larger the radius selected, the Smaller the data 
base used. Fourth, the radius can be chosen experimentally 
based on a test video database that contains sufficiently rep 
resentative camera motions and target size, target viewing 
angles and lighting conditions, where the radius that gives the 
best tracking results can be selected. 

In process block 320, a gradient profile is computed along 
direction 340. FIG. 3D illustrates a gradient profile 342 of the 
model object along the direction 340 of FIG.3C. Any known 
gradient extraction algorithm may be utilized to generate 
gradient profile 342. For example, determining the gradient 
profile may first include taking an intensity profile along 
direction 340 and then calculating a first order derivative of 
the intensity profile to arrive at the gradient profile 342. In one 
embodiment, taking the intensity profile along direction 340 
includes interpolating neighboring pixels so that the intensity 
values are robust against image noise. For example, intensity 
values may be interpolated from neighboring pixels within a 
three pixel by three pixel window. 
As shown in FIG. 3D, gradient profile 342 includes a 

plurality of peaks (both positive and negative). This is due to 
the texture rich properties of object 332. Process block 325 
includes finding these peaks in the gradient profile 342. Incor 
rectly established correspondences between the model edges 
and the image edges may lead tracking failure. Thus, various 
embodiments provide for reducing the probability of incor 
rectly matched candidate points by filtering peaks included in 
the gradient profile 342 using mechanisms of rank order 
filtering, including extended non-maximum suppression. 

For example, process block 330 includes the rank order 
filtering of feature points in gradient profile 342. In one 
embodiment, each peak is ranked based on its magnitude 
within the previously determined radius r from each respec 
tive peak. By way of example, peak3 may be ranked a number 
one peak since its magnitude is the largest within radius r 
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from peak 3. Similarly, peak 5 may be ranked a number two 
peak since its magnitude is the second largest within radius r 
of peak 5. Although peaks 2, 4, and 6 are within the radius r 
of peaks3 and5, they are of a different sign (i.e., negative) and 
thus, have no interaction with peaks 3 and 5. Peak 9 may also 
be designated a number one peak since its magnitude is the 
largest within radius r of peak 9. 

In one embodiment, the magnitudes of all the peaks in the 
model image are kept. As will be described in more detail 
below, the Subsequent matching, process takes into consider 
ation the relative magnitude of the peaks and the image noise 
using rank order statistics. 

In yet another embodiment, non-maximum peaks are Sup 
pressed and not used for establishing a rank order of the 
model object. For example, only peaks that are designated as 
a number one peak may be included in the model for feature 
correspondence. In the example of FIG. 3D, peaks 3 and 9 are 
maximum (i.e., the largest magnitudes) within their respec 
tive radius r, while peaks 1, 5, and 7 are non-maximum peaks 
and are thus Suppressed (i.e., not used further). As above, 
peaks 2, 4, 6, and 8 are not used because they are of a different 
sign (i.e., negative). 

Therefore, the survived model object contains a set of 
Survived model edge points with their correspondence 
attributes (e.g., 2D or 3D geometric properties and/or relative 
gradient magnitudes). Now that the model object has been 
built, including determining the rank order characteristics of 
the model object, embodiments of the present disclosure may 
now focus on the detection and tracking of a real-world object 
using the model object as a reference. 

FIG. 4 is a flowchart illustrating a process 400 of detecting 
and tracking an object (e.g., object 200 of FIG. 2A). Process 
400 will be described with reference to FIGS. 4-11. In process 
block 405, a mobile platform captures a first and a subsequent 
second image of an environment containing a real-world 
object. For example, FIG.5 illustrates the first captured image 
505that includes object 200 having a texture rich surface 205. 
FIG. 6 illustrates the second captured image 605 captured by 
the mobile platform, where object 200 has moved with 
respect to the object placement within the captured image. As 
mentioned above, the object movement may be caused by the 
actual object moving, the camera moving, or a combination of 
both. In the illustrated example of FIG. 6, object 200 of 
second image 605, has moved down and to the left. 

Referring back to FIG. 3, process block 410 includes the 
mobile platform detecting the object in first image 505. The 
detection process may be implemented using any known 
technique. For example, the detection process may include 
searching the first image 505 to match keypoints against a 
feature database. The detection process may then check the 
matches using geometrical constraints against outliers. 

Next, in process block 415, the movement of the object 
between the first and second images is tracked. The tracking 
of movement of the object between the first image 105 and the 
second image 205 first includes process block 420 which 
obtains an initial pose of the camera based on the detection of 
object 200 in the first image 505. The initial pose of the 
camera is calculated using known techniques to determine the 
position of the camera with respect to object 200 detected in 
the first image 505. The pose may be determined in, for 
example, six-degrees of freedom. 
The process then proceeds to process block 425 where the 

mobile platform projects an edge feature of the previously 
built model object onto the second image 605. In one embodi 
ment, the model object is locally stored on the mobile plat 
form. In another embodiment, the model object is dynami 
cally retrieved from a remote server (e.g., the cloud). As 
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8 
described above, the model object is a previously learned 
object from, e.g., a reference image, from which a feature 
dataset is created. FIG. 7 illustrates model object 705 pro 
jected onto image 605. As can be seen, the position of the 
model object 705 roughly corresponds with the position of 
object 200 in image 505 prior to its movement. The projection 
of model object 705 may include changing the size of the 
model object based on how close the mobile platform is to the 
actual object and/or may include skewing the model object 
based on the angle at which the mobile platform is with 
respect to the actual object 200. 

Next, in process block 430 a gradient profile is determined. 
Determining the gradient profile may first include projecting 
a line from an edge of the model object and determining the 
gradient profile along that line. For example, FIG. 8 illustrates 
an edge point 805 on an edge of the model object 705. A 
direction 810 that is normal (i.e., perpendicular) to the edge at 
point 805 of the model object 705 is then computed. A gra 
dient profile of the second image 605 is then determined along 
direction 810. 

FIG. 9 illustrates an example gradient profile 900 taken 
along direction 810 through edge point 805. Any known 
gradient extraction algorithm may be utilized to generate 
gradient profile 900. For example, determining the gradient 
profile may first include taking an intensity profile along 
direction 810 and then calculating a first order derivative of 
the intensity profile to arrive at the gradient profile 900. In one 
embodiment, taking the intensity profile along direction 810 
includes interpolating neighboring pixels so that the intensity 
values are robust against image noise. For example, intensity 
values may be interpolated from neighboring pixels within a 
three pixel by three pixel window. 
As shown in FIG. 9, gradient profile 900 includes a plural 

ity of peaks (both positive and negative). This is due to the 
texture rich properties of object 200. Only one of the peaks 
included in gradient profile 900 may correspond to the edge 
point of object 200 being tracked. Incorrectly established 
correspondences between the model edges and the image 
edges may lead to tracking failure. Thus, various embodi 
ments provide for reducing the probability of incorrectly 
matched candidate points by filtering peaks included in the 
gradient profile 900 using mechanisms of rank order filtering. 
To do this, first the pre-defined radius r in the model is appro 
priately scaled for edge point 805 (i.e., process block 435). As 
mentioned above, the radius r in the model for each edge point 
may be pre-determined based on experimental results with 
the model object. Thus, each edge point of the model object 
may have an associated radius r. That is, some edge points of 
the model object may track better with a smaller radius, while 
other edge points may track better with a larger radius. 

Furthermore, the radius r may need to be scaled based on 
the initial camera pose determined in process block 420. By 
way of example, the radius r would be smaller for objects that 
are farther away from the camera due to the fact that object 
200 may appear smaller the farther away the mobile platform 
is from object 200. 
As mentioned above a convention for edge normal direc 

tion was defined in the model building stage: along the normal 
direction gradient at the model edge is positive (dark to 
bright). As a result, to find a corresponding image edge, we 
only need to investigate peaks with positive signs. This filter 
ing strategy reduces erroneous feature correspondences. 

After the radius r is computed, process 400 proceeds to 
process block 440, where the peaks in the gradient profile are 
found and to process block 445 where the rank order for the 
peaks within radius r of the gradient profile are determined. In 
one embodiment, all peaks are kept, but are ranked according 
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to their magnitude for comparison with other peaks in the 
gradient profile within the scaled radius. For example, peak3 
may be the number one feature candidate point, while peak 5 
is the number two feature candidate point (i.e., 3 is higher than 
5, while 5 is higher than any other peak of the same sign 
within radius r). For feature matching purposes, image edge 
corresponding to peak 3 is matched to a model edge that is the 
number one feature within the radius r, while peak 5 is only 
matched to a model edge that is a number two within radius r. 
That is, the modeledge that peak5 is matched to needs to have 
a single more dominant peak within radius r. This establishes 
a robust filtering strategy that rank order (number one or 
number two) is used to match a model edge to an image edge. 

In another embodiment, the magnitudes of all the peaks in 
the model image are kept. The feature matching process then 
takes into consideration the relative magnitude of the peaks 
and the image noise using rank order statistics. For example, 
if the magnitude difference between the number one peak and 
number two peak is large compared to image noise magni 
tude, we have high confidence on the rank orders (observed 
peak number one is indeed peak number one). On the con 
trary, if the magnitude difference is small and the rank order 
can be easily reversed by image nose, we would consider the 
rank order unreliable and ignore any correspondence estab 
lished. 

In yet another embodiment, it is determined for each peak 
of the positive sign included in gradient profile 900, whether 
that peak is the maximum peak within that radius. For 
example, peak 3 is the maximum peak of the same sign within 
radius r (i.e., peak 3 is larger than peaks 1, 5, and 7). Although 
peaks 2, 4, and 6 are within the radius r of peak 3, they are of 
a different sign (i.e., negative) and thus, have no interaction 
with peak 3. Peaks 6, 8, and 9 are also maximum peaks of their 
respective signs within radius r. The peaks that are determined 
to be non-maximum within their respective radius rare then 
Suppressed. In one embodiment, Suppressing the non-maxi 
mum peaks means they are discarded and not used further. 

Continuing with this example, from the maximum deter 
mined peaks the corresponding feature candidate points are 
then generated. Feature candidate points are pixels along the 
direction 810 that correspond with the maximum determined 
peaks. FIG. 10 illustrates feature candidate point 1005 and its 
corresponding model edge point 805. The mobile platform 
then adjusts the camera pose to minimize the distance D 
between the feature candidate point 1005 and the model edge 
point 805 along direction 810 (i.e., process block 450). Prop 
erly estimated camera pose adjusts the model object 705 
towards the feature candidate point 1005. FIG. 11 illustrates 
the object 200 of the second image and the updated pose of the 
camera. The updated pose of the camera and the tracked 
object of image 605 may then be used to track further move 
ment of object 200 in a third captured image, and so on. 

Although various embodiments have been discussed with 
respect to one edge point of the model object 705 and one 
feature candidate point 1005, in practice there may be a two or 
more edge pixels on one or more edges of the model image 
705 for comparison with corresponding feature candidate 
points. In one embodiment, three or more edge pixels may be 
needed to track the six degrees of freedom camera pose. 

FIG. 12 is a functional block diagram illustrating a mobile 
platform 1200 capable of detecting and tracking an object 
using non-maximum suppression. Mobile platform is one 
possible implementation of mobile platform 100 of FIGS. 
1A, 1B, 2A, and 2B. Mobile platform 1200 includes a camera 
1202 as well as a user interface 1206 that includes the display 
1222 capable of displaying images captured by the camera 
1202. User interface 1206 may also include a keypad 1224 or 
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other input device through which the user can input informa 
tion into the mobile platform 1200. If desired, the keypad 
1224 may be obviated by integrating a virtual keypad into the 
display 1222 with a touch sensor. User interface 1206 may 
also include a microphone 1226 and speaker 1228, e.g., if the 
mobile platform is a cellular telephone. 

Mobile platform 1200 may optionally include additional 
features that may be helpful for AR applications, such as a 
motion sensor (not shown) including, e.g., accelerometers, 
magnetometer, gyroscopes, or other similar motion sensing 
elements, and a satellite positioning system (SPS) receiver 
capable of receiving positioning signals from an SPS system. 
Of course, mobile platform 1200 may include other elements 
unrelated to the present disclosure. Such as a wireless trans 
ceiver. 

Mobile platform 1200 also includes a control unit 1204 that 
is connected to and communicates with the camera 1202 and 
user interface 1206, along with other features, such as the 
motion sensor and SPS receiver, if used. The control unit 
1204 accepts and processes data from the camera 1202 and 
controls the display 1206 in response, as discussed above. 
Control unit 1204 may be provided by a processor 1208 and 
associated memory 1214, hardware 1210, software 1215, and 
firmware 1212. 

Control unit 1204 may also include a detection unit 1216 
for performing the detection process 310 described above, 
and a tracking unit 1218 for performing the tracking process 
315 (and 400) described above. Control unit 1204 may further 
include a graphics engine 1220, which may be, e.g., a gaming 
engine, to render desired data in the display 1206, if desired. 
Detection unit 1216, tracking unit 1218, and graphics engine 
1220 are illustrated separately and separate from processor 
1208 for clarity, but may be a single unit and/or implemented 
in the processor 1208 based on instructions in the software 
1215 which is run in the processor 1208. Processor 1208, as 
well as one or more of the detection unit 1216, tracking unit 
1218, and graphics engine 1220 can, but need not necessarily 
include, one or more microprocessors, embedded processors, 
controllers, application specific integrated circuits (ASICs), 
digital signal processors (DSPs), and the like. The term pro 
cessor describes the functions implemented by the system 
rather than specific hardware. Moreover, as used herein the 
term “memory” refers to any type of computer storage 
medium, including long term, short term, or other memory 
associated with mobile platform 1200, and is not to be limited 
to any particular type of memory or number of memories, or 
type of media upon which memory is stored. 
The processes described herein may be implemented by 

various means depending upon the application. For example, 
these processes may be implemented inhardware 1210, firm 
ware 1212, software 1215, or any combination thereof. For a 
hardware implementation, the processing units may be 
implemented within one or more application specific inte 
grated circuits (ASICs), digital signal processors (DSPs), 
digital signal processing devices (DSPDs), programmable 
logic devices (PLDs), field programmable gate arrays (FP 
GAS), processors, controllers, micro-controllers, micropro 
cessors, electronic devices, other electronic units designed to 
perform the functions described herein, or a combination 
thereof. 

For a firmware and/or software implementation, the pro 
cesses may be implemented with modules (e.g., procedures, 
functions, and so on) that perform the functions described 
herein. Any computer-readable medium tangibly embodying 
instructions may be used in implementing the processes 
described herein. For example, program code may be stored 
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in memory 1215 and executed by the processor 1208. 
Memory may be implemented within or external to the pro 
cessor 1208. 

If implemented in firmware and/or software, the functions 
may be stored as one or more instructions or code on a 
computer-readable medium. Examples include non-transi 
tory computer-readable media encoded with a data structure 
and computer-readable media encoded with a computer pro 
gram. Computer-readable media includes physical computer 
storage media. A storage medium may be any available 
medium that can be accessed by a computer. By way of 
example, and not limitation, such computer-readable media 
can comprise RAM, ROM, Flash Memory, EEPROM, CD 
ROM or other optical disk storage, magnetic disk storage or 
other magnetic storage devices, or any other medium that can 
be used to store desired program code in the form of instruc 
tions or data structures and that can be accessed by a com 
puter, disk and disc, as used herein, includes compact disc 
(CD), laser disc, optical disc, digital versatile disc (DVD). 
floppy disk and blu-ray disc where disks usually reproduce 
data magnetically, while discs reproduce data optically with 
lasers. Combinations of the above should also be included 
within the scope of computer-readable media. 

The order in which some or all of the process blocks appear 
in each process discussed above should not be deemed limit 
ing. Rather, one of ordinary skill in the art having the benefit 
of the present disclosure will understand that some of the 
process blocks may be executed in a variety of orders not 
illustrated. 

Those of skill would further appreciate that the various 
illustrative logical blocks, modules, engines, circuits, and 
algorithm steps described in connection with the embodi 
ments disclosed herein may be implemented as electronic 
hardware, computer software, or combinations of both. To 
clearly illustrate this interchangeability of hardware and soft 
ware, various illustrative components, blocks, modules, 
engines, circuits, and steps have been described above gen 
erally in terms of their functionality. Whether such function 
ality is implemented as hardware or software depends upon 
the particular application and design constraints imposed on 
the overall system. Skilled artisans may implement the 
described functionality in varying ways for each particular 
application, but such implementation decisions should not be 
interpreted as causing a departure from the scope of the 
present disclosures. 

Various modifications to the embodiments disclosed 
herein will be readily apparent to those skilled in the art, and 
the generic principles defined herein may be applied to other 
embodiments without departing from the spirit or scope of the 
invention. Thus, the present disclosures are not intended to be 
limited to the embodiments shown herein but are to be 
accorded the widest scope consistent with the principles and 
novel features disclosed herein. 
What is claimed is: 
1. A method of real-time tracking of an object, the method 

comprising: 
capturing, with a camera, a first and a second image of the 

object, wherein the object has a plurality of edges; 
detecting the object in the first image; and 
tracking the object between the first image and the second 

image, wherein tracking the object includes: 
obtaining an initial pose of the camera in response to the 

detecting of the object in the first image: 
projecting an image of a model object onto the second 

image based on the initial pose of the camera; 
determining a gradient profile of the second image from 

an edge point on an edge of the model object along a 
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first direction that is normal to the edge of the model 
object, wherein the gradient profile includes a plural 
ity of peaks; 

computing a radius for determining feature correspon 
dence on the gradient profile; 

determining a rank order of the peaks of the gradient 
profile along the radius; 

comparing the determined rank order with a predeter 
mined rank order of peaks included in a gradient 
profile of the model object to generate a feature can 
didate point of the second image; and 

reducing a distance along the first direction between the 
feature candidate point and the edge point on the edge 
of the model object. 

2. The method of claim 1, wherein computing the radius for 
determining feature correspondence on the gradient profile 
includes computing the radius in response to the initial pose 
of the camera. 

3. The method of claim 1, wherein reducing the distance 
along the first direction includes updating the pose of the 
CaCa. 

4. The method of claim 1, further comprising building the 
model object prior to capturing the first and a second images 
of the object, wherein building the model object includes 
generating the rank order of peaks included in a gradient 
profile of the model object. 

5. The method of claim 1, wherein generating the feature 
candidate point of the second image includes ignoring a cor 
respondence if a magnitude difference between peaks of the 
gradient profile is Smaller than an image noise magnitude. 

6. The method of claim 1, wherein comparing the deter 
mined rank order with the predetermined rank order includes 
comparing a plurality of peaks included in the gradient profile 
of the second image with a plurality of peaks included in the 
gradient profile of the model object according to each of the 
peaks rank order within the radius of each respective peak. 

7. The method of claim 1, wherein generating the feature 
candidate point of the second image includes determining 
whether each of the plurality of peaks is a maximum peak 
within the radius of each respective peak. 

8. The method of claim 7, wherein comparing the deter 
mined rank order with the predetermined rank order includes 
comparing only the maximum peaks included in the gradient 
profile of the second image with maximum peaks included in 
the gradient profile of the model object. 

9. The method of claim 7, wherein determining whether 
each of the plurality of peaks is a maximum peak includes 
Suppressing non-maximum peaks that are within the radius of 
each respective peak. 

10. The method of claim 7, wherein the plurality of peaks 
includes positive peaks representing a dark to light transition 
of the gradient profile and negative peaks representing a light 
to dark transition of the gradient profile, and wherein deter 
mining whether each of the plurality of peaks is a maximum 
peak includes selecting maximum peaks only from one of the 
positive peaks and the negative peaks dependent on a pre 
defined normal direction. 

11. A non-transitory computer-readable medium including 
program code stored thereon for real-time tracking of an 
object, the program code comprising instructions to: 

capture, with a camera, a first and a second image of the 
object, wherein the object has a plurality of edges; 

detect the object in the first image; and 
track the object between the first image and the second 

image, wherein the instructions to track the object fur 
ther includes instructions to: 
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obtain an initial pose of the camera in response to the 
detecting of the object in the first image: 

project an image of a model object onto the second 
image based on the initial pose of the camera; 

determine a gradient profile of the second image from an 
edge point on an edge of the model object along a first 
direction that is normal to the edge of the model 
object, wherein the gradient profile includes a plural 
ity of peaks; 

compute a radius for determining feature correspon 
dence on the gradient profile; 

determine a rank order of the peaks of the gradient 
profile along the radius; 

compare the determined rank order with a predeter 
mined rank order of peaks included in a gradient 
profile of the model object to generate a feature can 
didate point of the second image; and 

reduce a distance along the first direction between the 
feature candidate point and the edge point on the edge 
of the model object. 

12. The computer-readable medium of claim 11, wherein 
the instructions to compute the radius to determine feature 
correspondence on the gradient profile includes instructions 
to compute the radius in response to the initial pose of the 
CaCa. 

13. The computer-readable medium of claim 11, wherein 
the instructions to reduce the distance along the first direction 
includes instructions to update the pose of the camera. 

14. The computer-readable medium of claim 11, further 
comprising instructions for building the model object prior to 
the capture of the first and second images of the object, 
wherein the instructions to build the model object includes 
instructions to generate the rank order of peaks included in a 
gradient profile of the model object. 

15. The computer-readable medium of claim 11, wherein 
the instructions to generate the feature candidate point of the 
second image includes instructions to ignore a correspon 
dence ifa magnitude difference between peaks of the gradient 
profile is Smaller than an image noise magnitude. 

16. The computer-readable medium of claim 11, wherein 
the instructions to compare the determined rank order with 
the predetermined rank order includes instructions to com 
pare a plurality of peaks included in the gradient profile of the 
second image with a plurality of peaks included in the gradi 
ent profile of the model object according to each of the peaks 
rank order within the radius of each respective peak. 

17. The computer-readable medium of claim 11, wherein 
the instructions to generate the feature candidate point of the 
second image includes instructions to determine whether 
each of the plurality of peaks is a maximum peak within the 
radius of each respective peak. 

18. The computer-readable medium of claim 17, wherein 
the instructions to compare the determined rank order with 
the predetermined rank order includes instructions to com 
pare only the maximum peaks included in the gradient profile 
of the second image with maximum peaks included in the 
gradient profile of the model object. 

19. The computer-readable medium of claim 17, wherein 
the instructions to determine whether each of the plurality of 
peaks is a maximum peak includes instructions to suppress 
non-maximum peaks that are within the radius of each 
respective peak. 

20. The computer-readable medium of claim 17, wherein 
the plurality of peaks includes positive peaks representing a 
dark to light transition of the gradient profile and negative 
peaks representing a light to dark transition of the gradient 
profile, and wherein the instructions to determine whether 
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each of the plurality of peaks is a maximum peak includes 
instructions to select maximum peaks only from one of the 
positive peaks and the negative peaks dependent on a pre 
defined normal direction. 

21. An apparatus, comprising: 
a Camera, 
memory adapted to store program code for real-time track 

ing of an object; 
a processing unit adapted to access and execute instruc 

tions included in the program code, wherein when the 
instructions are executed by the processing unit, the 
processing unit directs the apparatus to: 

capture, with the camera, a first and a second image of the 
object, wherein the object has a plurality of edges; 

detect the object in the first image; and 
track the object between the first image and the second 

image, wherein the processing unit further directs the 
apparatus to: 
obtain an initial pose of the camera in response to the 

detection of the object in the first image: 
project an image of a model object onto the second 

image based on the initial pose of the camera; 
determine a gradient profile of the second image from an 

edge point on an edge of the model object along a first 
direction that is normal to the edge of the model 
object, wherein the gradient profile includes a plural 
ity of peaks; 

compute a radius for determining feature correspon 
dence on the gradient profile; 

determine a rank order of the peaks of the gradient 
profile along the radius; 

compare the determined rank order with a predeter 
mined rank order of peaks included in a gradient 
profile of the model object to generate a feature can 
didate point of the second image; and 

reduce a distance along the first direction between the 
feature candidate point and the edge point on the edge 
of the model object. 

22. The apparatus of claim 21, wherein the instructions to 
compute the radius to determine feature correspondence on 
the gradient profile includes instructions to compute the 
radius in response to the initial pose of the camera. 

23. The apparatus of claim 21, wherein the instructions to 
reduce the distance along the first direction includes instruc 
tions to update the pose of the camera. 

24. The apparatus of claim 21, further comprising instruc 
tions for building the model object prior to the capture of the 
first and second images of the object, wherein the instructions 
to build the model object includes instructions to generate the 
rank order of peaks included in a gradient profile of the model 
object. 

25. The apparatus of claim 21, wherein the instructions to 
generate the feature candidate point of the second image 
includes instructions to ignore a correspondence if a magni 
tude difference between peaks of the gradient profile is 
Smaller than an image noise magnitude. 

26. The apparatus of claim 21, wherein the instructions to 
compare the determined rank order with the predetermined 
rank order includes instructions to compare a plurality of 
peaks included in the gradient profile of the second image 
with a plurality of peaks included in the gradient profile of the 
model object according to each of the peaks rank order within 
the radius of each respective peak. 

27. The apparatus of claim 21, wherein the instructions to 
generate the feature candidate point of the second image 
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includes instructions to determine whether each of the plu 
rality of peaks is a maximum peak within the radius of each 
respective peak. 

28. The apparatus of claim 27, wherein the instructions to 
compare the determined rank order with the predetermined 
rank order includes instructions to compare only the maxi 
mum peaks included in the gradient profile of the second 
image with maximum peaks included in the gradient profile 
of the model object. 

29. The apparatus of claim 27, wherein the instructions to 
determine whether each of the plurality of peaks is a maxi 
mum peak includes suppressing non-maximum peaks that are 
within the radius of each respective peak. 

30. The apparatus of claim 27, wherein the plurality of 
peaks includes positive peaks representing a dark to light 
transition of the gradient profile and negative peaks represent 
ing a light to dark transition of the gradient profile, and 
wherein the instructions to determine whether each of the 
plurality of peaks is a maximum peak includes instructions to 
Select maximum peaks only from one of the positive peaks 
and the negative peaks dependent on a predefined normal 
direction. 

31. A system for real-time tracking of an objection, the 
System comprising: 
means for capturing, with a camera, a first and a second 
image of the object, wherein the object has a plurality of 
edges: 

means for detecting the object in the first image; and 
means for tracking the object between the first image and 

the second image, wherein the means for tracking the 
object includes: 
means for obtaining an initial pose of the camera in 

response to the detecting of the object in the first 
image: 

means for projecting an image of a model object onto the 
second image based on the initial pose of the camera: 

means for determining a gradient profile of the second 
image from an edge point on an edge of the model 
object along a first direction that is normal to the edge 
of the model object, wherein the gradient profile 
includes a plurality of peaks; 

means for computing a radius for determining feature 
correspondence on the gradient profile; 

means for determining a rank order of the peaks of the 
gradient profile along the radius; 

means for comparing the determined rank order with a 
predetermined rank order of peaks included in a gra 
dient profile of the model object to generate a feature 
candidate point of the second image; and 
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means for reducing a distance along the first direction 

between the feature candidate point and the edge 
point on the edge of the model object. 

32. The system of claim 31, wherein the means for com 
puting the radius includes means for computing the radius in 
response to the initial pose of the camera. 

33. The system of claim 31, wherein the means for reduc 
ing the distance along the first direction includes means for 
updating the pose of the camera. 

34. The system of claim 31, further comprising means for 
building the model object prior to capturing the first and a 
second images of the object, wherein building the model 
object includes generating the rank order of peaks included in 
a gradient profile of the model object. 

35. The system of claim 31, wherein the means for gener 
ating the feature candidate point of the second image includes 
means for ignoring a correspondence if a magnitude differ 
ence between peaks of the gradient profile is smaller than an 
image noise magnitude. 

36. The system of claim 31, wherein the means for com 
paring the determined rank order with the predetermined rank 
order includes means for comparing a plurality of peaks 
included in the gradient profile of the second image with a 
plurality of peaks included in the gradient profile of the model 
object according to each of the peaks rank order within the 
radius of each respective peak. 

37. The system of claim 31, wherein the means for gener 
ating the feature candidate point of the second image includes 
means for determining whether each of the plurality of peaks 
is a maximum peak within the radius of each respective peak. 

38. The system of claim 37, wherein the means for com 
paring the determined rank order with the predetermined rank 
order includes comparing only the maximum peaks included 
in the gradient profile of the second image with maximum 
peaks included in the gradient profile of the model object. 

39. The system of claim 37, wherein the means for deter 
mining whether each of the plurality of peaks is a maximum 
peak includes means for suppressing non-maximum peaks 
that are within the radius of each respective peak. 

40. The system of claim 37, wherein the plurality of peaks 
includes positive peaks representing a dark to light transition 
of the gradient profile and negative peaks representing a light 
to dark transition of the gradient profile, and wherein the 
means for determining whether each of the plurality of peaks 
is a maximum peak includes means for selecting maximum 
peaks only from one of the positive peaks and the negative 
peaks dependent on a predefined normal direction. 


