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Beschreibung

[0001] Die vorliegende Erfindung betrifft Verfahren 
und/oder Systeme zum Zugriff auf Informationen mit 
Hilfe eines Kommunikationssystems.
[0002] Das Internet ist ein bekanntes Kommunikati-
onssystem auf der Grundlage von mehreren getrenn-
ten, miteinander verbundenen Kommunikationsnet-
zen. Es bietet eine reiche Quelle an Informationen 
von sehr verschiedenen Anbietern; jedoch bringt die-
se große Reichhaltigkeit auch das Problem des Zu-
griffs auf spezielle Informationen mit sich, da es keine 
zentrale Überwachung und Steuerung gibt.
[0003] 1982 hat sich das Volumen wissenschaftli-
cher, unternehmerischer, und technischer Informatio-
nen noch alle fünf Jahre verdoppelt. 1988 verdoppel-
te es sich alle 2,2 Jahre und 1992 alle 1,6 Jahre. Mit 
der Expansion des Internet und anderer Netzwerke 
nimmt auch die Anstiegsgeschwindigkeit weiter zu. 
Ein Schlüssel für die Realisierbarkeit solcher Netze 
ist die Fähigkeit, die Informationen zu verwalten und 
die Benutzer dann mit Informationen zu versehen, 
wenn sie diese benötigen.
[0004] Die Navigation der über das Internet verfüg-
baren Informationen wurde durch die Verwendung 
von Browsern und Sprachen, z. B Hypertext Markup 
Language (HTML), möglich. So ist beispielsweise 
das bekannte Worldwide Web (WWW) ein Inter-
net-Bereich, der "Browsern" mit Hilfe von Hyper-
text-Verbindungen zwischen den Dokumenten er-
möglicht.
[0005] In der ebenfalls anhängigen internationalen 
Patentanmeldung Nr. GB 96/00 132, veröffentlicht 
am 1. August 1996 als WO 96/23265, ist ein System 
zum Zugriff auf Informationen, z. B. mit Hilfe des In-
ternet, offenbart, das auf einer Gemeinschaft intelli-
genter Software-Agenten beruht, die Meta-Informati-
onen über Seiten im Internet speichern. Das auf 
Agenten beruhende Zugriffssystem verwendet Sätze 
von Schlüsselworten, um die für einen bestimmten 
Benutzer interessanten Informationen zu lokalisie-
ren. Darüber hinaus speichert es Benutzerprofile, so 
daß ein anderer Benutzer, dessen Profil zeigt, daß
potentiell dafür Interesse besteht, über Seiten infor-
miert wird, die von einem Benutzer gespeichert wur-
den.
[0006] Gemäß einer ersten Ausführungsform der 
vorliegenden Erfindung ist ein Informationszugriffs-
system zum Zugriff auf Informationen angegeben, 
auf die mit Hilfe eines Kommunikationsnetzes zuge-
griffen werden kann, das umfaßt:

a) einen Eingang zum Empfang von Anforderun-
gen zum Zugriff auf Informationsobjekte,
b) eine Einrichtung zum Herunterladen von ange-
forderten Informationsobjekten aus dem Netz-
werk in einen lokalen Speicher und
c) einen Informations-Prozessor zum Verarbeiten 
der heruntergeladenen Informationsobjekte, um 
eingebettete Verbindungen zu anderen Informati-
onsobjekten, auf die über das Netzwerk zugegrif-

fen werden kann, zu orten, wobei der Informati-
ons-Prozessor umfaßt: 
i) eine Warteschlangen-Anordnung zur Anord-
nung der heruntergeladenen Informationsobjekte 
mit den eingebetteten Verbindungen in einer War-
teschlange und
ii) einen Satz gleichzeitig aktivierbarer Informati-
ons-Datenerfassungseinheiten zum Herunterla-
den von Informationsobjekten aus dem Netzwerk 
in einen lokalen Speicher, die durch die eingebet-
teten Verbindungen gekennzeichnet sind,  
wobei der Informations-Prozessor im Betrieb ein 
sich in der Warteschlange befindendes Objekt der 
heruntergeladenen angeforderten Information 
verarbeitet, um darin eingebettete Verbindungen 
zu orten, die andere Informationsobjekte zum He-
runterladen kennzeichnen, und die im verarbeite-
ten Informationsobjekt georteten eingebetteten 
Verbindungen verschiedenen verfügbaren Daten-
erfassungseinheiten zuordnet, wobei dann jede 
Datenerfassungseinheit tätig wird und ein Infor-
mationsobjekt aus dem Netzwerk in den lokalen 
Speicher herunterlädt, das durch die ihr zugeord-
nete Verbindung gekennzeichnet ist.

[0007] Ein Vorteil der Ausführungsformen der vorlie-
genden Erfindung besteht darin, daß sich Verzöge-
rungen beim Zugriff auf Informationsseiten reduzie-
ren lassen. Es ist ebenfalls möglich, den Netzverkehr 
zu reduzieren, da Seiten nur einmal über das Netz-
werk aufgerufen werden. Der nachfolgende Zugriff 
durch einen Benutzer kann auf den lokalen Speicher 
erfolgen.
[0008] Bevorzugt umfaßt der lokale Speicher mehr 
als einen Cache-Datenspeicher, nämlich, einen ers-
ten Cache-Datenspeicher, der Informationsobjekte 
enthält, die durch das System abgefragt wurden, und 
einen zweiten Cache-Datenspeicher, der Informati-
onsobjekte enthält, die aus dem ersten Cache-Da-
tenspeicher übertragen wurden, wenn ein Benutzer 
einen Zugriff angefordert hat. Der zweite Cache-Da-
tenspeicher kann dann in einer Weise verwaltet wer-
den, die vom ersten Cache-Datenspeicher verschie-
den ist, um beispielsweise Informationen zu liefern, 
auf die von den Benutzern relativ häufig zugegriffen 
wird.
[0009] Der erste Cache-Datenspeicher kann bei-
spielsweise wesentlich kleiner sein und kann so "be-
schnitten" sein, daß er nur Informationen enthält, die 
für Verbindungen heruntergeladen wurden, die in 
Seiten eingebettet sind, die erst kürzlich von Benut-
zern angefordert worden sind.
[0010] Im allgemeinen benötigen die Ausführungs-
formen der vorliegenden Erfindung Überwachungs- 
und Planungsmöglichkeiten, um die Warteschlan-
gen-Verarbeitung zu steuern. Andernfalls könnte die 
Warteschlange einen Engpaß für die Verarbeitung 
bedeuten.
[0011] Gemäß einem zweiten Aspekt der vorliegen-
den Erfindung ist ein Verfahren zum Speichern von 
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Informationsobjekten angegeben, auf die mit Hilfe ei-
nes Kommunikationsnetzes zugegriffen werden 
kann, das die folgenden Schritte umfaßt:

i) Empfang einer Anforderung für einen Zugriff auf 
ein Informationsobjekt,
ii) Herunterladen des angeforderten Informations-
objekts aus dem Kommunikationsnetz und Spei-
chern des heruntergeladenen angeforderten Ob-
jekts in einem lokalen Datenspeicher,
iii) Verarbeiten des heruntergeladenen angefor-
derten Objekts, um irgendwelche darin eingebet-
teten Verbindungen zu orten, die sich auf andere 
Informationsobjekte beziehen, und 
iv) Herunterladen von Informationsobjekten, auf 
die durch eingebettete, im Schritt (iii) geortete Ver-
bindungen verwiesen wurde, und Speichern der 
heruntergeladenen Objekte im lokalen Datenspei-
cher.

[0012] Ein Informationszugriffssystem gemäß einer 
Ausführungsform der vorliegenden Erfindung ist im 
folgenden lediglich beispielhaft unter Bezug auf die 
beigefügten Zeichnungen beschrieben, in denen zei-
gen:
[0013] Fig. 1. eine Umgebung, von der das Informa-
tionszugriffsystem unterstützt wird,
[0014] Fig. 2 ein Flußdiagramm des gesamten Be-
triebs des Informationszugriffsystems,
[0015] Fig. 3 ein Blockdiagramm der Bauteile eines 
Vorgriffsprozessors im Informationszugriffsystem von 
Fig. 1,
[0016] Fig. 4 ein Flußdiagramm der Verarbeitung 
durch den Vorgriffsprozessor des Informationszugriff-
systems,
[0017] Fig. 5 eine Verarbeitungs-Warteschlange 
und die relevanten Informationserfassungseinheiten,
[0018] Fig. 6 die Warteschlange und Einheiten von 
Fig. 5 nach Ablauf eines Zeitintervalls und
[0019] Fig. 7 ein zu Fig. 2 alternatives Flußdia-
gramm.
[0020] Die spezielle, im folgenden beschriebene 
Ausführungsform der vorliegenden Erfindung wird 
hier als "Casper", für: Cached Access to Stored Pa-
ges with Easy Retrieval" (Cache-Zugriff auf gespei-
cherte Seiten mit einfachem Wiederabruf), bezeich-
net. Das Casper-System ist insbesondere für einen 
Zugriff auf WorldWide-Web-Seiten über das Internet 
Global Communications Network ausgebildet. Ande-
re Ausführungsformen der Erfindung können natür-
lich ebenfalls verwendet werden, um auf andere In-
formationssysteme zuzugreifen, in denen Datenein-
heiten ("Informationsobjekte") darin eingebettete Ver-
bindungen zu anderen Dateneinheiten aufweisen.
[0021] Die Informationen, auf die mit Hilfe des Web 
zugegriffen werden kann, sind als Seiten in HTML an-
gegeben. Innerhalb eines Dokumentes können Wort-
folgen oder andere Kennzeichnungen hervorgeho-
ben sein. Wenn der Benutzer, während er ein Doku-
ment anschaut, eine hervorgehobene Kette von Wor-
ten oder eine Kennung auswählt und darauf unter 

Verwendung der Maustaste klickt, liefert der hervor-
gehobene Text eine Verbindung mit einem anderen 
Dokument. Ein Klick auf den hervorgehobenen Text 
triggert das System für einen Aufruf des relevanten 
Dokuments über das Internet, damit es der Benutzer 
auf dem Bildschirm ansehen kann. Er ersetzt das Do-
kument, das der Benutzer vorher angesehen hat.
[0022] In der obengenannten, ebenfalls anhängigen 
Patentanmeldung ist ein System beschrieben, das 
zum Speichern von Metainformationen über Seiten 
verwendet werden kann, die durch Anklicken von Hy-
pertext-Verbindungen über das Internet ausgewählt 
wurden. Durch die Verwendung von Schlüssel-
wort-Sätzen macht das System andere interessierte 
Benutzer einer Benutzergruppe auf ein neues Doku-
ment aufmerksam, für das Metainformationen ge-
speichert worden sind.
[0023] In einem Casper-System gemäß einer Aus-
führungsform der vorliegenden Erfindung wird das 
System, wenn eine Seite ausgewählt wurde, um bei-
spielsweise deren Metainformationen zu speichern, 
automatisch diese Seite nach Hypertext-Verbindun-
gen zu anderen Dokumenten überprüfen, die über 
das Internet verfügbar sind. Gibt es solche Verbin-
dungen im Dokument, und die verbundenen Doku-
mente sind nicht bereits lokal gespeichert, dann 
schiebt das Casper-System die neue Seite in eine 
Seiten-Verarbeitungsschlange. Die Verbindungen 
der Seite werden, wenn sie verfügbar werden, den 
Seitenerfassungs-Softwareeinheiten zugeordnet. 
Für jede Verbindung wird das eine Verbindung auf-
weisende Dokument dann in einen lokalen "Vor-
griffs"-Cache-Datenspeicher gelesen.
[0024] Das hat den Effekt, das ein lokaler Speicher 
von Seiten entsteht, die klar auf Seiten bezogen sind, 
an denen der Benutzer interessiert ist. Wenn der Be-
nutzer sich entschließt, über eine Seite, auf die ur-
sprünglich zugegriffen wurde, hinauszugehen, kann 
er die entsprechenden Seiten einfach aus ihren loka-
len Daten-Cache-Speichern herausholen, ohne Ver-
bindungen im Internet aufrufen zu müssen. Dadurch 
wird die Informationsabfrage für den Benutzer 
schneller und der Verkehr im Internet reduziert sich.
[0025] In Fig. 1 umfaßt die Hardware-/Softwa-
re-Umgebung, die die Ausführungsformen der vorlie-
genden Erfindung unterstützt, folgende Elemente:

i) einen WWW-Viewer 100, das über einen Pro-
xy-Server mit einem Netzwerk, beispielsweise 
dem Internet, verbunden ist.
ii) einen Haupt- und einen Vorgriffs-Cache-Spei-
cher 120, 125 und einen damit verbundenen Ca-
che-Controller 115.
iii) einen Vorgriffsprozessor 130, der zwischen 
den Cache-Controller 115 und den Vorgriffs-Ca-
che-Speicher 125 geschaltet ist und der einen di-
rekten Zugriff zum Internet 110 hat.

[0026] Die Casper unterstützende Umgebung ist ei-
nem allgemein bekannten Typ zuzuordnen. Der 
WWW-Viewer 100 bietet über den Proxy-Server 105
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die Browse-Möglichkeit im Internet 110 an. Beim Pro-
xy-Server 105 handelt es sich um ein Software-Sys-
tem eines bekannten Typs, das Anfragen nach Infor-
mationen von den Browsern des Benutzers auffan-
gen und diese verarbeiten kann, bevor es sie an die 
Informationsquelle im Internet weiterleitet. Bei dem 
Haupt- und dem Vorgriffs-Cache-Speicher 120, 125
handelt es sich um lokale Datenspeicher zum Spei-
chern von WWW-Seiten, und der Cache-Controller 
115 bildet zu ihnen eine Schnittstelle, die Seiten in die 
Cache-Speicher schreibt und diese wieder abruft und 
die Inhalte protokolliert.
[0027] Die Bereiche, in denen Casper primär unter-
schiedlich ist, betreffen das Vorsehen des zweiten 
Cache-Speichers, des Vorgriffs-Speichers 125 und 
des Vorgriffsprozessors 130.
[0028] Es ist bekannt, Cache-Server zu verwenden, 
wobei es sich bei Cache um einen temporären Spei-
cher handelt, in dem beispielsweise Seiten gespei-
chert gehalten werden, auf die erst kürzlich von einer 
Gruppe von Benutzern zugegriffen wurde. Wenn der 
Cache-Speicher voll ist, werden Seiten gelöscht, 
wenn neue Seiten gespeichert werden. Bei Casper 
ist es der Haupt-Cache-Speicher 120, der die Seiten 
speichert, auf die von Benutzern zugegriffen wurde. 
Ferner gibt es jedoch den Vorgriffs-Speicher 125, der 
Seiten speichert, auf die selbst nicht zugegriffen wur-
de , die aber mit Seiten verbunden sind, auf die Be-
nutzer zugegriffen haben. Dieser Vorgriffs-Speicher 
125 wird gefüllt, indem die Verbindungen genommen 
werden, die in diesen, von Benutzern aufgerufenen 
Seiten eingebettet sind und indem diese Seiten we-
gen der Verbindungen heruntergeladen werden.
[0029] Diese Cache-Speicher 120, 125 werden 
dann verwendet, wenn ein Benutzer eine Seite anfor-
dert. Casper verwendet den Proxy-Server 105, um 
die Anfrage aufzufangen und um zunächst zu über-
prüfen, ob sich die Seite bereits im Haupt-Ca-
che-Speicher 120 oder im Vorgriffs-Cache-Speicher 
125 befindet. Ist die Seite bereits in einem der Ca-
che-Speicher 120, 125 vorhanden, holt Casper sie 
aus dem Cache-Speicher. Wenn nicht, muß schließ-
lich die relevante Informationsquelle im Internet kon-
taktiert und die Seite von einem entfernt stehenden 
Server 135 angefordert werden.
[0030] In Fig. 2 weist das Flußdiagramm, das sich 
auf den oben beschriebenen Ablauf bezieht, die fol-
genden Schritte auf:
[0031] Schritt 300: Der Proxy-Server 105 des Cas-
per-Systems erhält eine Benutzeranfrage 300, bei 
der an einem entfernt stehenden Standort im Inter-
net, beispielsweise einem entfernt stehenden Server 
135, ein Universal-Ressourcenlokalisator (URL) ein-
gesetzt ist. Bei der Anfrage kann es sich um eine An-
frage nach einer von mehreren Alternativen handeln. 
So kann beispielsweise der Benutzer die Ansicht ei-
ner Seite anfordern und/oder er kann für Aktualisie-
rungszwecke das Wiederladen einer Seite vom ent-
fernt stehenden Server 135 anfordern. Alternativ 
dazu kann der Benutzer ein Programm aufrufen, das 

dynamisch läuft und für das eine Ablage im Ca-
che-Speicher nicht zweckmäßig wäre. Wenn eine 
Anfrage nach einer Seite erfolgt, kann das bedeuten, 
daß die im Cache-Speicher abgelegte Version der 
Seite nicht akzeptabel ist und daß das System daher 
die Seite von dem entfernt stehenden Ur-
sprungs-Server 135 aus liefern soll.
[0032] Schritt 305: Zur Bestimmung des Charakters 
der Anfrage und irgendwelcher Einschränkungen 
überprüft der Proxy-Server 105 die Benutzeranfrage. 
Die Benutzeranfrage kann optionale, vom Benutzer 
gewählte Einschränkungen enthalten, beispielsweise 
"Neustart", was bedeutet, daß die im Cache-Speicher 
abgelegte Version einer Datei nicht akzeptabel ist, sie 
kann aber auch darin eingebettete Einschränkungen 
enthalten, z. B. in Bezug auf den Universal-Ressour-
cenlokalisator, den sie enthält. Casper ist mit einer 
Konfigurations-Datei augestattet, die folgende Anga-
ben machen kann:
– Universal-Ressourcenlokalisatoren (URL) sind 
auszuschließen, da sie beispielsweise einen 
zweifelhaften Inhalt aufweisen
– URL, die selbst einen Neustart erzwingen, weil 
beispielsweise bekannt ist, daß sich ihr Inhalt häu-
fig ändert, oder weil der verwendete Server ein lo-
kaler Server oder ein schneller Server ist und weil 
eine Ablage im Cache-Speicher daher nicht 
zweckmäßig ist.

[0033] Die Anfragenüberprüfung kann daher bei-
spielsweise eine Reihe der im folgenden aufgeliste-
ten Überprüfungen sein:
– erzwingt URL einen Neustart?
– ist URL eine zugelassene Stelle?
– hat der Benutzer einen Neustart angegeben?
– hat der Benutzer auf andere Weise angegeben, 
daß eine im Cache-Speicher vorhandene Version 
nicht akzeptabel ist?

[0034] In Abhängigkeit vom Ergebnis geht der Pro-
xy-Server entweder zu Schritt 310 oder zu Schritt 
330. Hat der Benutzer "Neustart" angeklickt, oder 
wenn URL den "Neustart" erzwingt, wird der Weg "
Cache-Speicher-Version nicht akzeptabel" zu Schritt 
310 verfolgt. Wenn es sich beim URL nicht um eine 
erlaubte Stelle handelt, kommt eine Meldung "Zugriff 
abgelehnt" zum Benutzer zurück und es erfolgt keine 
weitere Bearbeitung. Ansonsten wird der Weg " Ca-
che-Speicher-Version akzeptabel" zu Schritt 330 ver-
folgt.
[0035] Schritt 310: Wenn im Schritt 305 festgestellt 
wurde, daß eine im Cache-Speicher aufgenommene 
Version nicht akzeptabel ist, initiiert der Proxy-Server 
105 eine Verbindung mit dem relevanten entfernt ste-
henden Server 135. Wie aus Fig. 1 ersichtlich ist, hat 
der Proxy-Server 105 eine direkte Schnittstelle zum 
Internet 110. Im Schritt 315 prüft der Proxy-Server 
105, ob das Objekt der Anfrage existiert. Ist das nicht 
der Fall, erzeugt er in den Schritten 320, 355 eine 
entsprechende Nachricht für den Benutzer und liefert 
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dieselbe.
[0036] Schritt 323: Wenn das Objekt der Anfrage 
existiert, prüft der Proxy-Server 105, ob sie im Ca-
che-Speicher abgelegt werden soll. Wenn das Objekt 
der Anfrage existiert und eine HTML-Seite ist, aber 
eine Ablage im Cache-Speicher nicht zweckdienlich 
ist, z. B. wenn eine Casper-Konfigurations-Datei den 
URL als eine Stelle definiert, die den Neustart er-
zwingt, geht der Poxy-Server 105 zu den Schritten 
350, 355 weiter, um den Vorgriffsprozessor auzulö-
sen und die Seite zum Browser des Benutzers zu 
senden. Wenn das Objekt der Anfrage existiert, es 
sich um eine HTML-Seite handelt und eine Ablage im 
Cache-Speicher zweckdienlich ist, geht der Pro-
xy-Server 105 zu Schritt 325 weiter und schreibt die 
entsprechende Seite in den Haupt-Cache-Speicher 
120. Sodann geht der Proxy-Server 105 zu den 
Schritten 350, 355, wie oben beschrieben.
[0037] Es kann der Fall eintreten, daß zur Zeit we-
der eine Ablage im Cache-Speicher noch eine Vor-
griffs-Verarbeitung zweckdienlich sind, beispielswei-
se in dem Fall, in dem ein Programm dynamisch läuft. 
In diesem Fall kann der Proxy-Server 105, wie oben 
beschrieben, zu den Schritten 350, 355 gehen, der 
Vorgriffsprozessor 130 findet aber keine eingebette-
ten Verbindungen, die er verarbeiten könnte. Ande-
rerseits kann auch eine zusätzliche Überprüfung er-
folgen (in Fig. 2 nicht gezeigt), ob eine Vorgriffs-Ver-
arbeitung zweckdienlich ist. Ist das nicht der Fall, 
könnte der Proxy-Server 105 die Schritte 350, 355 
auslassen und das Programm einfach an den Brow-
ser 100 des Benutzers liefern.
[0038] Schritt 330: Wenn im Schritt 305 bestimmt 
wurde, daß eine Aufnahme im Cache-Speicher 
zweckdienlich ist, der Benutzer keinen Neustart fest-
gelegt hat, oder daß eine im Cache-Speicher aufge-
nommene Version nicht akzeptabel ist, überprüft der 
Proxy-Server 105 über den Cache-Controller 115, ob 
sich das Objekt der Anfrage, normalerweise eine 
Web-Seite, im Haupt-Cache-Speicher 120 befindet. 
Wenn das der Fall ist, ist der Proxy-Server 105 bereit, 
zu Schritt 345 zu gehen.
[0039] Wenn sich eine angeforderte Web-Seite 
nicht im Haupt-Cache-Speicher 120 befindet, über-
prüft der Proxy-Server 105 über den Cache-Control-
ler 115, ob sie sich bereits im Vorgriffs-Cache-Spei-
cher 125 befindet. Wenn das der Fall ist, geht der 
Proxy-Server 105 zu Schritt 340 und überträgt die 
Seite in den Haupt-Cache-Speicher 120 und kann 
dann zu Schritt 345 gehen.
[0040] Wenn die angeforderte Web-Seite auch nicht 
im Vorgriffs-Cache-Speicher 125 ist, geht der Pro-
xy-Server 105 zu Schritt 310 und die Verarbeitung 
wird fortgesetzt, wie im Schritt 310 beschrieben.
[0041] Schritt 345: Der Proxy-Server holt die ange-
forderte Seite aus dem Haupt-Cache-Speicher 120
und geht zu Schritt 350, wobei er den Vorgriffspro-
zessor 130 triggert. Nach dem Triggern des Prozes-
sors geht der Proxy-Server zu Schritt 355, wo er 
der(den) angeforderten Seite(n) Casper-Sei-

ten-Deckblätter hinzufügt und sie an den Browser 
100 des Benutzers schickt.
[0042] Der Vorgriffsprozessor 130 überprüft in der 
Zwischenzeit, wie im einzelnen im folgenden be-
schrieben ist, die angeforderte(n) Seite(n), um darin 
eingebettete Verbindungen zu erkennen und auf die 
Seiten mit den eingebetteten Verbindungen zuzugrei-
fen und sie in den Vorgriffs-Cache-Speicher 125 her-
unterzuladen.
[0043] Der in Fig. 3 gezeigte Vorgriffsprozessor 130
umfaßt Software-Verarbeitungen und einen Spei-
cher, die auf einer Unix-Maschine läuft. Er enthält drei 
Asynchronverarbeitungen, einen Seiten-Prozessor 
255, einen Schlitz-Prozessor 260 und einen 
Shelf-Prozessor 265.
[0044] Der Seiten-Prozessor 255 umfaßt: einen 
Nachrichteneingang 200 zum Empfang von Nach-
richten, die beispielsweise den URL einer zu verar-
beitenden Seite enthalten, einen HTML-Parser 205
für den Abruf der Inhalte eines URL und zur gründli-
chen Syntax-Analyse derselben, um alle darin einge-
betteten HTML-Verbindungen zu erkennen, einen 
Verbindungs-Assessor 210, um zu bestimmen, wel-
che der erkannten Verbindungen "vorab geholt" wer-
den sollen, und eine Seiten-Warteschlange 215, die 
die am Nachrichteneingang 200 eingegangen Sei-
tendaten zur Verarbeitung als Verarbeitungsanfragen 
speichert. Der Parser 205 und der Verbindungs-As-
sessor 210 haben auf den Haupt-Cache-Speicher 
120 Zugriff und der Verbindungs-Assessor 210 hat 
auf den Vorgriffs-Chache-Speicher 125 Zugriff. Mit 
der Seiten-Warteschlange 215 ist ein Zeitgeber 235
gekoppelt, der irgendwelche Verbindungen mit "Igno-
rieren" kennzeichnet, die zu lange auf eine Verarbei-
tung gewartet haben (ein konfigurierbarer Parame-
ter). Dadurch wird ein Mechanismus für eine Be-
schränkung der Länge der Seitenschlange geschaf-
fen.
[0045] Der Schlitz-Prozessor 260 dient allgemein 
dem Zweck, die Seitendaten der Seitenschlange 215
so rasch wie möglich zu verarbeiten. Zu diesem 
Zweck kann er parallel eine Reihe von Unix-Unterver-
arbeitungen mit Hilfe mehrerer Datenerfassungs-
schlitze 225 durchlaufen. Er ist mit einem Schlitzfüller 
220 versehen, der den Zustand der Schlitze 225
überwacht und versucht, irgendwelche freien Schlit-
ze der Seitenschlange 215 zu bestücken. Jedesmal, 
wenn ein freier Schlitz neu gefüllt ist, wird ein Verbin-
dungsprozessor 230 als Unix-Unterverarbeitet ge-
startet, der versucht, eine Verbindung mit dem Server 
herzustellen, der von einem URL in einer eingebette-
ten Verbindung genannt wurde. War das erfolgreich, 
liest ein Leseprozessor 240 die betreffende Seite von 
Server und leitet sie zu einem Cache-Writer 245, ei-
nem Teil des Cache-Controllers 115, der die Daten in 
den Vorgriffs-Cache-Speicher 125 schreibt und den 
Shelf-Prozessor 265 benachrichtigt. Beide, der Ver-
bindungs- und der Leseprozessor 230, 240 sind mit 
einem Zeitgeber 235 ausgestattet, damit verhindert 
wird, daß die Datenerfassungsschlitze 225 in ineffizi-
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enter Weise blokkiert werden.
[0046] Der Shelf-Prozessor 265 schränkt die Größe 
des Vorgriffs-Cache-Speichers 125 ein, indem er Da-
teien nach Ablauf einer bestimmten Zeit entfernt. 
Eine Liste von Dateien bleibt gespeichert, die zum 
Vorgriffs-Cache-Speicher 125 gesendet wurden, in-
dem Datei-Kennungen in Zeitschlitze in einem Da-
tenspeicher 250 eingegeben werden, der mit "Time-
out Shelf' (Zeitablauf-Shelf) bezeichnet ist. Dieser ist 
mit einem Zeitgeber 235 versehen, der die Zeitschlit-
ze in effektiver Weise durch den Datenspeicher 
schiebt, wobei jeder Zeitschlitz eine Löschung aller 
mit ihm gekoppelter Dateien aus dem Vorgriffs-Ca-
che-Speicher 125 auslöst, wenn er das Ende des Da-
tenspeichers erreicht hat.
[0047] Die maximal zulässige Länge der Seiten-
schlange und die Anzahl der Datenerfassungsschlit-
ze sollen konfigurierbar sein, damit die Betriebsbe-
dingungen erfüllt werden. Zur Dimensionierung eines 
Vorgriffsprozessors 130 sind die unten beschriebe-
nen Überlegungen zweckdienlich.
[0048] Bezüglich einer Seitenschlangenlänge be-
steht bei den Softwarebedingungen kein ernstlicher 
Mehraufwand darin, die Seitenschlange beliebig lang 
zu machen. Die Beschneidung ihrer Länge ist jedoch 
eine Maßnahme zur Steuerung der Leistung des Sys-
tems. Der Grund dafür, Seiten am Ende der Schlange 
fallen zu lassen, ist der, daß der Benutzer an Seiten, 
die sich am Ende der Schlage befinden, ohne daß sie 
vollständig verarbeitet wurden, wahrscheinlich zu 
diesem Zeitpunkt ohnehin das Interesse verloren hat. 
Es besteht daher keine Notwendigkeit mehr, solche 
Seiten weiter zu verarbeiten.
[0049] Es wäre daher eine mögliche Ausgangsstra-
tegie, mit einer kurzen Seiten-Warteschlange zu be-
ginnen, und ihre Länge solange zu steigern, bis sie, 
in seltenen Fällen, überläuft. Wenn jedoch Seiten zu 
lange, beispielsweise mehr als eine Minute, in der 
Warteschlange verbleiben, kann das ein Zeichen da-
für sein, daß die Länge der Schlange verkürzt werden 
sollte. Alternativ dazu sollte die Anzahl der Datener-
fassungschlitze erhöht werden; siehe unten.
[0050] Die Sache ist wegen der Tatsache etwas 
kompliziert, daß es in Abhängigkeit von der Länge 
des "Shelf', d. h. der zulässigen Lebenszeit der Sei-
ten im Vorgriffs-Cache-Speicher, zwei unterschiedli-
che Betriebsweisen des Vorgriffs-Cache-Speichers 
geben kann.
[0051] Wenn der einzige Zweck zur Aufnahme in 
den Vorgriffs-Cache-Speicher darin besteht, den den 
Benutzern während ihrer unmittelbaren Browsing-Sit-
zungen eine gesteigerte Ansprechgeschwindigkeit 
zu bieten, dann gibt es keinen Grund, Seiten mehr als 
einige wenige Minuten im Cache-Speicher zu halten. 
Wenn Seiten bedeutend länger, etwa einige Tage, im 
Vorgriffs-Cache-Speicher gehalten werden, besteht 
die Möglichkeit, daß der Cache-Speicher auch die 
zweite Anforderung einer Seite erfüllen kann. Wenn 
der Vorgriffs-Cache-Speicher auf diese Weise betrie-
ben würde, würde das das obige Argument für eine 

Festlegung der Seitenschlangenlänge zugunsten ei-
ner längeren Schlange ändern, da ein Vorteil darin 
besteht, Seiten im vorhinein abzurufen, auch wenn 
das mehrere Minuten in Anspruch nimmt.
[0052] Hinsichtlich der Anzahl der Datenerfas-
sungschlitze auf dem einfachsten Niveau kann ge-
sagt werden: je mehr Schlitze verfügbar sind, desto 
besser ist es. Wenn nämlich ständig freie Datenerfas-
sungschlitze vorhanden sind, können die Seiten mit 
einem Minimum an Verzögerung aufgerufen werden.
[0053] In der Praxis zieht eine Unixmaschine die 
Grenzen für die Anzahl der zulässigen Unterprozes-
se. Innerhalb dieser Grenzen kann eine große Anzahl 
von Unterprozessen, beispielsweise mehr als zwan-
zig, laufen, da keiner von ihnen viel Raum im Zentral-
prozessor oder in der Speicherquelle benötigt. Die 
meisten der Unterprozesse "leben", d. h. sie warten 
einfach darauf, daß Daten verfügbar werden.
[0054] Wenn die Last am Vorgriffsspeicher höher 
ist, als eine Maschine handhaben kann, können na-
türlich mehrere Maschinen eingesetzt werden.
[0055] Eine Alternative zu den Unterprozessen wä-
re, mehre Teilprozesse im Vorgriffsprozessor laufen 
zu lassen. Dieses Verfahren würde weniger zusätzli-
che Betriebssysteme, aber möglicherweise einen 
noch effizienteren Betrieb bedeuten, die Wartung 
könnte sich aber schwieriger gestalten. Der Vorgriffs-
prozessor würde dann nur in einem Programm und 
nicht in getrennten Teilen implementiert, die gewartet 
werden müssen. Bei der Zuverlässigkeit des Vorgriff-
sprozessors könnte man auch einen Kompromiß ein-
gehen: Die Anordnung für eine Mehrfach-Unterverar-
beitung ist tolerant in Bezug auf einen Ausfall beliebi-
ger Unterverarbeitungen; solche Ausfälle beeinträch-
tigen den Vorgriffsprozessor selbst nicht, der aber 
dennoch zuverlässig und kontinuierlich laufen muß.
[0056] Gemäß Fig. 4 kann ein Flußdiagramm des 
grundlegenden Betriebs des Vorgriffsprozessors wie 
folgt beschrieben werden:
[0057] Schritt 400: Der Proxy-Server 105 liefert dem 
Benutzer entweder aus seinem Haupt-Cache-Spei-
cher oder aus dem Internet eine Seite und instruiert 
den Vorgriffsprozessor 130, die Seite zu bearbeiten, 
indem er dem Prozessor, der den URL für die betref-
fende Seite enthält, eine Nachricht übermittelt.
[0058] Schritt 405: Der Vorgriffsprozessor 130 erhält 
die Inhalte des URL aus dem Haupt-Cache-Speicher 
120 und unterzieht den Inhalt der Seite einer Syntax-
analyse, um die Verbindungen zu anderen Seiten 
festzustellen. (Das heißt, er übersetzt die HTML der 
Seite, um Informationen über miteinander verbunde-
ne Seiten zu gewinnen. Dafür ist natürlich das einpro-
grammierte Wissen der HTML-Syntax vonnöten.) 
Schritt 410: Die Existenz der so ermittelten Kind-Ver-
bindungen wird in Bezug auf den Haupt-Cache-Spei-
cher 120 und den Vorgriffs-Cache-Speicher 125 un-
tersucht.
[0059] Schritt 415: Wenn eine Kind-Verbindung 
nicht bereits im Cache-Speicher abgelegt ist, und es 
sich nicht um eine Seite oder eine Kind-Seite handelt, 
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die bereits verarbeitet wird, wird sie der Kind-Liste 
der Seite hinzugefügt.
[0060] Schritt 420: Wenn festgestellt wird, daß die 
zu verarbeitende Seite irgendwelche Kind-Verbin-
dungen hat, die nicht aufgerufen werden müssen, 
wird die Seite in den Anfang der Seitenverarbeitungs-
schlange aufgenommen. Jeder Eintrag in der Seiten-
verarbeitungsschlange 215 ist mit der Seiten-URL 
und, für jedes der Kind-Verbindungen, mit einem Ver-
bindungs-URL und einem Verbindungszustand ge-
koppelt. Letzterer wird aus: "ignoriert", wenn eine Ab-
lehnung durch den Verbindungs-Assessor 210 erfolgt 
ist, "erledigt", wenn eine vollständige Verarbeitung er-
folgt ist, oder "abgebrochen" ausgewählt, wenn die 
Zeit abgelaufen ist, oder aus einer Schlitzzahl ausge-
wählt, wenn gerade eine Verarbeitung läuft.
[0061] Schritt 425: Wenn die Seitenverarbeitungs-
schlange 215 zu lang geworden ist, was ein Anzei-
chen für einen Engpaß ist, wird die letzte Seite aus 
der Schlange entfernt und irgendwelche ausstehen-
den Datenerfassungen, die mit den Kindern der Seite 
gekoppelt sind, werden abgebrochen.
[0062] Schritt 430: Es wird ein Versuch unternom-
men, jedes Kind der neuen Seite zu verarbeiten, und 
irgendwelche noch nicht verarbeiteten Kinder aus an-
deren Seiten in der Seitenschlange, indem sie inakti-
ven Datenerfassungschlitzen der Seiten zugeordnet 
werden. Der Schlitzfüller 220 überwacht den Zustand 
der Datenerfassungschlitze 225; jeder von ihnen 
kann den Zustand "frei", "verbunden" oder "lesend"
aufweisen, und bestückt die freien Schlitze aus der 
Seitenschlange 215, beginnend mit der ersten, nicht 
verarbeiteten Verbindung in der neu hinzugefügten 
Seite.
[0063] Schritt 435: Die neu gefüllten Datenerfas-
sungschlitze der Seite werden aktiviert, und ein "Ver-
bindungsprozessor" 230 wird als eine Unix-Unterver-
arbeitung, wie oben beschrieben, gestartet.
[0064] Schritt 440: Irgendwelche Datenerfas-
sungschlitze einer Seite, die für den Verbindungsver-
such zu lange gebraucht haben, oder die aus irgend-
welchen anderen Gründen ausgefallen sind, werden 
freigegeben und als inaktiv bezeichnet, worüber dem 
Schlitzfüller 220 Mitteilung gemacht wird.
[0065] Schritt 445: Irgendwelche Datenerfas-
sungschlitze für Seiten, die erfolgreich mit den Ser-
vern 135 verbunden wurden, werden vom "Verbin-
dungs"-Zustand in den "Lesen"-Zustand aktualisiert. 
Es wird von einem Leseprozessor 240 gelesen, der 
die gleiche Unix-Unterverarbeitung wie die Verbin-
dungsphase verwendet. Der Schlitzprozessor 130
liest die relevanten Kind-Verbindungsdaten aus dem 
Netzwerk und übermittelt sie einem Cache-Writer im 
Cache-Controller 115. Dieser schreibt die Daten in 
den Vorgriffs-Cache-Speicher 125 und macht dem 
Shelf-Prozessor 265 Mitteilung.
[0066] Schritt 450: Irgendwelche Seiten-Datener-
fassungsschlitze 225, die für ihren Versuch, aus den 
Servern zu lesen, zu lange gebraucht haben, werden 
freigegeben und als inaktiv markiert, worüber wieder-

um, wie in der Verbindungsphase, dem Schlitzfüller 
220 Mitteilung gemacht wird.
[0067] Schritt 455: Seiten, die zu lange im Vor-
griffs-Speicher geblieben sind, werden als uner-
wünscht angesehen und aus dem Cache-Speicher 
entfernt. Das ist praktisch, denn irgendwelche Datei-
en, auf die von einem Benutzer nach dem Vorabruf 
zugegriffen wurde, sind von einer getrennten Ca-
che-Controller-Anordnung zum Haupt-Cache-Spei-
cher 120 übertragen worden. Obwohl es außeror-
dentlich einfach ist, den Vorgriffs-Cache-Speicher 
125 abzugleichen, indem er regelmäßig auf veraltete 
Dateien abgetastet wird und diese entfernt werden, 
wird doch durch diese Technik allzu viel Rechenzeit 
verbraucht und macht einen Zugriff mit einer hohen 
Zahl von Disketten erforderlich. Daher ist es bevor-
zugt, einen Shelf-Prozessor 265, wie oben beschrie-
ben, zu verwenden.
[0068] Die obigen Verarbeitungsschritte wiederho-
len sich auf unbegrenzte Zeit und nicht notwendiger-
weise in der beschriebenen Reihenfolge. Natürlich 
können insbesondere die Schritte 440, 445, 450 und 
455 mit einer Häufigkeit ausgeführt werden, die in 
Relation zu dem Rest des Verfahrens als zweckmä-
ßig erachtet wurde; diese Schritte sind durch gepunk-
tete Linien dargestellt, um anzuzeigen, daß sie nicht 
immer dann vorhanden müssen, wenn der Vorgriffs-
prozessor 130 beauftragt wird, eine Seite zu bearbei-
ten.
[0069] Eine Realzeitansicht des Systems könnte so 
aussehen, wie in Fig. 5 gezeigt ist. In diesem Beispiel 
sind vier Seiten in der Schlange 215 und es gibt zehn 
einzelne Datenerfassungschlitze 505. Hier wurde an-
genommen, daß eine neue Seite (Seite 1) gerade an-
gekommen ist, und daß einige Datenerfassungschlit-
ze 505 soeben frei geworden sind, da die Verarbei-
tung einiger Kinder von Seite 4 gerade abgeschlos-
sen worden ist, dann sind einige Neuzuweisungen 
von Datenerfassungschlitzen 505 erforderlich. Zwei 
Kinder von Seite 2 werden gerade verarbeitet. Die 
anderen zwei Kinder von Seite 2 sind zwar auch zur 
Verarbeitung bereit, jedoch könnte die Ankunft der 
neuen Seite 1 einen Einfluß darauf haben, was mit ih-
nen geschieht. Seite 3 hat vier Kind-Verarbeitungen, 
eine Verbindung wird aufgebaut, die anderen Verbin-
dungen sind bereits hergestellt und gelesen. Seite 4 
ist fertig, alle ihre Kinder sind entweder gelesen oder 
die Verarbeitung wurde abgebrochen, da zuviel Zeit 
benötigt wurde.
[0070] Der Vorgriffsprozessor 130 wird nun die Kin-
der der neu angekommenen Seite 1, den Schlitzen 2, 
6 und 7, und ein Kind der Seite 2 dem Schlitz 8 zu-
weisen. Seite 4 wird aus der Warteschlange entfernt, 
da sie keine ausstehenden Operationen aufweist.
[0071] Aus Fig. 6 können die Ergebnisse der Neu-
zuordnung entnommen werden.
[0072] Fig. 7 zeigt, daß auch eine etwas andere 
Version der vorliegenden Erfindung bevorzugt wer-
den könnte: In den Schritten 345, 350, umgeht das 
System den Vorgriffsprozessor 130 in einem Fall, in 
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dem eine Seite bereits im Haupt-Cache-Speicher 
120 gefunden worden ist. Dieser Version kann dann 
der Vorzug gegeben werden, wenn alle Seiten bereits 
vom Vorgriffsprozessor 130 verarbeitet worden sind, 
bevor sie in den Haupt-Cache-Speicher 120 geladen 
werden.
[0073] Eine Folge der obigen, in Fig. 7 gezeigten 
Variation ist es, daß das System direkt den Vorgriffs-
prozessor 130 (Schritt 350) auslöst, nachdem eine 
Seite vom Vorgriffs-Cache-Speicher 125 in den 
Haupt-Cache-Speicher 120 übertragen wurde. In die-
sem Falle muß das System, wenn es die Seite in den 
Haupt-Cache-Speicher überträgt, die Seite auch zum 
Vorgriffsprozessor 130 übertragen.
[0074] Es ist möglich, die Ausführungsformen der 
Erfindung in einer objektbezogenen Technologie zu 
gestalten. So können beispielsweise die drei Prozes-
soren, der Seiten-, Schlitz- und Shelf-Prozessor, als 
Objekte auf dem höchsten Niveau angesehen wer-
den. Jeder kann eine unabhängige Einheit sein, die 
mit den anderen mit Hilfe von Nachrichten anstelle ei-
nes direktem Datenzugriffs oder einer Datenmodifi-
zierung kommuniziert. Auf einem niedrigeren Niveau 
haben die Elemente der Seitenschlange und der Da-
tenerfassungsschlitze objektähnliche Merkmale: Je-
des Element ist eine Umschreibung eines Prototyps 
(ein Seitenschlangen-Element oder ein Datenerfas-
sungschlitz) und jedes verfügt über zugehörige Da-
ten und Zustände.
[0075] Wie beschrieben, greift Casper auf alle Sei-
ten zu, die mit einer ausgewählten Seite verbunden 
sind. Es ist möglich, das Prinzip der ebenfalls anhän-
gigen Patentanmeldung, auf die oben Bezug genom-
men wurde, zu nutzen und die Seiten auszuwählen, 
auf die in Übereinstimmung mit einem Benutzerprofil 
beispielsweise auf der Grundlage des Interesses und 
des Kontextes zugegriffen wurde.

Patentansprüche

1.  Informationszugriffssystem zum Zugriff auf In-
formationen, auf die mit Hilfe eines Kommunikations-
netzes zugegriffen werden kann, das umfaßt:  
a) einen Eingang zum Empfang von Anforderungen 
zum Zugriff auf Informationsobjekte,  
b) eine Einrichtung zum Herunterladen von angefor-
derten Informationsobjekten aus dem Netzwerk in ei-
nen lokalen Speicher und  
c) einen Informations-Prozessor zum Verarbeiten der 
heruntergeladenen Informationsobjekte, um einge-
bettete Verbindungen zu anderen Informationsobjek-
ten, auf die über das Netzwerk zugegriffen werden 
kann, zu orten,  
wobei der Informations-Prozessor umfaßt:  
i) eine Warteschlangen-Anordnung zur Anordnung 
der heruntergeladenen Informationsobjekte mit den 
eingebetteten Verbindungen in einer Warteschlange 
und  
ii) einen Satz gleichzeitig aktivierbarer Informati-
ons-Datenerfassungseinheiten zum Herunterladen 

von Informationsobjekten aus dem Netzwerk in einen 
lokalen Speicher, die durch die eingebetteten Verbin-
dungen gekennzeichnet sind,  
wobei der Informations-Prozessor im Betrieb ein sich 
in der Warteschlange befindendes Objekt der herun-
tergeladenen angeforderten Information verarbeitet, 
um darin eingebettete Verbindungen zu orten, die an-
dere Informationsobjekte zum Herunterladen kenn-
zeichnen, und die im verarbeiteten Informationsob-
jekt georteten eingebetteten Verbindungen verschie-
denen verfügbaren Datenerfassungseinheiten zuord-
net, wobei dann jede Datenerfassungseinheit tätig 
wird und ein Informationsobjekt aus dem Netzwerk in 
den lokalen Speicher herunterlädt, das durch die ihr 
zugeordnete Verbindung gekennzeichnet ist.

2.  Informationszugriffssystem nach Anspruch 1, 
wobei der lokale Speicher mindestens zwei Ca-
che-Datenspeicher umfaßt, einen ersten Cache-Da-
tenspeicher, in den die Datenerfassungseinheiten im 
Betrieb gekennzeichnete Informationsobjekte herun-
terladen, und einen zweiten Cache-Datenspeicher 
zum Speichern von Informationsobjekten, die auf 
eine am Eingang erhaltene Anforderung herunterge-
laden wurden.

3.  Informationszugriffssystem nach Anspruch 2, 
das ferner eine Einrichtung umfaßt, die auf den Emp-
fang einer Anforderung zum Zugriff auf ein Informati-
onsobjekt am Eingang anspricht, das im ersten Ca-
che-Datenspeicher gespeichert ist, um das angefor-
derte Informationsobjekt vom ersten Cache-Daten-
speicher zum zweiten Cache-Datenspeicher zu über-
tragen.

4.  Informationszugriffssystem nach Anspruch 2 
oder 3, wobei jede empfangene Anforderung einen 
Ortungsindikator enthält, der den Ort des angeforder-
ten Informationsobjekts im Netzwerk anzeigt, und 
das System ferner ein Register zum Speichern der 
Ortungsindikatoren zusammen mit verwandten be-
grenzten Daten sowie eine Einrichtung umfaßt, die 
auf den Empfang einer Anforderung zum Zugriff auf 
ein Informationsobjekt am Eingang anspricht, um auf 
das Register zuzugreifen, um beliebige begrenzte 
Daten zu erhalten, die in bezug auf einen in der emp-
fangenen Anforderung enthaltenen Ortungsindikator 
gespeichert sind.

5.  Informationszugriffssystem nach einem der 
vorhergehenden Ansprüche, das ferner eine Warte-
schlangenlängen-Steuereinrichtung zum Streichen 
von Informationsobjekten aus der Warteschlan-
gen-Anordnung umfaßt.

6.  Informationszugriffssystem nach Anspruch 5, 
wobei die Warteschlangenlängen-Steuereinrichtung 
so ausgebildet ist, daß sie Informationsobjekte auf-
grund der Länge der Zeit streicht, die sich ein Infor-
mationsobjekt in der Warteschlangen-Anordnung be-
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findet.

7.  Informationszugriffssystem nach einem der 
vorhergehenden Ansprüche, das ferner eine Daten-
erfassungseinheit-Überwachungseinrichtung um-
faßt, die erfaßt, wann Datenerfassungseinheiten ver-
fügbar werden, und um die Zuordnung von in Infor-
mationsobjekten vorhanden Verbindungen zu verfüg-
baren Datenerfassungseinheiten zu triggern, die sich 
in der Warteschlangen-Anordnung befinden.

8.  Informationszugriffssystem nach Anspruch 7, 
wobei die Datenerfassungseinheit-Überwachungs-
einrichtung die Zuordnung von Verbindungen in einer 
Prioritätenfolge triggert, wobei die Pioritätenfolge in 
Übereinstimmung mit dem Zeitraum bestimmt wird, 
den sich ein Informationsobjekt in der Warteschlan-
gen-Anordnung befunden hat.

9.  Informationszugriffssystem nach Anspruch 8, 
wobei das höchstes Prioritätsniveau mit den Verbin-
dungen verknüpft ist, die sich in dem Objekt mit der 
kürzesten Zeit in der Warteschlangen-Anordnung be-
finden.

10.  Informationszugriffssystem nach einem der 
vorhergehenden Ansprüche, wobei die Warteschlan-
gen-Anordnung so ausgebildet ist, daß sie jedes In-
formationsobjekt durch objektbezogenes Speichern  
– einer Kennung für das Objekt und  
– einer Kennung für eine oder mehrere im Objekt ein-
gebettete Verbindungen  
in der Warteschlange ordnet.

11.  Informationszugriffssystem nach Anspruch 
10, wobei die Warteschlangen-Anordnung ferner so 
ausgebildet ist, daß eine Zustandsinformation in be-
zug auf jede der Verbindungskennungen, insbeson-
dere den Herunterlade-Zustand für jede Verbindung, 
gespeichert wird, die anzeigt, ob das jeweilige ge-
kennzeichnete Informationsobjekt durch eine Infor-
mations-Datenerfassungseinheit heruntergeladen 
wurde.

12.  Informationszugriffssystem nach einem der 
vorhergehenden Ansprüche, das einen Proxy-Server 
umfaßt, der so ausgebildet ist, daß er eine Zugriffsan-
forderung eines Benutzers auf ein Informationsobjekt 
zum Herunterladen des angeforderten Informations-
objektes aus dem Netzwerk in den lokalen Speicher 
und zum Triggern der Funktion des Informations-Pro-
zessors in bezug auf das heruntergeladene angefor-
derte Informationsobjekt empfängt.

13.  Informationszugriffssystem nach Anspruch 
12, wobei im Fall der Abhängigkeit von Anspruch 2 
der Proxy-Server so ausgebildet ist, daß er das her-
untergeladene angeforderte Informationsobjekt im 
zweiten Cache-Datenspeicher speichert.

14.  Informationszugriffssystem nach Anspruch 
13, wobei der Proxy-Server ferner so ausgebildet ist, 
daß er beim Empfang einer Zugriffsanforderung auf 
ein Informationsobjekt bevorzugt vor einem Herun-
terladen des angeforderten Objekts über das Kom-
munikationsnetz auf mindestens einen, den ersten 
oder den zweiten Cache-Datenspeicher zugreift, um 
das angeforderte Informationsobjekt wiederzugewin-
nen.

15.  Verfahren zum Speichern von Informations-
objekten, auf die mit Hilfe eines Kommunikationsnet-
zes zugegriffen werden kann, das die folgenden 
Schritte umfaßt:  
i) Empfang einer Anforderung für einen Zugriff auf ein 
Informationsobjekt,  
ii) Herunterladen des angeforderten Informationsob-
jekts aus dem Kommunikationsnetz und Speichern 
des heruntergeladenen angeforderten Objekts in ei-
nem lokalen Datenspeicher,  
iii) Verarbeiten des heruntergeladenen angeforderten 
Objekts, um irgendwelche darin eingebetteten Ver-
bindungen zu orten, die sich auf andere Informations-
objekte beziehen, und  
iv) Herunterladen von Informationsobjekten, auf die 
durch eingebettete, im Schritt (iii) geortete Verbin-
dungen verwiesen wurde, und Speichern der herun-
tergeladenen Objekte im lokalen Datenspeicher.

16.  Verfahren nach Anspruch 15, wobei Schritt 
(iii) umfaßt: Anordnen der heruntergeladenen ange-
forderten Informationsobjekte durch Speichern, be-
zogen auf jedes Objekt, einer Kennung für das Objekt 
und einer Kennung für jede geortete, im Objekt ein-
gebettete Verbindung in einer Warteschlange.

17.  Verfahren nach Anspruch 15 oder 16, wobei 
Schritt (iv) umfaßt: Zuordnen von eingebetteten Ver-
bindungen, die im Schritt (iii) geortet wurden, zu ver-
schiedenen Datenerfassungseinheiten eines Satzes 
von gleichzeitig aktivierbaren Datenerfassungsein-
heiten und Herunterladen der Informationsobjekte 
mit den zugeordneten Verbindungen mit Hilfe der Da-
tenerfassungseinheiten.

18.  Verfahren nach Anspruch 17, wobei im Fall 
der Abhängigkeit von Anspruch 16 der Schritt (iii) fer-
ner umfaßt: Speichern von Zustandsinformationen in 
bezug auf jede Kennung der eingebetteten Verbin-
dungen, die ihren Zustand in bezug auf das Herunter-
laden durch die Datenerfassungseinheiten anzeigen.

19.  Verfahren nach Anspruch 17 oder 18, wobei 
der lokale Datenspeicher mindestens zwei Ca-
che-Datenspeicher, einen ersten Cache-Datenspei-
cher, in den die Datenerfassungseinheiten im Betrieb 
gekennzeichnete Informationsobjekte herunterladen, 
und einen zweiten Chache-Datenspeicher zum Spei-
chern von Informationsobjekten umfaßt, die aufgrund 
einer am Eingang erhaltenen Anforderung herunter-
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geladen wurden, wobei das Verfahren ferner den 
Schritt umfaßt: (v) Übertragen des angeforderten In-
formationsobjekts vom ersten Cache-Datenspeicher 
zum zweiten Cache-Datenspeicher nach dem Emp-
fang einer Anforderung zum Zugriff auf ein Informati-
onsobjekt, das im ersten Cache-Datenspeicher ge-
speichert ist.

Es folgen 6 Blatt Zeichnungen
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Anhängende Zeichnungen
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