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RAM CONTROLLER INTERFACE DEVICE FOR
RAM COMPATIBILITY

TECHNICAL FIELD OF THE INVENTION

[0001] The present invention relates generally to process-
ing systems and in particular the present invention relates to
a memory interface which allows interchangablity of mul-
tiple memory devices.

BACKGROUND OF THE INVENTION

[0002] A memory device is the place where a computer
processor holds current programs and data that are in use,
and, because of the demands made by increasingly powerful
software, system memory requirements have been acceler-
ating at an alarming pace over the last few years. The result
is that modern computers have significantly more memory
than the first computers of the early 1980s, and this has had
an effect on development of processor architectures. Storing
and retrieving data from a large block of memory is more
time-consuming than from a small block. With a large
amount of memory, the difference in time between a register
access and a memory access is very great, and this has
resulted in extra layers of ‘cache’ memory in the storage
hierarchy. When it comes to access speed, processors are
currently outstripping memory chips by an ever-increasing
margin.

[0003] System memory can comprise different types of
memory. Synchronous dynamic random access memory
(SDRAM) is a type of DRAM that can run at much higher
clock speeds than conventional memory. The SDRAM syn-
chronizes itself with a central processing unit’s (CPU) bus
and is capable of running at speeds of about 100 MHZ, about
three times faster than conventional fast page mode (FPM)
DRAM, and about twice as fast as extended data output
(EDO) DRAM and burst EDO DRAM. SDRAM, therefore,
is replacing EDO DRAM in many newer computers.

[0004] Today’s fastest processing systems use CPU buses
running at, or in excess of, 100 MHZ, so SDRAM can
marginally maintain the bus speed. Future processing sys-
tems, however, are expected to have CPU buses running at
200 MHZ or faster. SDRAM is not expected to support these
high speeds which is why new memory technologies are
being developed.

[0005] RAMBUS DRAM (RDRAM) is a type of memory
developed by RAMBUS, Inc., Mountain View, Calif. It is
anticipated that RDRAM can transfer data at up to 600
MHZ. RDRAM is being used in place of video RAM
(VRAM) in some graphics accelerator boards, but it is not
expected to be used for the main memory of processing
systems until 1999.

[0006] Both the cost and availability of RDRAM creates a
barrier to widespread use of the memory in processing
systems. Thus, processors developed which are designed to
communicate with RDRAM may not experience widespread
acceptance until RDRAM is economically available. For the
reasons stated above, and for other reasons stated below
which will become apparent to those skilled in the art upon
reading and understanding the present specification, there is
a need in the art for an apparatus and method which allows
a processing system, originally designed to use RDRAM, to
use more economical memory devices.
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SUMMARY OF THE INVENTION

[0007] Inoneembodiment, a processing system comprises
a memory controller adapted to communicate using a packet
based RDRAM protocol, a memory module comprising
SDRAM devices, and an interface device located with the
memory controller such that the interface device is not
located on the memory module. The interface device trans-
lates packet based RDRAM protocol command and data
signals from the memory controller into an SDRAM proto-
col, and the interface device translates data signals received
from the memory module into packet based RDRAM pro-
tocol data.

[0008] In another embodiment, a processing system com-
prises a memory controller adapted to communicate using a
packet based RDRAM protocol, a memory module com-
prising SDRAM devices, the memory module is located in
a memory socket, and an interface device located between
the memory controller and the memory socket. The interface
device translates packet based RDRAM protocol command
and data signals from the memory controller into an
SDRAM protocol, and the interface device translates data
signals received from the memory module into packet based
RDRAM protocol data.

[0009] In still another embodiment, a processing system
comprises a memory controller adapted to communicate
using a packet based RDRAM protocol, and a memory
module comprising SDRAM devices. The memory module
is located in a memory socket. An interface device is located
between the memory controller and the memory socket. The
interface device translates packet based RDRAM protocol
command and data signals from the memory controller into
an SDRAM protocol. The interface device comprises a write
demultiplex circuit for converting data received on N data
lines from the memory controller to MxN data lines, a read
multiplex circuit converting received on the MxN data lines
from the memory module to the N data lines, and a com-
mand disassembler for converting packet based commands
from the memory controller into row/column based com-
mands.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010]

[0011] FIG. 2 illustrates a processing system having an
interface device of the present invention;

FIG. 1 is a prior art processing system;

[0012] FIG. 3 illustrates one embodiment of an interface
device of FIG. 2;

[0013] FIG. 4 illustrates one embodiment of an interface
device of FIG. 2;

[0014]
[0015] FIG. 6 is a timing diagram of a write operation.

FIG. § is a timing diagram of a read operation; and

DETAILED DESCRIPTION OF THE
INVENTION

[0016] In the following detailed description of the pre-
ferred embodiments, reference is made to the accompanying
drawings which form a part hereof, and in which is shown
by way of illustration specific preferred embodiments in
which the inventions may be practiced. These embodiments
are described in sufficient detail to enable those skilled in the
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art to practice the invention, and it is to be understood that
other embodiments may be utilized and that logical,
mechanical and electrical changes may be made without
departing from the spirit and scope of the present inventions.
The following detailed description is, therefore, not to be
taken in a limiting sense, and the scope of the present
invention is defined only by the appended claims.

[0017] A variety of memories can be used in processing
systems. For example, one processing system can use three
levels of memory. A primary cache, or ‘Level 1° cache, can
be located on a processor, or CPU, and is used for temporary
storage of instructions and data. Primary cache tends to be
the fastest form of storage, but is limited in size due to its
location on the processor integrated circuit chip.

[0018] Most processing systems are offered with a sec-
ondary cache to bridge the processor/memory performance
gap. Secondary cache (also know as ‘external’ or ‘Level 2’
cache) uses the same control logic as primary cache and can
be implemented using static random access memory
(SRAM). The secondary cache is intended to supply infor-
mation to the processor without any delay (wait-state).

[0019] The third and principal level of the system memory
is referred to as main memory, or RAM. The main memory
operates as a staging area between a hard disk and the
processor. Typically, the more data available in the RAM,
the faster the processor can operate. Main memory is
attached to the processor via address and data buses.

[0020] As stated above, RAMBUS Inc. has developed a
memory referred to as a RAMBUS DRAM (RDRAM)
which can operate at bus communication speeds in excess of
100 MHZ. The RAMBUS design centers on a high-speed
interface that transfers data over an 8-bit bus referred to as
a RAMBUS Channel. The RDRAM system uses a two-
channel configuration with one 2 MBx8 RDRAM per chan-
nel, for memory granularity of 4 MB. Each pair of RDRAMs
has an effective 16-bit data path and presents two 4K open
pages to a memory controller.

[0021] A synchronous DRAM system, in contrast, can use
four 1 MBx16 SDRAM chips sharing a common address/
control bus with a memory granularity of 8 MB. This 64-bit
data path presents two 2K pages to the memory controller.
Both RDRAM and SDRAM designs use the same core
technology. Thus, the fundamental device timings are basi-
cally the same. The speed at which these devices move
address and control information to the memory controller is
different. The RAMBUS system, oscillating at 533 MHZ
internally, transmits data every 3.75 ns, which is four times
faster than a 66 MHZ system bus clock rate of 15 ns. This
translates into an RDRAM-based system needing eight CPU
clock cycles to move 32 bytes of data versus 10 CPU clock
cycles for an SDRAM-based system.

[0022] Using RDRAM, a memory controller can latch a
valid memory address and read request from the CPU at
clock cycle zero. The RDRAM device latency from the start
of the command to the first byte of data returning from the
RDRAM is five CPU clock cycles. The RAMBUS clock
cycles four times within the next CPU clock cycle, and the
two RDRAMSs transfer 16 bytes of data (4 bytes per RAM-
BUS cycle) to the memory controller. With the seventh CPU
clock cycle, the two RDRAMSs transfer another 16 bytes of
data. By the eighth CPU clock cycle, the RDRAM-based
system moves 32 bytes of data to the memory controller.
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[0023] Referring to FIG. 1, a Prior Art processing system
100 is described. The system includes a processor 102
coupled to a host bus 104. The host bus allows communi-
cation with a second level cache 106 and memory controller
108. The memory controller can access either the cache
memory or main memory 110. The controller also functions
as a bridge between the host bus and a second bus 112, such
as a peripheral component interconnect (PCI) bus. The PCI
bus is a 64-bit bus which can run at clock speeds of 33 or 66
MHZ. This bridge is sometimes referred to as a north bridge.
A second bridge 114 can be provided to allow communica-
tion with another bus 116, such as an industry standard bus
(ISA). This bridge, sometimes referred to as a south bridge,
also allows access to integrated drive electronics (IDE)
ports, universal serial bus (USB), and other devices.

[0024] The main memory typically comprises random
access memory devices. The random access memory can be
such as fast page mode (FPM) RAM, extended data output
(EDO) DRAM, burst EDO DRAM, or synchronous dynamic
random access memory (SDRAM). These types of memory
are traditionally coupled to the memory controller using an
in-line memory module as known to those in the in the art.
The inline memory modules can be configured as either a
single in-line memory module (SIMM) or a dual in-line
memory module (DIMM) which is physically inserted into
a corresponding memory slot.

[0025] As explained above, RAMBUS Inc. provides a
random access memory referred to as a RDRAM which can
be used as main memory. The RDRAM can be provided as
an in-line memory module, referred to a RAMBUS in-line
memory module (RIMM). If an RDRAM based main
memory is provided in processing system 100, the memory
controller 108 must be configured to communicate using an
RDRAM protocol. The RDRAM protocol is based on pack-
ets, not the conventional multiplexed row/column random
access memory protocol. As stated above, a memory con-
troller, or bridge, which is designed to directly communicate
with RDRAM cannot be commercially exploited until
RAMBUS memory is cost competitive with a plentiful
supply.

[0026] 1t has been proposed in the prior art to provide
in-line memory modules which include SDRAM devices in
place of RDRAM devices. Each memory module would
have an integrated circuit interface chip which allows the
memory module to be placed in a RIMM socket for com-
munication with a controller configured for communication
with a RAMBUS Inc. memory. This proposition, therefore,
requires an interface device to be provided with each
memory module.

[0027] Because different SDRAM memories are currently
available, the memory module interface device is not
desired. These different SDRAM devices include, but are
not limited to, SDR SDRAM, DDR SDRAM, and DDR
SGRAM. The SDR SDRAM is a single data rate SDRAM
that supports data transfers on one edge of each clock cycle.
The DDR SDRAM is a double data rate SDRAM that
supports data transfers on both edges of each clock cycle,
effectively doubling the memory chip’s data throughput. The
DDR-SDRAM is also called SDRAM II. The DDR SGRAM
is a double data rate synchronous graphics RAM. Each of
these memories communicate using a row/column protocol
and either low voltage transistor-transistor logic (LVTTL) or
SSTL_ 2.
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[0028] FIG. 2 illustrates a processing system which has an
interface device 120 located in a processing system to
translate between a memory controller 108 and a non-packet
based main memory located in memory module sockets 130.
The controller, which can be provided as a chip set or on a
mother board, is adapted to communicate using a packet-
based protocol. The interface device translates the packet-
based protocol into a row/column protocol. In contrast to the
proposed system, a single interface device 120 is required in
the processing system.

[0029] FIGS. 3 and 4 illustrates one embodiment of the
interface device. The interface device 120 is an integrated
circuit package having a plurality of external communica-
tion and control nodes, or connections. The interface device
includes CTM, CFM, CLK, command/control, A0-An,
DQO-DQ63, SIO0 and SIO1 (serial data), SCK (serial
clock), CMD (command), DQAO-DQA7, DQBO0-DQB7,
and RQO-RQ7 (request) connections. The command/control
connections may include CS, RAS, CAS, WE, CKE and
DQM. The following provides a description of the interface
device connections.

[0030] The CTM connection receives a Clock to Master
signal, and the CFM connection receives a Clock from
Master signal. The RAMBUS memory sub-systems use a
looped-back clock trace on a circuit board, and each device
is connected to the trace at two points. A system clock 135
and direct RAMBUS clock generator 139 are also provided.

[0031] Bank and Row addresses provided by the memory
controller 108 are converted to SDRAM address space using
a command/address disassembler 140 (SDRAMs typically
have fewer banks and more rows than RDRAM, so one
approach is to convert bank address bits to row address bits).
The controller needs to know that this conversion is taking
place (i.e., that the system is populated with SDRAMS, not
RDRAMSs) and must avoid opening more than one row in a
given group of direct RDRAM bank addresses (that will
map to a single SDRAM bank). The controller can deter-
mine memory type and characteristics by reading the serial
presence detect (SPD) ROM devices located on SDRAM
DIMMSs via the “South Bridge.” For example using an
INTEL 82371AB PCI-to-ISA/IDE Xcelerator. The trans-
lated SDRAM address signals are transmitted on the AO-An
outputs 142 to the main memory.

[0032] To facilitate the translation, ROWO-ROW?2 signals
comprise 3 pins of the RQO-RQ7 inputs 144 to the interface
device. These three signals provide 24 bits of information
(3x8 ticks=24 bits) which contain Row operation (com-
mand), Row address, Bank address and Device address
information. Using a translator circuit 146, the Device
address is decoded to drive a specific chip select (CS) signal.
Likewise, the Row Command is converted to an equivalent
SDRAM command (e.g., Active, Precharge, etc.) and is
forwarded in sequence. In one embodiment, the row com-
mand is forwarded first and the column command second.
The SDRAM Command is transmitted using multiplex
circuit 150 and FIFO circuit 152 via CS, RAS, CAS, WE,
CKE outputs 154 and one or more Address outputs (AO-An).
The number of address lines, and the number of copies of
each command or address line is determined by the maxi-
mum memory configuration supported. This embodiment of
the interface chip provides the same communication inter-
face on the memory side as conventional SDRAM North
Bridge chips.
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[0033] A similar column address translation is provided
using translator circuit 158. The Column Command is
converted to an equivalent SDRAM command (e.g., Read,
Write, etc.) and is forwarded in sequence (on the signals as
described above). Write commands are stored until the
corresponding data and mask bits are received, and then all
are forwarded together. Write mask bits are converted to
DQM bits and, as mentioned, are sent with the correspond-
ing data bits and command. DQM bits are transmitted via the
DQM outputs (1 logical DQM per byte of data, could be
more physical DQMs for loading reasons, a byte could be 8
or 9 bits). Thus, COL0O-COL4 signals are provided on five
pins of the RQO-RQ7 connections to provide 40 bits (5x8
ticks=40 bits) which contain Column operation (command),
Bank address, Device address and Write Mask Bits.

[0034] Incoming data for write operations is captured on
DQAO0-DQA7, and DQBO0-DQB7 (2 bytes) on each of 8
ticks (edges of CFM). The data is demultiplexed using
circuit 160, regrouped and forwarded on DQO-DQ63 (8
bytes) on each of two positive edges of CLK (for DDR, two
edges of one CLK cycle). Sixteen data connections are
provide, however, other bandwidths can be supported, such
as eighteen. For read operations, data received from the
SDRAMSs (on DQO0-DQ63) on two CLK edges is multi-
plexed out on DQAO-DQA7 using circuit 162, and DQBO-
DQB?7 on each of 8 edges of CTM.

[0035] In a direct RDRAM based system, the Serial
Clock/Command 170 and Serial Data signals 172 are used to
program registers and/or operating modes in RDRAMs.
SDRAMSs are much less complex in this area (a single mode
register for SDR SDRAMs, two mode registers for DDR
SDRAMSs). These signals can be used, in one embodiment,
to instruct the interface device to program the SDRAM
mode registers and/or provide the information that is to be
programmed. Thus, a disassembler circuit 176 and mode
control logic 180 provided to control multiplex circuit 150.

[0036] A clock signal 182 is provided to the interface
device by a separate clock source 135, a copy(s) of this
signal is provided to the main memory, SDRAM DIMMs.
This signal (CLK) is the signal to which the SDRAM timing
is referenced.

[0037] Referring to FIG. 5, one example of read timing is
provided. During a read operation, the controller sends a
read command (T,-T,) and address information to the
interface device. The interface device translates the infor-
mation and re-transmits that information to the main
memory DRAMSs (T;;-T,,). Again, the main memory can
comprise SDRAM, SGRAM, or the like. Further, the main
memory can be configured in a memory module. After the
data has been accessed, the memory provides the read data
to the interface device (T,,-T5y, T5y,-T5,), which multi-
plexes the data from 64 bits down to 16 bits and provides it
to the controller (T54-T,0). Time tPD1 (T,-T,,) represents
the delay through the interface device (to disassemble,
translate and retransmit the command/control and address
signals). Time tPD2 (T,,-T;,) is the delay through the
interface device used to capture, multiplex, and queue-up the
first half of the data burst. Time tPD3 (T,-Ts,)is the delay
experienced to capture, mux and retransmit the second half
of the data burst. The first half of the data is delayed longer
than the second half (tPD2>tPD3) so that both halves can be
output in a contiguous burst.
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[0038] Referring to FIG. 6, one example of write timing
is provided. During a write operation, the controller sends a
write command and address information (T,-T,)to the inter-
face device. Optional mask data can be provided by the
controller (T,4-T,,). Finally, the data to be written to the
memory is provided (T,,-T,3). The interface device trans-
lates the command and address information and stores it
until the mask and data are received. If mask data is
provided, the interface device translates it to DQMs and
stores these until data is received. Once the corresponding
data is received, it is demultiplexed and then command,
address, mask and write data are all transmitted to the
memory. Time tPD1 (T,-T,;) represents the delay through
the interface device experienced to disassemble, translate
and re-transmit the command/control and address signals for
commands other than write commands. Time tPD2 (T,;-
T,,) represents the delay through the interface device expe-
rienced between receiving the write data and retransmitting
the write data along with the command and mask data that
was previously received and translated.

[0039] An interface device has been described which is
provided on a motherboard, or with a memory control chip
set, to translate between a controller, which is intended to
communicate with a packet based memory system, and a
non-packet based memory system. In particular, communi-
cations from a memory controller, intended to directly
communicate with a RAMBUS RDRAM memory system,
are translated for a memory system which does not comprise
RAMBUS RDRAM. The interface device, or integrated
circuit, is not located with the memory system. That is, the
memory modules do not include the interface circuit.
Instead, the interface device is located with the processor
motherboard, or with the controller/bridge integrated circuit
chip set, such that it is electrically located between a
controller and main memory sockets. By providing the
interface device at the controller side of the communication
bus, the system is flexible and the cost of the memory
modules is not adversely effected.

[0040] The interface chip can support either matched or
unmatched input and output bandwidth. For example, a
controller-memory interface that is 800 MHZ (800 Mbps per
pin) and 16-bits wide has a peak bandwidth of 1.6
Gigabytes-per-second (Gbps). This matches 1:1 with a
64-bit wide DDR SDRAM interface running at a 200 MHZ
data rate. However, this is a 2:1 unmatched relationship with
a 100 MHZ SDR SDRAM, and a 1.5:1 relationship with a
133 MHZ SDR. Alternately, if the controller-memory inter-
face is 600 MHZ and 16-bits wide, or 1.2 Gbps, ithas a 1.5:1
relationship with a 133 MHZ SDR, and a 0.75:1 relationship
with a 200 MHZ DDR. The interface chip, therefore, oper-
ates with either matched or unmatched bandwidth to support
both SDR and DDR memories. For unmatched bandwidth,
the FIFO buffers 160 and 162 can be deeper than in matched
applications. This provides a better buffer for receiving fast
data, and allows an accumulation of slower data.

[0041] Although specific embodiments have been illus-
trated and described herein, it will be appreciated by those
of ordinary skill in the art that any arrangement which is
calculated to achieve the same purpose may be substituted
for the specific embodiment shown. This application is
intended to cover any adaptations or variations of the present
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invention. Therefore, it is manifestly intended that this
invention be limited only by the claims and the equivalents
thereof.

What is claimed is:
1. A processing system comprising:

a memory controller adapted to communicate using a
packet based RDRAM protocol;

a memory module comprising SDRAM devices; and

an interface device located with the memory controller
such that the interface device is not located on the
memory module, the interface device translates packet
based RDRAM protocol command and data signals
from the memory controller into an SDRAM protocol,
and the interface device translates data signals received
from the memory module into packet based RDRAM
protocol data.

2. The processing system of claim 1 wherein the memory
controller is provided in an integrated circuit chip set.

3. The processing system of claim 2 wherein the inte-
grated circuit chip set comprises the interface device.

4. The processing system of claim 1 wherein the memory
controller and interface device are provided on a mother-
board.

5. A processing system comprising:

a memory controller adapted to communicate using a
packet based RDRAM protocol;

a memory module comprising SDRAM devices, the
memory module is located in a Memory socket; and

an interface device located between the memory control-
ler and the Memory socket, the interface device trans-
lates packet based RDRAM protocol command and
data signals from the memory controller into an
SDRAM protocol, and the interface device translates
data signals received from the memory module into
packet based RDRAM protocol data.

6. The processing system of claim 5 wherein the memory
controller and interface device are provided on a mother-
board.

7. The processing system of claim 5 further comprising a
second memory module comprising SDRAM devices, the
second memory module is located in a second Memory
socket

8. The processing system of claim 5 wherein the interface
device comprises:

a write demultiplex circuit for converting data received on
N data lines from the memory controller to MxN data
lines;

a read multiplex circuit converting received on the MxN
data lines from the memory module to the N data lines;
and

a command disassembler for converting packet based
commands from the memory controller into row/col-
umn based commands.

9. A processing system comprising:

a memory controller adapted to communicate using a
packet based RDRAM protocol;

a memory module comprising SDRAM devices, the
memory module is located in a Memory socket; and
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an interface device located between the memory control-
ler and the Memory socket, the interface device trans-
lates packet based RDRAM protocol command and
data signals from the memory controller into an
SDRAM protocol, the interface device comprises:

a write demultiplex circuit for converting data received
on N data lines from the memory controller to MxN
data lines;

a read multiplex circuit converting received on the
MxN data lines from the memory module to the N
data lines; and

a command disassembler for converting packet based
commands from the memory controller into row/
column based commands.

10. A processing system comprising:

a memory controller adapted to communicate using a
packet based RAMBUS DRAM protocol;

a plurality of memory modules each comprising column/
row protocol based DRAM devices, the memory mod-
ules are located in in-line memory module sockets; and

a single interface device located between the memory
controller and the in-line memory module socket sock-
ets, the interface device translates packet based RAM-
BUS DRAM protocol command and data signals from
the memory controller into the column/row protocol,
and the interface device translates data signals received
from the memory modules into packet based RAMBUS
DRAM protocol data.

11. A processing system motherboard comprising:

a memory controller adapted to communicate using a
packet based RDRAM protocol; and

an interface device which translates packet based
RDRAM protocol command and data signals from the
memory controller into a column/row DRAM protocol,
and translates data signals received from a memory
external to the motherboard into the packet based
RDRAM protocol data.

12. The processing system motherboard of claim 11

further comprising a processor.

13. The processing system motherboard of claim 11

wherein the column/row DRAM protocol is a column/row
SDRAM protocol.
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14. A processing system chip set comprising:
a Processor;

a memory controller adapted to communicate using a
packet based RDRAM protocol; and

an interface device which translates packet based
RDRAM protocol command and data signals from the
memory controller into a column/row DRAM protocol,
and translates data signals received from an external
memory into the packet based RDRAM protocol data.
15. The processing system chip set of claim 14 wherein

the interface device comprises:

a write demultiplex circuit for converting data received on
N data lines from the memory controller to MxN data
lines;

a read multiplex circuit converting received on the MxN
data lines from an external memory to the N data lines;
and

a command disassembler for converting packet based
RDRAM commands from the memory controller into
the row/column DRAM commands.

16. A method of operating a processing system compris-

ing:

receiving packet based commands from a memory con-
troller with an interface device;

translating the packet based commands into column/row
DRAM commands; and

communicating the column/row DRAM commands to
external memory, wherein a memory socket is electri-
cally located between the interface device and the
external memory.

17. The method of claim 16 further comprising:

receiving first data on N data lines from the memory
controller with the interface device;

demultiplexing the first data and communicating the first
data to the external memory on MxN data lines;

receiving second data on the MxN data lines from the
external memory with the interface device; and

multiplexing the second data and communicating the
second data to the memory controller on the N data
lines.



