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"CODIFICAGCAO DE INFORMAGCOES DE TEMPORIZAGAO PARA
CODIFICAGCAO DE VIDEO”
PEDIDOS CORRELATOS

[0001] Este pedido reivindica o beneficio do:

pedido provisdédrio norte-americano N°. 61/670 066,
depositado a 10 de Jjulho de 2012, o qual ¢é por este
incorporado em sua totalidade a guisa de referéncia.

CAMPO TECNICO
[0002] Esta revelacdo refere-se de maneira geral ao
processamento de dados de video e, mais especificamente, a
imagens de acesso aleatdério utilizadas em dados de video.
ANTECEDENTES

[0003] Capacidades de video digital podem ser
incorporadas a uma ampla faixa de aparelhos, gque incluem
televisdes digitais, Sistemas de broadcast diretos
digitais, sistemas de Dbroadcast sem fio, assistentes
digitais pessoais (PDA), computadores lap-top ou de mesa,
computadores tablet, leitoras de e-books, cémeras digitais,
aparelhos de gravacédo digital, tocadores de meios digitais,
aparelhos para Jjogos de video, consoles para Jjogos de
video, telefones celulares ou de radio-satélite, os
chamados “telefones inteligentes”, aparelhos de
teleconferéncia de video, aparelhos de fluxo continuo de
video e semelhantes. Os aparelhos de video digital
implementam técnicas de codificacdo de video tais como as
descritas nos padrdes definidos pelo ITU-T H.261, ISO/IEC
MPEG-1 Visual, ITU-T H.262, ISO/IEC MPEG-2 Visual, ITU-T
H.263, ITU-T H.264/MPEG-4 Parte 10, Codificacdo Avancada de
Video (AVC) e o Padrdo de Codificacdo de Video de Alta
Eficdcia (HEVC) atualmente em desenvolvimento e extensdes
de tais padrdes. Os aparelhos de video podem transmitir,

receber, codificar, decodificar e/ou armazenar informacdes
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de video digital de maneira mais eficaz pela implementacéo

de tais técnicas de codificacdo de video.

[0004] As técnicas de codificacdo de video incluem
predicdo espacial (intra-imagem) e/ou predicdo temporal
(inter-imagem) para reduzir ou remover a redunddncia

inerente a sequéncias de video. Para a codificacdo de video
preditiva, baseada em blocos, uma fatia de video (um quadro
de video ou uma parte de um quadro de video, por exemplo)
pode ser particionada em blocos de video, que podem ser
também referidos como macro-blocos, Dblocos de A&rvore,
unidades de &rvore de codificacdo (CTUs), blocos de &rvore
de codificacdo (CTBs), unidades de codificacdo (CUs) e/ou
nés de codificacdo. Os blocos de video em uma fatia intra-
codificada (I) de uma imagem s&do codificados utilizando-se
predicdo espacial com relacdo a amostras de referéncia em
blocos vizinhos na mesma imagem. Os blocos de video em uma
fatia inter-codificada (P ou B) de uma imagem pode utilizar
predicdo espacial com relacdo a amostras de referéncia em
blocos wvizinhos na mesma imagem ou predigdo temporal com
relacdo a amostras de referéncia em outras imagens de
referéncia. As imagens podem ser referidas como quadros, e
as 1imagens de referéncia podem ser referidas como gquadros
de referéncia.

[0005] A predicdo espacial ou temporal resulta em um
bloco preditivo para um bloco a ser codificado. Os dados
residuais representam diferencas de pixel entre o Dbloco
original a ser codificado e o bloco preditivo. Os pixels
podem ser referidos como elementos de imagem, pels ou
amostras. Um bloco inter-codificado é codificado de acordo
com um vetor de movimento que indica um bloco de amostras
de referéncia que formam o bloco preditivo e os dados
residuais que indicam a diferenga entre o bloco codificado

e 0 bloco preditivo. Um bloco intra-codificado é codificado
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de acordo com um modo de intra-codificacdo e os dados
residuais. Para compactacdo adicional, os dados residuais
podem ser transformados do dominio de pixel em um dominio
de transformada do que resultam em coeficientes de
transformada residuais que podem ser entdo codificados. Os
coeficientes de transformada quantificados, inicialmente
dispostos em um arranjo bidimensional, podem ser varridos
de modo a se produzir um vetor unidimensional de
coeficientes de transformada, e a codificagdo por entropia
pode ser aplicada de modo a se obter uma compactacdo ainda
maior.
SUMARIO

[0006] Em geral, esta revelacdo descreve técnicas para
processar dados de video. Em particular, esta revelacéao
descreve técnicas que podem ser utilizadas para reduzir
retardos em aplicativos de video, tais como aplicativos de
conversagdo, para proporcionar aperfeicoamentos no acesso
aleatdério de uma sequéncia de video codificada e fornecer
informacdes para contetido de video que é de taxa de imagem
fixa e suporta capacidade de escalonamento temporal.

[0007] Em um exemplo, um método para decodificar dados
de video inclui desencapsular uma fatia de uma imagem de
ponto de acesso aleatdério (RAP) de um fluxo de bits de uma
unidade de camada de abstragcdo de rede (NAL), em gque a
unidade NAL inclui um valor de tipo de unidade NAL dque
indica se a imagem RAP é de um tipo que pode ter imagens
dianteiras conexas e se a 1imagem RAP é uma imagem de
renovacdo de decodificador instantdnea (IDR) ou uma imagem
de acesso aleatdério limpa (CRA), determinar se a imagem RAP
pode ter imagens dianteiras conexas com base no valor de
tipo de unidade NAL e decodificar os dados de vwvideo do

fluxo de bits que se segue a imagem RAP com base na
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determinacdo de se a imagem RAP pode ter imagens dianteiras
conexas.

[0008] Em outro exemplo, um aparelho para decodificar
dados de video, o aparelho compreendendo um processador
configurado para desencapsular uma fatia de uma imagem de
ponto de acesso aleatdério (RAP) de um fluxo de bits de uma
unidade de camada de abstracdo de rede (NAL), em que a
unidade NAL inclui um valor de tipo de unidade NAL dgue
indica se a imagem RAP é de um tipo de pode ter imagens
dianteiras conexas e se a imagem RAP é uma imagem de
renovacdo de decodificador instanté&nea (IDR) ou uma imagem
de acesso aleatdério limpa (CRA), determinar se a imagem RAP
pode ter imagens dianteiras conexas com base no valor de
tipo de unidade NAL e decodificar os dados de video do
fluxo de bits gque se segue a imagem RAP com base na
determinacdo de se a imagem RAP pode ter imagens dianteiras
conexas.

[0009] Em outro exemplo, um aparelho para decodificar
dados de video inclui um dispositivo para desencapsular uma
fatia de uma imagem de ponto de acesso aleatdério (RAP) de
um fluxo de bits de uma unidade de camada de abstracdo de
rede (NAL), em que a unidade NAL inclui um valor de tipo de
unidade NAL que indica se a imagem RAP é de um tipo que
pode ter imagens dianteiras conexas e se a imagem RAP é uma
imagem de renovacdo de decodificador instantdnea (IDR) ou
uma imagem de acesso aleatdédrio limpa (CRA), um dispositivo
para determinar se a imagem RAP pode ter imagens dianteiras
conexas com base no valor de tipo de unidade NAL, e um
dispositivo para decodificar os dados de video do fluxo de
bits que se segue a imagem RAP com base na determinacdo de
se a imagem RAP pode ter imagens dianteiras conexas.

[0010] Em outro exemplo, um meio de armazenamento

passivel de leitura por computador tem armazenadas nele
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instrucdes que, quando executadas, fazem com gque um
processador desencapsule uma fatia de uma imagem de ponto
de acesso aleatdério (RAP) de um fluxo de bits de uma
unidade de camada de abstracdo de rede (NAL) em que a
unidade NAL inclui um valor de tipo de unidade NAL dgue
indica se a imagem RAP é de um tipo que pode ter imagens
dianteiras conexas e se a 1imagem RAP ¢é uma imagem de
renovacdo de decodificador instanténea (IDR) ou imagem de
acesso aleatdério limpa (CRA), determine se a imagem RAP
pode ter imagens dianteiras conexas com base no valor de
tipo de unidade NAL, e decodifique os dados de video do
fluxo de bits gque se segue a imagem RAP com base na
determinacdo de se a imagem RAP pode ter imagens dianteiras
conexas.

[0011] Em outro exemplo, um método para gerar um fluxo
de bits que inclui dados de video, o método compreendendo
determinar se uma imagem de ponto de acesso aleatdério (RAP)
é de um tipo que pode ter imagens dianteiras conexas e se a
imagem  RAP compreende uma imagem de renovagao de
decodificador instantdnea (IDR) ou uma 1imagem de acesso
aleatério limpa (CRA), encapsular uma fatia da imagem RAP
em uma unidade de camada de abstracdo de rede (NAL), em gque
a unidade NAL inclui um valor de tipo de unidade NAL que
indica se a imagem RAP é de um tipo que pode ter imagens
dianteiras conexas e gerar um fluxo de bits que inclui a
unidade NAL.

[0012] Em outro exemplo, um aparelho para gerar um fluxo
de bits que inclui dados de video inclui um processador
configurado para determinar se uma imagem de ponto de
acesso aleatdério (RAP) é de um tipo que pode ter imagens
dianteiras conexas e se a imagem RAP compreende uma imagem
de renovacdo de decodificador instantdnea (IDR) ou uma

imagem de acesso aleatdério 1limpa (CRA), encapsular uma
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fatia da imagem RAP em uma unidade de camada de abstracéao
de rede (NAL), em que a unidade NAL inclui um valor de tipo
de unidade NAL que indica se a imagem RAP é de um tipo que
pode ter imagens dianteiras conexas e gerar um fluxo de
bits que inclui a unidade NAL.

[0013] Em outro exemplo, um aparelho para gerar um fluxo
de bits que inclui dados de wvideo inclui um dispositivo
para determinar se uma imagem de ponto de acesso aleatdrio
(RAP) é de tipo que pode ter imagens dianteiras conexas e
se a 1imagem RAP compreende uma 1imagem de renovacgdo de
decodificador instantdnea (IDR) ou uma 1imagem de acesso
aleatdério limpa (CRA), um dispositivo para encapsular uma
fatia da imagem RAP em uma unidade de camada de abstracéao
de rede (NAL), em que a unidade NAL inclui um valor de tipo
de unidade NAL que indica se a imagem RAP é de um tipo que
pode ter imagens dianteiras conexas, e um dispositivo para
gerar um fluxo de bits que inclui a unidade NAL.

[0014] Em outro exemplo, um meio de armazenamento
passivel de leitura por computador tem armazenadas nele
instrucgdes que, quando executadas fazem com que um
processador determine se uma imagem de ponto de acesso
aleatério (RAP) ¢é de um tipo que pode ter imagens
dianteiras conexas e se a imagem RAP compreende uma imagem
de renovacdo de decodificador instantdnea (IDR) ou uma
imagem de acesso aleatdédrio limpa (CRA), encapsule uma fatia
da imagem RAP em uma unidade de camada de abstracdo de rede
(NAL), em que a unidade NAL inclui um valor de tipo de
unidade NAL gque indica se a imagem RAP é de um tipo gue
pode ter imagens dianteiras conexas, e gere um fluxo de
bits que inclui a unidade NAL.

[0015] Em outro exemplo, um método para decodificar
dados de wvideo inclui determinar, para uma unidade de

camada de abstracdo de rede (NAL) de informacdes de
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aperfeicoamento suplementares (SEI) de um fluxo de bits, se
um valor de tipo de unidade NAL para a unidade NAL SEI
indica que a unidade NAL compreende uma unidade NAL SEI de
prefixo que inclui uma mensagem SEI de prefixo ou uma
unidade NAL SEI de sufixo que inclui uma mensagem SEI de
sufixo e decodificar os dados de video do fluxo de bits que
se segue a unidade NAL SEI com base em se a unidade NAL SEI
é¢ a unidade NAL SEI de prefixo ou a unidade NAL SEI de
sufixo e os dados da unidade NAL SETI.

[0016] Em outro exemplo, um aparelho para decodificar
dados de wvideo inclui um processador configurado para
determinar para uma unidade de camada de abstracdo de rede
(NAL) de informacdes de aperfeicoamento suplementares (SEI)
de um fluxo de bits, se um valor de tipo de unidade NAL
para unidade NAL SEI indica que a unidade NAL compreende
uma unidade NAL SEI de prefixo gque inclui uma mensagem SEI
de prefixo ou uma unidade NAL SEI de sufixo que inclui uma
mensagem SEI de sufixo e decodificar os dados de video do
fluxo de bits que se segue a unidade NAL SEI com base em se
a unidade NAL SEI ¢é¢ a unidade NAL SEI de prefixo ou a
unidade NAL SEI de sufixo e nos dados da unidade NAL SET.
[0017] Em outro exemplo, um aparelho para decodificar
dados de video inclui um dispositivo para determinar, para
uma unidade de camada de abstracdo de rede (NAL) de
informacdes de aperfeicoamento suplementares (SEI) de um
fluxo de bits, se um valor de tipo de unidade NAL para a
unidade NAL SEI indica gque a unidade NAL compreende uma
unidade NAL SEI de prefixo que inclui um mensagem SEI de
prefixo ou uma unidade NAL SEI de sufixo que inclui uma
mensagem SEI de sufixo, e um dispositivo para decodificar
os dados de video do fluxo de bits que se segue a unidade

NAL SEI com base em se a unidade NAL SEI é a unidade NAL
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SEI de prefixo ou a unidade NAL SEI de sufixo e nos dados
da unidade NAL SETI.

[0018] Em outro exemplo, um meio de armazenamento
passivel de leitura por computador tem armazenadas nele
instrucgdes que, quando executadas fazem com que um
processador determine para uma unidade de camada de
abstracdo de rede (NAL) de informacdes de aperfeicoamento
suplementares (SEI) de um fluxo de bits, se um valor de
tipo de unidade NAL para a unidade NAL SEI indica que a
unidade NAL compreende uma unidade NAL SEI de prefixo que
inclui uma mensagem SEI de prefixo ou uma unidade NAL SEI
de sufixo que inclui uma mensagem SEI de sufixo, e
decodifique os dados de video do fluxo de bits que se segue
a unidade NAL SEI com base em se a unidade NAL é a unidade
NAL SEI de prefixo ou a unidade NAL SEI de sufixo e nos
dados da unidade NAL SEI.

[0019] Em outro exemplo, um método para gerar um fluxo
de bits que inclui dados de video inclui determinar se uma
mensagem de informacdes de aperfeicoamento suplementares
(SEI) é uma mensagem SEI de prefixo ou uma mensagem SEI de
sufixo, em que a mensagem SEI inclui dados relacionados com
dados de video codificados, encapsular a mensagem SEI em
uma unidade NAL SEI, em que a unidade NAL SEI inclui um
valor de tipo de unidade NAL que indica se a unidade NAL
SEI é uma unidade NAL SEI de prefixo ou uma unidade NAL
SEI de sufixo e se a mensagem SEI é uma mensagem SEI de
prefixo ou uma mensagem SEI de sufixo, e gerar um fluxo de
bits que inclui pelo menos a unidade NAL SEI.

[0020] Em outro exemplo, um aparelho para gerar um fluxo
de bits que inclui video inclui um processador configurado
para determinar se uma mensagem de informacgdes de
aperfeicoamento suplementares (SEI) é uma mensagem SEI de

prefixo ou uma mensagem SEI de sufixo, em gque a mensagem
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SETI inclui dados relacionados com dados de video
codificados, encapsular a mensagem SEI em uma unidade NAL
SEI, em gue a unidade NAL SEI inclui um valor de tipo de
unidade NAL que indica se a unidade NAL SEI é uma unidade
NAL SEI de prefixo ou uma unidade NAL SEI de sufixo e em se
a mensagem SEI ¢é uma mensagem SEI de prefixo ou uma
mensagem SEI de sufixo, e gerar um fluxo de bits que inclui
pelo menos a unidade NAL SEI.

[0021] Em outro exemplo, um aparelho para gerar um fluxo
de bits que inclui dados de video inclui um dispositivo
para determinar se uma mensagem de informacdes de
aperfeicoamento suplementares (SEI) é uma mensagem de SEI
de prefixo ou uma mensagem SEI de sufixo, em que a mensagem
SETI inclui dados relacionados com dados de video
codificados, um dispositivo para encapsular a mensagem SEI
em uma unidade NAL SEI, em que a unidade NAL SEI inclui um
valor de tipo de unidade NAL gque indica se a unidade NAL
SEI é uma unidade NAL SEI de prefixo ou uma unidade NAL SEI
de sufixo e se a mensagem SEI é uma mensagem SEI de prefixo
ou uma mensagem SEI de sufixo, e um dispositivo para gerar
um fluxo de bits que inclui pelo menos a unidade NAL SEI.
[0022] Em outro exemplo, um meio de armazenamento
passivel de leitura por computador que tem armazenadas nele
instrugdes que, qgquando executadas fazem com que um
processador determine se uma mensagem de informacdes de
aperfeicoamento suplementares (SEI) é uma mensagem SEI de
prefixo ou uma mensagem SEI de sufixo, em que a mensagem
SETI inclui dados relacionados com dados de video
codificados, encapsule a mensagem SEI em uma unidade NAL
SEI, em gue a unidade NAL SEI inclui um valor de tipo de
unidade NAL que indica se a unidade NAL SEI é uma unidade
NAL SEI de prefixo ou unidade NAL SEI de sufixo e se a

mensagem SEI é uma mensagem SEI de prefixo ou uma mensagem
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SEI de sufixo, e gere um fluxo de bits que inclui pelo
menos a unidade NAL SEI.

[0023] Em outro exemplo, um método para apresentar dados
de video inclui determinar um valor de numero inteiro para
os dados de video, determinar um valor de diferenca entre o
tempo de apresentacdo de uma primeira imagem e o tempo de
apresentacdo de uma segunda imagem, em que o valor de
diferenca é igual ao valor de nuUmero inteiro multiplicado
por um valor de pulso de reldgio e apresentar a primeira
imagem e a segunda 1imagem de acordo com o valor de
diferenca determinado.

[0024] Em outro exemplo, um aparelho para processar
dados de wvideo inclui wum processador configurado para
determinar um valor de numero inteiro para os dados de
video, determinar um valor de diferenca entre o tempo de
apresentacdo de uma primeira imagem e o tempo de
apresentacdo de uma segunda 1imagem, em dque o valor de
diferenca é igual ao valor de numero inteiro multiplicado
por um valor de pulso de reldgio, e apresentar a primeira
imagem e a segunda imagem de acordo com o valor de
diferenca determinado.

[0025] Em outro exemplo, um aparelho para apresentar
dados de wvideo inclui um dispositivo para determinar um
valor de numero inteiro para os dados de video, um
dispositivo para determinar um valor de diferenca entre o
tempo de apresentacdo de uma primeira imagem e o tempo de
apresentacdo de uma segunda 1imagem, em dgque o valor de
diferenca é igual ao valor de numero inteiro multiplicado
por um valor de pulso de reldgio e um dispositivo para
apresentar a primeira imagem e a segunda imagem de acordo
com o valor de diferenca determinado.

[0026] Em outro exemplo, um meio de armazenamento

passivel de leitura por computador tem armazenadas nele
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instrucdes que, quando executadas, fazem com qgque um
processador determine um valor de numero inteiro para os
dados de video, determine um valor de diferenca entre o
tempo de apresentacdo de uma primeira imagem e o tempo de
apresentacdo de uma segunda imagem, em que o valor de
diferenca é igual ao valor de numero inteiro multiplicado
por um valor de pulso de reldgio, e apresente a primeira
imagem e a segunda 1imagem de acordo com o valor de
diferenca determinado.

[0027] Em outro exemplo, um método para gerar um fluxo
de bits que inclui dados de video inclui gerar dados que
indicam se a diferenca entre o tempo de apresentacdo de uma
primeira imagem e o tempo de apresentacdo de uma segunda
imagem é um multiplo de numero inteiro de um valor de pulso
de reldégio, e, quando os dados indicam que a diferenca é um
miltiplo de numero inteiro do valor de pulso de reldgio,
gerar dados que representam o maltiplo de numero inteiro.
[0028] Em outro exemplo, um aparelho para gerar um fluxo
de bits que inclui dados de wvideo inclui um processador
configurado para gerar dados que 1indicam se a diferenca
entre o tempo de apresentacdo de uma primeira imagem e o
tempo de apresentacdo de uma segunda imagem é um multiplo
de numero inteiro de um valor de pulso de reldgio e, quando
os dados indicam que a diferenca é um multiplo de numero
inteiro do wvalor de pulso de reldgio, gerar dados dque
representam o miltiplo de numero inteiro.

[0029] Em outro exemplo, um aparelho para gerar um fluxo
de bits que inclui dados de video inclui um dispositivo
para gerar dados que indicam se a diferenga entre o tempo
de apresentacdo de uma primeira 1imagem e o tempo de
apresentacdo de uma segunda imagem é um multiplo de nuUmero
inteiro de um valor de pulso de reldédgio, e um dispositivo

para gerar, quando os dados indicam que a diferenca é um
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miltiplo de numero inteiro do valor de pulso de reldgio,
dados que representam o multiplo de nUmero inteiro.
[0030] Em outro exemplo, um meio de armazenamento
passivel de leitura por computador tem armazenadas nele
instrugcdes que, quando executadas, fazem com que, um
processador gere dados que indicam se a diferenca entre o
tempo de apresentacdo de uma primeira imagem e o tempo de
apresentacdo de uma segunda imagem é um multiplo de numero
inteiro de um valor de pulso de reldgio e, gquando os dados
indicam que a diferenca é um mGltiplo de nUmero inteiro do
valor de pulso de reldgio gere dados gue representam o
multiplo de numero inteiro.
[0031] Os detalhes de um ou mais exemplos sdo apresentados
nos desenhos anexos e na descricdo que se segue. Outros
recursos, objetos e vantagens serdo evidentes a partir da
descricdo e dos desenhos, e a partir das reivindicacdes.
DESCRIGCAO RESUMIDA DOS DESENHOS
[0032] A Figura 1 é um diagrama conceptual que mostra
uma sequéncia de video codificada de acordo com técnicas de
codificacdo preditiva de video.
[0033] A Figura 2 é um diagrama conceptual que mostra um
exemplo de sequéncia de video codificada.
[0034] A Figura 3 é um diagrama de blocos que mostra um
sistema de codificacdo e decodificacdo de video exemplar
que pode utilizar as técnicas descritas nesta revelacdo.
[0035] A Figura 4 é um diagrama de blocos gque mostra uma
unidade de encapsulamento exemplar que pode implementar as
técnicas descritas nesta revelacédo.
[0036] A Figura 5 é um fluxograma gue mostra um exemplo
de geracdo de unidade NAL VCL de acordo com as técnicas

desta revelacéo.
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[0037] A Figura 6 é um fluxograma gue mostra um exemplo
de geracdo de wunidades NAL ndo VCL de acordo com as
técnicas desta revelacédo.
[0058] A Figura 7 é um fluxograma que mostra um exemplo
de sinalizacdo de um valor delta de tempo de apresentacéo.
[0039] A Figura 8 é um diagrama de blocos que mostra um
codificador de video exemplar que pode implementar as
técnicas descritas nesta revelacédo.
[0040] A Figura 9 é um fluxograma que mostra um exemplo
de determinacdo de um valor delta de tempo de apresentacdo.
[0041] A Figura 10 é um diagrama de blocos que mostra um
decodificador de video exemplar que pode implementar as
técnicas descritas nesta revelacédo.

DESCRIGCAO DETALHADA
[0042] Esta revelacdo descreve desenhos de codificacéao
de video aperfeicoados. Em particular, esta revelacéo
descreve técnicas que podem ser utilizadas para reduzir
retardo em aplicativos de video, tais como aplicativos de
conversagdo, e proporcionar aperfeicoamentos no acesso
aleatdério de uma sequéncia de video codificada.
[0043] Aparelhos de video digital implementam técnicas
de compactacdo de video para codificar e decodificar
informacdes de video digital de maneira mais eficaz. As
técnicas de compactacdo de video podem ser definidas de
acordo com um padrdo de codificacdo de video, tal como AVC
ou AHEVC. O padrdo ITU-T H.264/MPEG-4 AVC foi formulado
pelo Grupo de Especialistas em Codificacdo de Video ITU-T
(VCEG) juntamente com o Grupo de Especialistas de Imagens
em Movimento ISO/TEC-MPEG como o produto de uma parceria
coletiva conhecida como Equipe de Video Conjunta (JVT). O
padrdo H.264 ¢é descrito na recomendagcdo ITU-T H.264,
Codificacdo Avancada de Video para Servicos Audio Visuais

Genéricos, pelo Grupo de Estudos ITU-T, e datada de marco
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de 2005, a qual pode ser aqui referida como o padrdo H.264
ou especificacdo H.264, ou o padrdo ou especificacéo
H.264/AVC. A Equipe de Video Conjunta (JVT) continua a
trabalhar nas extensfes do H.264/MPEG-4 AVC.

[0044] Um Rascunho operacional (WD) recente da HEVC
referido como “Rascunho Operacional HEVC 7” ou “WD7”, é
descrito no documento JCTVC-I1003 d5, Bross et alii, “WD7:
Rascunho Operacional 7 da Codificacédo de Video de Alta
Eficéacia (HEVC) 7, Equipe de Colaboragdo Conjunta em
Codificacdo de Video (JCT-VC) do ITU-T SGl6 WP3 e ISO/IEC
JTC1/SC29/WG11l, 9°. Encontro, Genebra, Suica, 27 de maio de
2012 a 7 de maio de 2012. Além disto, outro rascunho
operacional recente, o Rascunho Operacional 9, é descrito
no documento HCTVCK1003 d7, Bross et alii, “Rascunho de
Especificacdo de Texto de Codificacdo de Video de Alta
Eficdcia 9”, Equipe de Colaboracdo Conjunta em Codificacéo
de Video (JCT-VC) do ITU-T SGl6 WP3 e ISO IEC JT
CI/SC29/WG11l, 11°. Encontro, Xangai, CN, outubro de 2012. O
padrdo HEVC vindouro pode ser também referido como ISO/IEC
23008-HEVC que é destinado a ser um nUmero de padrdo para a
versdo lancada da HEVC. Sob alguns aspectos, as técnicas
descritas nesta revelacdo podem ser aplicadas a aparelhos
que se conformam geralmente ao padrdo H.264 e/ou ao padréo
HEVC wvindouro. Embora as técnicas desta revelacdo sejam
descritas com relacdo ao padrdo H.264 e ao padrdo HEVC
vindouro, as técnicas desta revelacdo sdo geralmente
aplicaveis a qualgquer padrédo de codificacdo de wvideo.

[0045] Uma sequéncia de video inclui tipicamente uma
série de quadros de video também referidos como imagens.
Exemplos de aplicativos de video nos quais uma sequéncia de
video ¢é <codificada e/ou decodificada inclui repeticédo
local, fluxo continuo, aplicativos de broadcast, multicast

e de conversacgdo. Os aplicativos de conversagdo incluem
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telefonia com video e conferéncia de video e sdo também
referidos como aplicativos de baixo retardo. Os aplicativos
de conversacdo exigem um retardo de uma extremidade a outra
relativamente Dbaixo dos sistemas inteiros, isto &, o
retardo entre o momento em que um quadro de video é captado
em um primeiro aparelho de video digital e o momento em que
o quadro de video é exibido em um segundo aparelho de wvideo
digital. Um retardo de uma extremidade a outra, tipicamente
aceitédvel para aplicativos de conversacdo deve ser inferior
a 400 mseg, e um retardo de extremidade a outra de cerca de
150 mseg é considerado muito bom.

[0046] Cada etapa associada ao processamento de uma
sequéncia de video pode contribuir para o retardo de uma
extremidade a outra total. Exemplos de retardos associados
ao processamento de uma sequéncia de video incluem retardo
de captacdo, retardo de pré-processamento, retardo de
codificacao, retardo de transmisséao, retardo de
armazenamento de recepcgdo (para anulacdo de flutuacdo de
fase), retardo de decodificacdo, retardo de saida de
imagens decodificadas, retardo de pds-processamento e
retardo de exibicdo. O retardo associado a codificacdo de
uma sequéncia de video de acordo com um padrdo de
codificacdo de video especifico pode ser referido como
retardo de CODEC e pode incluir um retardo de codificacdao,
um retardo de decodificacdo e um retardo de saida de
imagens decodificadas. O retardo de CODEC deve ser reduzido
ao minimo em aplicativos de conversacdo. Em particular, a
estrutura de codificacdo de uma sequéncia de video deve
assegurar que a ordem de saida das imagens na sequéncia de
video seja idéntica a ordem de decodificagdo de imagens na
sequéncia de video, de modo que o retardo de saida de
imagens decodificadas seja igual a =zero. A estrutura de

codificacdo de uma sequéncia de video refere-se em parte a
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alocacdo de tipos de imagem utilizados para codificar uma
sequéncia de video.

[0047] Um grupo de imagens (GOP) compreende geralmente
uma sequéncia de uma ou mais imagens dispostas de acordo
com uma ordem de exibicdo. De acordo com a HEVC, um
codificador de video pode dividir um gquadro ou imagem de
video em uma série de blocos de video de tamanho igual. Um
bloco de video pode ter um componente de lumindncia
(denotado como Y) e dois componentes croma (denotados como
U e V ou Cb e Cr). Estes blocos de video podem ser também
referidos como maiores unidades de codificacdo (LCUs),
blocos de 4&rvore ou unidades de Dbloco de 4&rvore de
codificacdo (CTUs). As LCUs da HEVC podem ser amplamente
andlogas aos macro-blocos de padrdes anteriores, tais como
o H.264/AVC. Entretanto, uma LCU ndo estd necessariamente
limitada a um tamanho especifico. De acordo com a HEVC, os
dados de sintaxe dentro de um fluxo de bits podem definir
uma LCU de acordo <com um nuUmero de amostras luma
horizontais e/ou verticais. Por exemplo, uma LCU pode ser
definida como incluindo 64x64 ou 32x32 amostras luma. Além
disto, uma LCU pode ser particionada em varias unidades de
codificacéao (CUs) de acordo com uma esquema de
particionamento de transformacdo gquad-tree. Em geral, o
particionamento de transformacdo quad-tree refere-se a
divisdo recursiva de CUs em quatro sub-CUs. Os dados de
sintaxe associados a um fluxo de bits codificado pode
definir um numero maximo de vezes em que uma LCU pode ser
dividida, referido como profundidade de CU méxima, e podem
definir também o tamanho minimo de uma CU. Por conseguinte,
um fluxo de bits pode definir também a menor unidade de
codificacdo (SCU). Por exemplo, uma SCU pode ser definida

como incluindo 8x8 amostras luma.
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[0048] Além disso, de acordo com a HEVC, um codificador
de video pode particionar uma imagem em uma Série de
fatias, em que cada uma das fatias inclui um numero inteiro
de LCUs. As fatias podem ser fatias I, fatias P ou fatias
B, onde I, P e B definem como outros blocos de video séo
utilizados para predizer as CUs. Uma fatia I é predita
utilizando-se um modo intra-predicdo (a partir de blocos de
video dentro do mesmo quadro, por exemplo). A intra-
codificacdo recorre a predicdo espacial para reduzir ou
remover a redundancia espacial em video dentro de um dado
quadro ou 1imagem de video. Uma fatia P ¢é ©predita
utilizando-se um modo de intra-predicdo unidirecional (a
partir de Dblocos de video em um quadro anterior, por
exemplo). Uma fatia B é predita utilizando-se um modo de
inter-predicédo bidirecional (a partir de Dblocos de video
dentro de um quadro anterior e um quadro subseqUente, por
exemplo). A inter-codificacdo recorre a predicdo temporal
para reduzir ou remover a redundéncia temporal em video
dentro de quadros ou imagens adjacentes de uma sequéncia de
video.

[0049] A Figura 1 é um diagrama conceptual que mostra
uma sequéncia de video codificada de acordo com técnicas de
codificacédo de video preditiva. Conforme mostrado na Figura

1, a sequéncia de video 100 inclui imagens Picq-Picqgp. No
diagrama conceptual da Figura 1 as imagens Picq-Picjg sdao

dispostas e numeradas sequencialmente de acordo com a ordem
na qual elas serdo exibidas. Conforme descrito mais
detalhadamente em seguida, a ordem de exibicdo néo
corresponde necessariamente a ordem de decodificacgéo.
Conforme mostrado na Figura 1, a sequéncia de video 100

inclui um GOP7] e um GOPp, onde as imagens Picq-Picy sdo

incluidas no GOP] e as imagens Picg-Picqp sdo incluidas no
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GOP». A Figura 1 mostra onde a Picg & particionada na fatia

1 e na fatia 2, onde cada uma da fatia 1 e da fatia 2
inclui LCUs consecutivas de acordo com uma varredura de
rastreamento da esquerda para a direita e do topo para a
base. Embora n&o mostrado, as outras imagens mostradas na
Figura 1 podem ser particionadas em uma ou mais fatias de
maneira semelhante. A Figura 1 mostra também o conceito de

fatias I, fatias P ou fatias B com relacdo ao GOPp. As
setas associadas a cada uma das Picg-Picig no GOP» indicam

se uma imagem inclui fatias I, fatias P ou fatias B com
base em uma imagem referida indicada pelas setas. Na Figura

1 as imagens Picg e Picg representam imagens que incluem

fatias I (isto é, as referéncias sdo com as imagens

propriamente ditas), as imagens Picy o Picjg representam

imagens que incluem fatias P (isto é, cada uma se refere a

uma imagem anterior) e Picg representa uma imagem que

inclui fatias B (isto é, refere uma imagem anterior e uma
imagem subseqiente) .

[0050] Na HEVC, cada uma de uma sequéncia de video, um
GOP, uma imagem, uma fatia e uma CU, pode ser associado a
um dado de sintaxe que descreve propriedades de codificacéo
de video. Por exemplo, uma fatia inclui um cabecalho que
inclui um elemento de sintaxe que indica se a fatia é uma
fatia I, uma fatia P ou uma fatia B. Além disto, a HEVC
inclui o conceito de conjunto de pardmetros. Um conjunto de
pardmetros é uma estrutura de sintaxe que inclui elementos
de sintaxe que permitem que um decodificador de wvideo
reconstrua uma sequéncia de video. A HEVC wutiliza um
mecanismo de conjunto de parédmetros hierdrquico no qual
elementos de sintaxe sdo incluidos em um tipo de conjunto
de parémetros com base na frequéncia na qual se espera que

os elementos de sintaxe se alterem. O mecanismo de conjunto



19/92

de parédmetros na HEVC desacopla a transmisséo de
informagdes que se alteram de maneira ndo freqliente da
transmissdo de dados de bloco codificados. Além disto, em
alguns aplicativos os conjuntos de pardmetro podem ser
transmitidos “fora da banda”, isto é, nédo transportados
juntamente com as unidades que contém dados de video
codificados. A transmissdo fora da banda é tipicamente
confidvel.

[0051] No WD7 HEVC, um conjunto de pardmetros especifico
é¢ identificado utilizando-se um ID de conjunto de
pardmetros. No WD7 HEVC, um ID de conjunto de parémetros é
um elemento de sintaxe codificado por Golomb Exp. de nUmero
inteiro ndo sinalizado com o bit esquerdo primeiro. O WD7
HEVC define os conjuntos de parametros seguintes:

Conjunto de Parametros de Video (VPS): um VPS ¢é uma
estrutura de sintaxe que contém elementos de sintaxe que se
aplicam a zero ou mails sequéncias de video codificadas
inteiras. Ou seja, um VPS inclui elementos de sintaxe que
se espera permanecam 1inalterados para uma sequéncia de
quadros (como, por exemplo, ordem de imagens, numero de
quadros de referéncia e tamanho de imagem). Um VPS ¢é
identificado utilizando-se um ID de VPS. Um Conjunto de
Pardmetros de Sequéncia inclui um ID de VPS.

Conjunto de Parédmetros de Sequéncia (SPS) - um SPS é uma
estrutura de sintaxe que inclui elementos de sintaxe que se
aplicam a =zero ou mais sequéncias de video codificadas
inteiras. Ou seja, um SPS inclui elementos de sintaxe que
se espera permanecam inalterados para uma sequéncia de
quadros (como, por exemplo, ordem de imagens, numero de
quadros de referéncia e tamanho de imagem). Um SPS ¢é
identificado utilizando-se um ID de SPS. Um Conjunto de

Pardmetros de Imagem inclui um ID de SPS.
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Conjunto de Parametros de Imagem (PPS) - um PPS é uma
estrutura de sintaxe que inclui elementos de sintaxe que se
aplicam a uma ou mais imagens. Ou seja, um PPS inclui
elementos de sintaxe que podem alterar-se de imagem para
imagem dentro de uma sequéncia (como, por exemplo, modo de
codificagcdo por entropia, pardmetros de quantificacdo e
profundidade de Dbits). Um Conjunto de Pardmetros PPS &
identificado utilizando-se um ID de PPS. Um cabecalho de
fatia inclui um ID de PPS.

Conjunto de Parametros Adaptativos (APS) - um APS é uma
estrutura de sintaxe que inclui elementos de sintaxe que se
aplicam a uma ou mais imagens. Um APS inclui elementos de
sintaxe que se espera que se alterem dentro de imagens de
uma sequéncia (como, por exemplo, tamanho de Dbloco e
filtragem de desbloqueio) um Conjunto APS é identificado
utilizando-se um ID de APS. Um cabecalho de fatia pode
incluir um ID de APS.

[0052] De acordo com os tipos de conjunto de pardmetros
definidos no WD7 HEVC, cada SPS refere-se a um ID de VPS,
cada PPS refere-se a um ID de SPS, e cada cabecalho de
fatia refere-se a um ID de PPS e possivelmente a um ID de
APS. Deve-se observar que, em alguns casos, a relacdao de
referéncia linear da inclusdo de um ID de VPS em um SPS e
de um ID de SPS em um PPS pode ser ineficaz. Por exemplo,
embora um VPS seja suportado no WD7 HEVC a maioria dos
pardmetros de informacdo ao nivel de sequéncia ainda estédo
somente presentes no SPS. Além do conceito de conjunto de
pardmetros, a HEVC inclui o conceito de sequéncias de video
codificadas e unidades de acesso. De acordo com o WD7 HEVC,
uma sequéncia de video codificada e uma unidade de acesso
sdo definidas de maneira seguinte:

Sequéncia de Video Codificada: uma sequéncia de unidades de

acesso que consiste, em ordem de decodificagdo, em uma
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unidade de acesso CRA que é a primeira unidade de acesso no
fluxo de bits, uma unidade de acesso IDR ou uma unidade de
acesso BLA, seguida de zero ou mais unidades de acesso néao
IDR e ndo BLA que incluem todas as unidades de acesso
subseqlientes até, mas ndo incluindo, qualquer unidade de
acesso IDR ou BLA subseqgiiente [unidades de acesso CRA, IDR
e BLA sdo descritas em detalhe em seguidal.

Unidade de Acesso: um conjunto de unidades NAL que séo
consecutivas em ordem de decodificacdo e contém uma imagem
codificada. Além das unidades NAL de fatia codificadas da
imagem codificada, a unidade de acesso pode conter também
outras unidades NAL que ndo contém fatias da imagem
codificada. A decodificacdo da unidade de acesso resulta
sempre em uma imagem decodificada.

[0053] Uma unidade NAL refere-se a uma Unidade de Camada
de Abstracdo de Rede. Assim, de acordo com a HEVC, um fluxo
de bits de dados de video codificados inclui uma sequéncia
de unidades NAL. Uma unidade de acesso é um conjunto de
unidades NAL que sé&o dispostas consecutivamente em ordem de
decodificacdo e contém exatamente uma imagem codificada e
uma sequéncia de video codificada inclui uma sequéncia de
unidades de acesso dispostas em ordem de decodificagdo. A
Figura 2 é um diagrama conceptual que mostra um exemplo de
sequéncia de video codificada. A Figura 2 representa um
exemplo de sequéncia de video codificada 200 gque pode

corresponder ao GOPyp mostrado na Figura 1. Conforme

mostrado na Figura 2, a sequéncia de video codificada 200
inclui uma unidade de acesso que corresponde a cada uma das

Picg-Picig. As unidades de acesso da sequéncia de video

codificada 200 s&o dispostas sequencialmente de acordo com
a ordem de decodificacdo. Deve-se observar que a unidade de

acesso que corresponde a Picg & localizada antes da unidade
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de acesso que corresponde a Picg. Assim, a ordem de

decodificacdo nédo corresponde a ordem de exibicd&o mostrada

na Figura 1. Neste exemplo, isto é devido ao fato de a Picg
referir a Picg. Assim, a Picg deve ser decodificada antes
que a Picg possa ser decodificada. A Figura 2 mostra onde a
unidade de acesso que corresponde a Picg inclui unidades

NAL: unidade NAL delimitadora AU 202, unidade NAL PPS 204,
unidade NAL de fatia] e unidade NAL de fatiap 208. Cada

unidade NAL pode incluir um cabecalho que identifica o tipo
de unidade NAL.

[0054] A HEVC define duas classes de tipo de unidade NAL.
Unidades NAL de fatias codificadas (VCL) e unidades NAL ndo
VCL. Uma unidade NAL de fatia codificada contém uma fatia
de dados de video. No exemplo mostrado na Figura 2, a

unidade NAL de fatia] 206 e a unidade NAL de fatiap 208

contém, cada uma, uma fatia de dados de video que séo
exemplos de unidades NAL VCL. No exemplo da Figura 2 cada
uma da unidade NAL de fatiaj 206 e unidade NAL de fatiap

208 podem ser fatias I. uma unidade n&o VCL inclui
informagdes que ndo uma fatia de dados de video. Por
exemplo, uma ndo VCL pode conter dados delimitadores ou um
conjunto de pardmetros. No exemplo mostrado na Figura 2, a
unidade NAL delimitadora AU 202 inclui informacgdes para

delimitar a unidade de acesso que corresponde a Picg da
unidade de acesso que corresponde a Picy. Além disto, a

unidade NAL PPS 204 inclui um conjunto de parédmetros de
imagem. Assim, a unidade NAL delimitadora AU 202 e a
unidade NAL PPS 204 sdo exemplos de unidades NAL ndo VCL.

[0055] Outro exemplo de unidade NAL n&o VCL na HEVC é a
unidade NAL de informacgdes de aperfeicoamento suplementares

(SEI). O mecanismo SEI suportado tanto na AVC quanto na
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HEVC permite que os codificadores incluam metadados no
fluxo de bits que ndo sdo necessarios para a decodificacéao
correta doa valores de amostra das imagens de saida, mas
podem ser utilizados para diversas outras finalidades, tais
como temporizacdo de saida de imagens, exibic¢do, assim como
deteccdo e ocultacdo de perdas. Por exemplo, as unidades
NAL SEI podem incluir mensagens de temporizacdo de imagens
que sdo utilizadas por um decodificador de video gquando
decodifica um fluxo de bits. As mensagens de temporizacgédo
de imagens podem incluir informag¢des que indicam gquando um
decodificador de video deve comecar a decodificar uma
unidade NAL VCL. Os codificadores podem incluir qualquer
numero de unidades NAL SEI em uma unidade de acesso, e cada
unidade NAL SEI pode conter uma ou mais mensagem SEI. O
padrdo HEVC de rascunho inclui a sintaxe e a semdntica para
varias mensagens SEI, mas o processamento das mensagens SEI
ndo é especificado, uma vez que elas ndo afetam o processo
de decodificacgdo normativo. Uma razdo para ter as mensagens
SEI no padrdo HEVC de rascunho é a de permitir que dados
suplementares sejam interpretados de maneira idéntica em
sistemas diferentes que utilizam a HEVC. Especificagfes e
sistemas que utilizam a HEVC podem exigir codificadores
para gerar determinadas mensagens SEI ou podem definir
processamento especifico de tipos especificos de mensagens
SEI recebidas. A Tabela 1 enumera as mensagens SEI

especificadas na HEVC e descreve resumidamente suas

finalidades.

Mensagem Sei Finalidade

Periodo de Retardos iniciais para funcionamento de

Armazenamento. decodificador de referéncia hipotético
(HRD) .

Temporizacdo de | Tempo de saida de imagens e tempo de

imagens. remocdo de imagens/sub-imagens para
funcionamento de HRD, assim como
informacdes relacionadas com estrutura de




24/92

imagens.

Retdngulo de
PAN-varredura.

Exibicdo a uma razdo de aspecto de imagem
(PAR) diferente da PAR das imagens
transmitidas.

Carga util de

Ajuste da taxa de bits para satisfazer

enchimento. restricdes especificas.

Dados de Mensagens SEI a serem especificadas por

usuario entidades externas.

registrados

dados de

usuario néo

registrados.

Ponto de Informacdes adicionais para acesso

Recuperacéo. aleatério limpo. Renovacdo de
decodificacgdo gradual

Informacdes Informacdes sobre alteracdes e transicdes

sobre cenas.

de cenas.

Instanténeo de
quadro inteiro.

Indicacédo para rotular as imagem
decodificada conexa como um instanténeo
de imagem parada de um contetdo de video.

Segmento de

Indica que determinadas imagens

refinamento consecutivas representam um refinamento

progressivo. progressivo da qualidade de uma imagem e
ndo de uma cena em movimento.

Caracteristica Permite que decodificadores sintetizem o

de grao de grédo de pelicula.

pelicula.

Preferéncia de
exibicdo de

Recomenda se ou ndo as imagens exibidas
devem passar por desbloqueio pelo

filtro de processo de filtragem por desbloqueio na
desbloqueio. malha.

Palpite pds- Apresenta coeficientes pds-filtro
filtro. sugeridos com informag¢des de correlacgédo

para desenho pbds-filtro.

Informacdes de
mapeamento de
tons.

Remapeamento em outro espaco colorido que
o utilizado ou suposto na codificacgédo.

Disposigédo de
empacotamento
de quadros.

Acondicionamento de video esterioscédpico
em um fluxo de bits HEVC.

Orientacédo de
exibicéo.

Especifica movimento rapido e/ou rotacéo
que deve ser aplicada as imagens de saida
quando elas sdo exibidas.

Estrutura de
descricédo de

Descreve a estrutura temporal e de inter-
predigdo do fluxo de bits.

imagens
Hash de imagens | Soma de verificacdo da imagem
decodificadas decodificada, que pode ser utilizada para
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deteccdo de erros.
Conjuntos de Fornece informacdes sobre VPS-SPS ativo,
pardmetros etc.
ativos.
Informacdes Tempo de Remocdo de sub-imagens para
sobre unidades funcionamento do HRD, assim como indice
de de unidade de decodificacéao.
decodificacéo.
Indice zero de Fornece valores de indice zero ao nivel
nivel temporal. | temporal.

Aninhamento Prové um mecanismo para aninhar mensagem
escalonéavel. SEI para associacdo com pontos e camadas
operacionais diferentes.

Informacdes de Fornece informacdes sobre regido renovada
renovacao e ndo renovada para renovagao de

regionais. decodificag¢do gradual.

TABELA 1: Vista Panoramica de Mensagens SEI
[0056] O acesso aleatdrio refere-se a decodificacdo de
um fluxo de Dbits de video que comeca de uma imagem
decodificada gque ndo é a primeira imagem codificada no
fluxo de bits. O acesso aleatdério a um fluxo de Dbits ¢é
necessario em muitos aplicativos de video, tais como
execucdo de broadcast de fluxo continuo, como, por exemplo,
para gque o0s Uusuarios comutem entre canais diferentes,
saltem para partes especificas do video ou comutem para um
fluxo de bits diferente para adaptacdo de fluxo (para taxa
de bits, taxa de quadros ou capacidade de escalonamento de
resolucdo espacial, por exemplo). O acesso aleatdério é
habilitado tendo-se uma estrutura de codificagdo gque inclui
imagens de Ponto de Acesso Aleatdério (RAP) ou unidades de
acesso, muitas vezes em intervalos regulares, para uma
sequéncia de video. Imagens de Renovacdo de Decodificador
Instantdneas, 1imagens de Acesso Aleatério Limpas CRA e
imagens de Acesso de Link Quebrado (BLA) sdo tipos de
imagens RAP definidos no WD7 HEVC. Cada uma das imagens
IDR, imagens CRA e 1imagens BLA inclui apenas fatias 1I.
Entretanto, cada uma das imagens IDR, imagens CRA e imagens

BLA difere com base em restricdes de referéncia definidas.
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[0057] As imagens IDR sédo especificadas na AVC e
definidas de acordo com o WD7 HEVC. Enguanto as imagens IDR
podem ser utilizadas para acesso aleatdério, as imagens IDR
sdo restringidas no sentido de que imagens que se seguem a
uma imagem IDR em ordem de decodificacdo ndo podem utilizar
imagens decodificadas antes da imagem IDR como referéncia.
No exemplo mostrado nas Figuras 1 e 2, conforme descrito

acima, a Picg na sequéncia de video 100 pode ser uma imagem

IDR. Devido as restricdes associadas a 1imagens 1IDR, os
fluxos de bits que recorrem a imagens IDR para acesso
aleatdédrio podem reduzir significativamente a eficdcia de
codificacéo.

[0058] Para aperfeicoar a eficadcia de codificacédo, o
conceito de imagens CRA foi introduzido na HEVC. De acordo
com o WD7 HEVC, uma imagem CRA, como uma imagem IDR, inclui
apenas fatias I. Entretanto é permitido que imagens que se
seguem a uma imagem CRA em ordem de decodificacdo, mas
precedem as imagens CRA em ordem de saida, utilizem imagens
decodificadas antes da imagem CRA como referéncia. As
imagens que se seguem a uma imagem CRA em ordem de
decodificacdo, mas precedem a imagem CRA em ordem de saida
sdo referidas como imagens dianteiras associadas a imagem
CRA (ou 1imagens dianteiras da imagem CRA) As imagens
dianteiras de uma imagem CRA sdo decodificaveis
corretamente se a decodificacdo comecar de uma imagem IDR
ou CRA antes da imagem CRA atual. Entretanto, as imagens
dianteiras de uma imagem CRA podem ndo ser decodificéaveis
corretamente quando ocorre o acesso aleatdério da imagem
CRA. Entretanto, as imagens dianteiras de uma imagem CRA
podem né&o ser corretamente decodificaveis quando o acesso
aleatdério da imagem CRA ocorrer. Com referéncia ao exemplo

mostrado nas Figuras 1 e 2, a Picg pode ser uma imagem CRA



27/92

e a Picg pode ser uma imagem dianteira da Picg. A Picg &
decodificavel corretamente se o GOPp for acessado na Picg,
mas pode nédo ser decodificdvel corretamente se o GOPp for
acessado como Picg. Isto é devido ao fato de a Picy poder
ndo estar disponivel se o GOP» for acessado como Picg. Para

evitar propagagdo de erros de 1imagens de referéncia que
podem  néo estar disponiveis dependendo de onde a
decodificacdo comeca, de acordo com o WD7 HEVC todas as
imagens que se seguem a uma imagem CRA tanto em ordem de
decodificacdo quanto em ordem de saida sdo restringidas a
ndo utilizar qualquer imagem que precede a imagem CRA ou na
ordem de decodificacdo ou na ordem de saida, (que incluem
as 1magens dianteiras) como referéncia. Além disto, as
imagens dianteiras s&o tipicamente descartadas durante a
decodificacdo de acesso aleatédrio.

[0059] Emenda de fluxos de bits refere-se a concatenacéo
de dois ou mais fluxos de Dbits ou partes deles. Por
exemplo, um primeiro fluxo de bits pode ser anexado por um
segundo fluxo de bits, possivelmente com algumas
modificagdes ou em um ou em ambos os fluxos de bits de modo
a se gerar um fluxo de bits emendado. A primeira imagem
codificada no segundo fluxo de bits é também referida como
o ponto de emenda. Portanto, as imagens apdés o ponto de
emenda no fluxo de bits emendado eram originadas do segundo
fluxo de bits, enquanto as imagens que precedem o ponto de
emenda no fluxo de Dbits emendado eram originadas do
primeiro fluxo de bits. A emenda de fluxo de bits ¢é
tipicamente efetuada por elementos de emenda de fluxo de
bits. Os elementos de emenda de fluxo de Dbits séo
frequentemente leves e muito menos inteligentes que os
codificadores de video. Por exemplo, um elemento de emenda

de fluxo de bits pode nédo ser equipado com capacidades de
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decodificacdo e codificacdo por entropia. A capacidade de
escalonamento temporal ¢é um aplicativo que pode utilizar
emendas de fluxo de bits. A capacidade de escalonamento
temporal pode referir-se a decodificacdo de uma sequéncia
de video a uma ou mais taxas de quadros. Por exemplo, uma
sequéncia de video pode ser passivel de decodificacdo a 30
quadros por segundo (fps) ou 60 fps <com base nas
capacidades do sistema. De modo a se obter capacidade de
escalonamento temporal, um sequéncia de video pode incluir
uma série de camadas temporais, onde cada camada temporal é
uma sequéncia de video codificada a uma taxa de quadros. A
camada temporal com a taxa de quadros mais elevada pode ser
referida como a camada temporal mais elevada. Uma série de
camadas temporais podem ser emendadas umas nas outras de
modo a se gerar a sequéncia de video a taxa de quadros mais
elevada, como, por exemplo, uma sequéncia de video
codificada com 30 fps é emendada com uma sequéncia de video
codificada que permite 60 fps.

[0060] A comutacdo entre fluxos de bits pode ser utilizada
em ambientes de fluxo continuo adaptativos. Uma operacdo de
comutagdo entre fluxos de bits em determinada imagem no
fluxo de bits para o gqual se comuta é efetivamente uma
operagcdo de emenda de fluxo de bits na qual o ponto de
emenda é o ponto de comutacdo entre fluxos de bits, isto &,
a primeira imagem do fluxo de bits para o qual se comuta.
Deve-se observar que a comutacdo entre fluxos de bits é
usualmente efetuada em dois fluxos com a mesma estrutura de
codificacdo. Ou seja, os dois fluxos tém a mesma estrutura
de predicdo e a mesma locacdo de imagens IDR, imagens CRA,
imagens P e imagens D, etc.

[0061] O conceito de imagem de acesso de link gquebrado
(BLA) foi também introduzido no WD7 HEVC apdbds a introducéo

de imagens CRA e é baseado no conceito de imagens CRA. Uma
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imagem BLA se origina tipicamente da emenda de fluxos de
bits na posicdo de uma imagem CRA e, no fluxo de bits
emendado, a imagem CRA de ponto de emenda é alterada para
uma 1imagem BLA. A diferenca mais essencial entre imagens
BLA e imagens CRA é a seguinte: para uma imagem CRA as
imagens dianteiras conexas sdo decodificaveis corretamente
se a decodificacdo comecar a partir de uma imagem RAP antes
de uma imagem CRA em ordem de decodificag¢do, e pode nédo ser
decodificdvel corretamente quando o acesso aleatdrio
comecar da imagem CRA; para uma imagem BLA, as imagens
dianteiras conexas podem ndo ser decodificéaveis
corretamente em todos os casos, mesmo quando a
decodificacdo comecar de uma imagem RAP antes da imagem BLA
em ordem de decodificacdo. Deve-se observar gque, para uma
imagem CRA ou BLA especifica, algumas das imagens
dianteiras conexas sdo decodificaveils corretamente mesmo
guando a imagem CRA ou BLA for a primeira imagem no fluxo
de Dbits. Estas 1imagens dianteiras sdo referidas como
imagens dianteiras decodificaveis (DLPs), e outras imagens
dianteiras s&o referidas como imagens dianteiras néo
decodificédveis (NLPs). As NLPs s&o também referidas como
etiquetadas para imagens de descarte (TFD) no WD9 HEVC.
Deve-se observar que todas as imagens dianteiras associadas
a uma imagem IDR sdo imagens DLP. A Tabela 2 é uma tabela
incluida no WD7 HEVC que especifica as wunidades NAL
definidas de acordo com o WD7 HEVC. Conforme mostrado na
Tabela 2, os tipos de unidades NAL no WD7 HEVC incluem
imagem CRA, imagem BLA, imagem IDR, tipos de unidades NAL
VPS, SPS, PPS e APS, gue correspondem as imagens e conjunto
de parédmetros descritos acima.

[0061] O conceito de imagem de acesso de link gquebrado
(BLA) foi também introduzido no WD7 HEVC apdbds a introducéo

de imagens CRA e é baseado no conceito de imagens CRA. Uma
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imagem BLA se origina tipicamente da emenda de fluxos de
bits na posicdo de uma imagem CRA e, no fluxo de bits
emendado, a imagem CRA de ponto de emenda é alterada para
uma 1imagem BLA. A diferenca mais essencial entre imagens
BLA e imagens CRA é a seguinte: para uma imagem CRA as
imagens dianteiras conexas sdo decodificaveis corretamente
se a decodificacdo comecar a partir de uma imagem RAP antes
de uma imagem CRA em ordem de decodificag¢do, e pode nédo ser
decodificdvel corretamente quando o acesso aleatdrio
comecar da imagem CRA; para uma imagem BLA, as imagens
dianteiras conexas podem ndo ser decodificéaveis
corretamente em todos os casos, mesmo quando a
decodificacdo comecar de uma imagem RAP antes da imagem BLA
em ordem de decodificacdo. Deve-se observar gque, para uma
imagem CRA ou BLA especifica, algumas das imagens
dianteiras conexas sdo decodificaveils corretamente mesmo
guando a imagem CRA ou BLA for a primeira imagem no fluxo
de Dbits. Estas 1imagens dianteiras sdo referidas como
imagens dianteiras decodificaveis (DLPs), e outras imagens
dianteiras s&o referidas como imagens dianteiras néo
decodificédveis (NLPs). As NLPs s&o também referidas como
etiquetadas para imagens de descarte (TFD) no WD9 HEVC.
Deve-se observar que todas as imagens dianteiras associadas
a uma imagem IDR sdo imagens DLP. A Tabela 2 é uma tabela
incluida no WD7 HEVC que especifica as wunidades NAL
definidas de acordo com o WD7 HEVC. Conforme mostrado na
Tabela 2, os tipos de unidades NAL no WD7 HEVC incluem
imagem CRA, imagem BLA, imagem IDR, tipos de unidades NAL
VPS, SPS, PPS e APS, gue correspondem as imagens e conjunto

de parédmetros descritos acima.

nal unit type Conteido de unidade NAL e Classe
estrutura de sintaxe RDSP de tipo
de
unidade
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NAL
0 Ndo especificado. N&o VCL.
1 Fatia codificada de uma imagem né&do | VCL.
RAP, ndo TFD e nao TLA
slice layer rbsp()
2 Fatia codificada de uma imagem TFD | VCL.
slice layer rbsp()
3 Fatia codificada de uma imagem TLA | VCL.
ndo TFD
slice layer rbsp()
4,5 Fatia codificada de uma imagem CRA | VCL.
slice layer rbsp()
6,7 Fatia codificada de uma imagem BLA | VCL.
slice layer rbsp/()
8 Fatia codificada de uma imagem IDR | VCL.
slice layer rbsp()
9... 24 Reservado n/a
25 Conjunto de parémetros de video Nao VCL.
video parameter set rbsp()
26 Conjunto de parametros de Ndo VCL.
sequéncia
seq parameter set rbsp /()
27 Conjunto de pardmetros de imagem N&ao VCL.
pic parameter set rbsp()
28 Conjunto de parédmetros de N&o VCL.
adaptacao
aps rbsp ()
29 Delimitador de unidade de acesso Nao VCL.
access unit delimiter rbsp /()
30 Dados de enchimento N&o VCL.
filler data rbsp()
31 Informagdes de aperfeicoamento Ndo VCL.
suplementares (SEI)
sei rbsp()
32... 47 Reservado. n/a
48... 63 N&o especificado. N&o VCL.

TABELA 2: Cédigos de tipo de unidade NAL e classes de tipo
de unidade NAL do WD7 HEVC

[0062] De modo a simplificar as alocagdes de unidades

NAL, S. Kanumuri, G. Sullivan “Refinamento de Suporte de

Ponto de Acesso Aleatdério”, 10°. Encontro, Estocolmo, SE,

julho de 2012, Doc. JCTVC-J0344 (dagqui por diante

“Kanumuri”) que é incorporado em sua totalidade a guisa de

referéncia, propde (1) uma restricdo a imagens IDR de modo
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que ndo haja 1magens dianteiras associadas a qualquer
imagem IDR (isto ¢é, nenhuma imagem pode seguir-se a uma
imagem IDR em ordem de decodificacdo e preceder uma imagem
IDR em ordem de saida), e (2) tipos de Unidade NAL de
alocacdo modificada 4 a 7 definidos de acordo com a Tabela

2 acima para imagem RAP da seguinte maneira:

Tipo de Descricgéo Tipos de SAP
unidade possiveis
NAL
4 Imagem CRA 1,2,3
5 Imagem BLA 1,2,3
6 Imagem BLA sem imagens TFD conexas 1,2
7 Imagem BLA sem imagens dianteiras 1

TABELA 3: Tipos de unidade NAL propostos de acordo com
Kanumuri
[0063] Na Tabela 3, os tipos SAP referem-se a tipos de
Ponto de Acesso de Fluxo definidos no ISO/IEC 14496-12, 4°.
Ed., “Tecnologia da Informacdo - Codificacdo de Objetos
Audio Visuais - Parte 12: Formato de Arquivo de Meios Base
I50”, wl2640, 100°. Encontro MPEG, Genebra, abril de 2012,
que é incorporado em sua totalidade a guisa de referéncia.
Conforme descrito acima, as 1imagens IDR e as 1imagens
BLA/CRA sado funcionalmente diferentes para comutacdo entre
fluxos de bits, embora elas sejam funcionalmente as mesmas
para acesso aleatdério (aplicativos de busca, por exemplo).
Para comutacdo entre fluxos de bits em imagens IDR, um
sistema de codificacdo de video pode saber ou supor que a
apresentacdo possa ser continua sem aumento na intensidade
da corrente elétrica (falta de imagens nédo apresentadas,
por exemplo). Isto é porque as imagens que se seguem a uma
imagem IDR em ordem de decodificagdo ndo podem utilizar
imagens decodificadas antes da imagem IDR como referéncia

(isto é, as imagens dianteiras associadas a uma imagem IDR
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sdo DLP). Entretanto, para comutacdo entre fluxos de bits
em imagens BLA, alguma decodificacdo superposta de uma ou
mais imagens de ambos os fluxos pode ser necessaria para
assegurar que a apresentacdo seja continua. Esta
decodificacdo superposta pode ndo ser atualmente possivel
para decodificadores em conformidade com o WD7 HEVC sem
capacidade adicional. Sem capacidade adicional pode né&o
haver quaisquer imagens nas posig¢des de imagem TDF conexas
a serem apresentadas uma vez que elas podem ter sido
descartadas. Isto pode resultar em uma apresentacdo que nao
é necessariamente continua. Além disto, mesmo se a imagem
BLA for uma imagem BLA sem imagens TFD conexas, O problema
é o mesmo uma vez que imagens TFD que estavam presentes no
fluxo de bits original podem ser descartadas. Além disto,
se ndo tiver havido imagens TFD no fluxo de bits original,
entdo a imagem CRA (posteriormente alterada para ser uma
imagem BLA devido a emenda/comutacdo de fluxos de bits,
etc.) pode ter sido codificada como uma 1imagem IDR.
Portanto, a ndo marcagcdo de 1imagens IDR com imagens
dianteiras como imagens IDR (isto ¢é, ndo permitir que
imagens IDR tenham imagens dianteiras) conforme proposto
por Kanumuri, torna as imagens IDR menos amigaveis para
sistemas para comutacdo entre fluxos de bits.

[0064] Do ponto de vista dos sistemas de fluxo continuo,
como, por exemplo, o fluxo continuo dindmico através do
htpp (DASH) é benéfico ser capaz de identificar facilmente
qual imagem é uma imagem RAP e, se a decodificacdo comecar
de uma imagem RAP, qual é o tempo de apresentacdo inicial
(um valor de total de ordens de imagem inicial (POC), por
exemplo) . Portanto, os desenhos de alocacdo existentes de
tipos de unidades NAL para diferentes imagens RAP assim
como para 1imagens DLP e TFD podem ser também aperfeicoados

para serem mais amigdveis a sistemas de fluxo continuo. De
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acordo com os desenhos existentes, para cada imagem RAP o0s
sistemas tém que verificar se h& imagens DLP conexas de
modo a se saber se hd o tempo de apresentacdo da imagem RAP
propriamente dita é o tempo de apresentacdo mais antigo
quando a decodificacdo comeca a partir da imagem RAP. Além
disto, o sistema tem que verificar e comparar os tempos de
apresentacdo de todas as imagens DLP para saber o valor no
tempo de apresentacgdo mais antigo.

[0065] Os padrdes de codificacédo de video incluem uma
especificacdo de modelo de armazenamento de video. Na AVC e
HEVC o) modelo de armazenamento é referido como
decodificador de referéncia hipotético (HRD), que inclui um
modelo de armazenamento tanto de um buffer de imagens
codificadas (CPB) quanto um armazenador de imagens
decodificadas (DPB). De acordo com o WD7 HEVC, o HRD &
definido como um modelo de decodificador hipotético que
especifica restricdes a variabilidade de fluxos de unidades
NAL conformadoras ou fluxos de bits conformadores gque um
processo de codificacdo pode produzir. Assim, na AVC e na
HEVC a conformacdo aos fluxos de bits e a conformacdo ao
decodificador sdo especificadas como partes da
especificacdo do HRD. De acordo com o WD7 HEVC, um CPB é um
armazenador de primeiro-dentro-primeiro-fora que contém
unidades de acesso em ordem de decodificacdo e um DPB é um
armazenador que guarda imagens decodificadas para
referéncia. Os comportamentos do CPB e do DPB sé&ao
matematicamente especificados de acordo com o HRD. O HRD
impde diretamente restricdes a temporizacdo, tamanhos de
armazenador e taxa de bits, e impde indiretamente
restricdes as caracteristicas e estatisticas de fluxos de
bits. Um conjunto completo de parédmetros de HRD inclui
cinco paradmetros Dbasicos: retardo de remocdo de CPB

inicial, tamanho de CPB, taxa de bits, retardo de saida de
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TPB inicial e tamanho de DPB. De acordo com o WD7 HEVC, os
pardmetros de HRD podem ser incluidos em parametros de
informacdo de capacidade e utilizacdo de video (VUI) e os
pardmetros VUI podem ser incluidos em um SPS. Deve-se
observar que, embora o HRD seja referido como
decodificador, o HRD é tipicamente necessdrio no lado de
codificador para garantir a conformacdo do fluxo de bits, e
tipicamente ndo necessdrio no lado de decodificador. O WD7
HEVC especifica dois tipos de fluxos de Dbits para
conformagdo do HRD, a saber, o Tipo I e o Tipo II. O WD7
HEVC especifica também dois tipos de conformacdo de
decodificador, a saber, conformacdo de decodificador de
temporizacdo de saida e conformacdo de decodificador de
ordem de saida.

[0066] Nos modelos de HRD AVC e HEVC, a decodificacdo ou
remocdo de CPB é baseado em unidades de acesso e supde-se
que a decodificacdo de imagens seja instantédnea. O tempo
necessario para decodificar uma imagem nos aplicativos do
mundo real ndo pode ser igual a zero. Assim, em aplicacdes
praticas, se um decodificador conformador seguir
rigorosamente os tempos de decodificacdo sinalizados, como,
por exemplo, nas mensagens SEI de temporizagdo de imagens,
para iniciar a decodificacgdo de unidades de acesso, entdo o
tempo mais antigo possivel em que uma imagem decodificada
especifica pode ser transmitida ¢é igual ao tempo de
decodificacdo dessa imagem especifica mais o) tempo
necessario para decodificar essa imagem especifica.

[0067] Um comportamento de CPB baseado em sub-imagens
semelhante ao comportamento de CPB descrito em Ye-Kui Wang
et alii, “Funcionamento de CPB baseado em Sub-Imagens”, 9°.
Encontro, Genebra, CH, maio de 2012, JCTVC-I0588 (dagqui por
diante “Wang”) foi incluido no WD7 HEVC. O CPB baseado em

sub-imagens Wang permite que a remogdo de CPBs seja
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efetuada ou ao nivel de unidade de acesso (AU) ou ao nivel
de sub-imagem. Permitir a remocdo de CPB ou ao nivel de AU
ou ao nivel de sub-imagem ajuda a obter retardo de CODEC
reduzido de qualquer maneira inter-operante. Quando a
remocdo de CPB ocorre ao nivel da unidade de acesso, uma
unidade de acesso é removida do CPB cada vez que uma
operacdo de remocdo ocorre. Quando a remocdo do CPB ocorre
ao nivel de sub-imagem, uma unidade de decodificacdo (DU)
que contém uma ou mais fatias é removida do CPB cada vez
gue ocorre uma operacdo de remoc¢do.

[0068] Informagdes de temporizacdo de remocdo de CPB ao
nivel de sub-imagem podem ser sinalizadas além de
informacdes de temporizacdo de remocdo de CPB ao nivel de
AU. Quando informacdes de temporizacdo de remocdo de CPB
estdo presentes para remocdo tanto ao nivel de AU quanto ao
nivel de sub-imagem, um decodificador pode escolher acionar
o CPB ou ao nivel de AU ou ao nivel de sub-imagem. Deve-se
observar que de modo que a mensagem SEI de temporizacdo da
imagem atual e que o mecanismo para permitir remogdo de CPB
de HRD tanto ao nivel de AU tanto ao nivel de DU ao mesmo
tempo para se obter retardo de sub-imagem, DUs devem ser
enviadas antes que a AU inteira seja codificada, e as
mensagens SEI ao nivel de AU ainda ndo podem ser enviadas
antes que a AU inteira seja codificada.

[0069] De acordo com o WD7 HEVC, as informacdes de
temporizacdo podem incluir informagcdes que definem a
distédncia temporal entre os tempos de saida de HRB de duas
imagens consecutivas. O WD7 HEVC define os elementos de
sintaxe de informacdo de temporizacdo seguintes:

time scale ¢ o numero de unidades de tempo que passam em um
segundo. Por exemplo, um sistema de coordenadas de tempo
que mede o tempo utilizando um reldgio de 27 MHz tem uma

time scale de 27.000.000, a time scale sera maior que 0.
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num units_in tick é o numero de unidades de tempo de um
reldégio que funciona time scale que corresponde a um
incremento (chamado um pulso de reldégio), de um contador de
pulsos de reldgio. num units in tick sera maior que 0.
[0070] Assim, com base nos valores time_scale e
num units in tick, a chamada variavel de pulso de reldgio,
te, pode ser derivada de maneira seguinte:
e = num units in tick + time scale (1)

[0071] De acordo com o WD7 HEVC, a variavel de pulso de
reldégio pode ser utilizada para restringir os tempos de
saida de HRD. Ou seja, em alguns casos pode ser necessario
que a diferenca entre os tempos de apresentacdo de duas
imagens continuas na ordem de saida (isto é, a primeira e a
segunda imagem) seja igual ao pulso de reldgio. O WD7 HEVC
inclui o elemento de sintaxe fixed pic_rate flag, que
indica se a diferenca entre os tempos de apresentacdo de
duas imagens continuas em ordem de saida é igual ao pulso
de reldgio. O elemento de sintaxe fixed pic_rate_ flag pode
ser incluido em um conjunto de pardmetros VUI que podem ser
incluidos em um SPS. No WD7 HEVC, quando o elemento de
sintaxe fixed pic rate flag ¢ igual a wum, a distancia
temporal entre os tempos de saida de HRD de quaisquer duas
imagens consecutivas em ordem de saida é restringida de
modo a ser igual ao pulso de reldgio determinado sujeito ou
a uma ou a outra das seguintes condic¢des seguintes serem
verdadeiras: (1) a segunda imagem estd na mesma sequéncia
de video codificada que a primeira imagem; ou (2) a segunda
imagem esta em uma sequéncia de video codificada diferente
da primeira imagem e fixed pic_rate flag ¢ igual a 1 na
sequéncia de video codificada que contém a segunda imagem e
o valor de num units_in_ tick divido por time scale € o

mesmo para ambas as sequéncias de video codificadas. Quando
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o elemento de sintaxe fixed pic rate flag é igual a zero,
nenhuma de tais restricdes se aplica a distédncia temporal
entre os tempos de saida de HRD de quaisquer duas imagens
consecutivas (isto é, primeira e segunda imagem) em ordem
de saida. Deve-se observar que, quando fixed pic_rate flag
ndo estd presente, ele é inferido como sendo igual a O.
Deve-se observar que, de acordo com o WD7 HEVC quando
fixed pic rate flag ¢ igual a 1 a adaptacdo de fluxos
baseada na capacidade de escalonamento temporal exigiria a
alteracdo do valor ou de time_scale ou de num units_in tick
no caso de algumas camadas temporais mais elevadas serem
descartadas. Deve-se observar que o WD7 HEVC prové os
seguintes elementos semadnticos para fixed pic rate_ flag:
Quando fixed pic rate flag é igual a 1 para uma
sequéncia de video codificada que contém a imagem n, o

valor computado para Ato,dbp(n) especificado na Equacéao
C-13 sera igual a t,, conforme especificado na equacdo
C-1 (utilizando-se o valor de t. para a sequéncia de

video codificada que contém a imagem n, quando uma ou
mais das condigdes seguintes forem verdadeiras para a
imagem np seguinte, que ¢é especificada para uso na
Equagdo C-13):

- A imagem np estd na mesma sequéncia de video
codificada gque a imagem n.

- A imagem np esta em uma sequéncia de video

codificada diferente e fixed pic rate flag € igual a 1
na sequéncia de video codificada que contém a imagem np
e o valor de num units in tick dividido por time_scale
e O mesmo para ambas as sequéncias de video
codificadas.

[0072] Onde a Equagdo C-1 corresponde a equacdo (1) e a

Equacdo C-13 é definida no WD7 HEVC de maneira seguinte:
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Atordpp ()= tordbp (Mn) ~ tordop (M) (2)

[0073] Em wvista das caracteristicas de temporizacdo e
acesso aleatdério acima mencionadas associadas ao WD7 HEVC,
esta revelacdo descreve técnicas que podem ser utilizadas
para reduzir retardo em aplicativos de video, tais como
aplicativos de conversacédo, e proporcionar aperfeicoamentos
no acesso aleatdério a uma sequéncia de video codificada. Em
um exemplo, esta revelacdo descreve técnicas para alocar
tipos de unidades NAL. Em outro exemplo, esta revelacgédo
descreve, para nivel de sub-imagem ou nivel de unidade de
decodificacdo, o comportamento de um HRD. Em outro exemplo,
esta revelacdo descreve técnicas para referéncia de IDs de
conjunto de pardmetros. Em ainda outro exemplo, esta
revelacao descreve técnicas para prover elementos
semdnticos aperfeicoados ©para o elemento de sintaxe
fixed pic_rate_flag. Deve-se observar que qualquer uma e
todas as combinac¢des destas técnicas e outras técnicas aqui
descritas podem  ser incorporadas a um sistema de
codificacdo e decodificacdo de video.

[0074] A Figura 3 é um diagrama de blocos que mostra um
sistema de codificacdo e decodificacdo de video exemplar 10
que pode utilizar as técnicas aqui descritas. Em
particular, o sistema de codificacdo e decodificacao de
video pode utilizar as técnicas aqui descritas relacionadas
com (1) a alocacdo de tipos de unidades NAL, (2)
comportamento de HRD ao nivel de sub-imagem ou ao nivel de
unidade de decodificacéo, (3) a referéncia de IDs de
conjunto de parémetros, (4) elementos semédnticos
aperfeicoados para fixed pic_rate_flag ou qualquer uma ou
todas as combinac¢des destas técnicas. O sistema de
codificacdo e decodificacdo de video 10 é um exemplo de
sistema de video que pode ser utilizado para qualquer um

dos aplicativos de video seguinte: repeticdo local, fluxo
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continuo, aplicativos de Dbroadcast, multicast ou de
conversacdo. O aparelho de origem 12 e o aparelho de
destino 14 sdo exemplos de aparelhos de codificacdo nos
quais o aparelho de origem 12 gera dados de wvideo
codificados para transmissédo para o aparelho de destino 14.
Em alguns exemplos, o aparelho de origem 12 e o aparelho de
destino 14 podem funcionar de maneira substancialmente
simétrica de modo que cada um do aparelho de origem 12 e do
aparelho de destino 14 inclua componentes de codificacédo e
decodificacdo de video. Consequentemente o sistema 10 pode
ser configurado para suportar transmissdo de video
unidirecional ou bidirecional entre o aparelho de origem 12
e o aparelho de destino 14.

[0075] Embora as técnicas aqui descritas sejam descritas
em conjunto com o aparelho de origem 12 e o aparelho de
destino 14, as técnicas podem ser executadas por qualquer
aparelho de codificacdo e/ou decodificacdo de video
digital. As técnicas desta revelagdo podem ser também
executadas por um pré-processador de video. Além disto,
embora as técnicas desta revelacdo sejam geralmente
descritas como sendo executadas por um aparelho de
codificacdo de video e um aparelho de decodificacdo de
video, as técnicas podem ser também executadas por um
codificador/decodificador de video, tipicamente referido
“CODEC”. Assim, cada um do codificador de wvideo 20 e do
decodificador de video 30 da Figura 3 pode ser incluido em
um ou mais codificadores ou decodificadores, ou um ou outro
dos quais pode ser integrado como parte de um
codificador/decodificador (CODEC) combinado em um
respectivo aparelho. Além disto, um aparelho que inclui o
codificador de video 20 e o decodificador de video 30 pode
compreender um circuito integrado, um microprocessador e um

aparelho de comunicacdo sem fio tal como um telefone
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celular. Embora nd&o mostrado na Figura 3, sob alguns
aspectos, o codificador de video 20 e o decodificador de
video 30 podem ser, cada um, integrados com um codificador
e decodificador de &udio e podem incluir unidades MUX-DEMUX
apropriadas ou outro hardware e software, para processar a
codificacdo tanto de 4dudio quanto de video em um fluxo de
dados comum ou em um fluxo de dados separado. Se aplicéavel,
as unidades MUX-DEMUX podem conformar-se ao protocolo de
multiplexador ITU-H.223 ou a outros protocolos tais como o
protocolo de datagrama de usuario (UDP).

[00706] Conforme mostrado na Figura 3, o sistema 10
inclui um aparelho de origem 12 que prové dados de video
codificados a serem decodificados posteriormente por um
aparelho de destino 14. Em particular o aparelho de origem
12 fornece dados de video codificados ao aparelho de
destino 14 por meio de um meio passivel de leitura por
computador 16. O aparelho de destino 14 pode receber os
dados de video codificados a serem decodificados por meio
do meio passivel de leitura por computador 16. O aparelho
de origem 12 e o aparelho de destino 14 podem compreender
qualquer um de uma ampla faixa de aparelhos, que inclui
computadores de mesa, computadores notebook (isto &, lap-
top, computadores tablet, conversores set-top-box,
aparelhos telefdnicos tais como os chamados telefones
“inteligentes”, o0s chamados dispositivos “inteligentes”,
televisdes, cameras, aparelhos de exibicdo, tocadores de
meios digitais, consoles para Jjogos de video, aparelhos de
fluxo continuo de wvideo ou semelhantes. Em alguns casos, O
aparelho de origem 12 e o aparelho de destino 14 podem ser
equipados para comunicacdo sem fio.

[0077] O meio passivel de leitura por computador 16 pode
compreender qualquer tipo de meio ou aparelho capaz de

mover os dados de video codificados do aparelho de origem



42/92

12 até o aparelho de destino 14. O meio passivel de leitura
por computador 16 pode incluir meios transitdédrios, tais
como um broadcast sem fio ou uma transmissdo em rede
cabeada ou meios de armazenamento (isto ¢é, meios de
armazenamento ndo transitdérios) tais como disco rigido,
unidade flash, um disco compacto, um disco de wvideo
digital, um disco Blu-ray, ou outros meios passiveis de
leitura por computador. Em alguns exemplos, um servidor de
rede (n&o mostrado) pode receber dados de video codificados
do aparelho de origem 12 e enviar os dados de video
codificados ao aparelho de destino 14, por meio de uma
transmissdo em rede. Da mesma maneira, um aparelho de
computacdo de uma instalacdo de producdo de meios, tal como
uma instalacdo de estampagem de discos, pode receber dados
de video codificados do aparelho de origem 12 e produzir um
disco que contém os dados de video codificados.

[0078] Em um exemplo, o meio passivel de leitura por
computador 16 pode compreender um meio de comunicacdo para
permitir que o aparelho de origem 12 transmita dados de
video codificados diretamente para o aparelho de destino 14
em tempo real. Os dados de video codificados podem ser
modulados de acordo com um padrdo de comunicacgdo, tal como
um protocolo de comunicacdo sem fio, e transmitidos para o
aparelho de destino 14. O meio de comunicacgdo pode
compreender qualquer meio de comunicacdo sem fio ou
cabeado, tal como um espectro de radiofrequéncia ou uma ou
mais linhas de transmissdo fisicas. O meio de comunicacéo
pode fazer parte de uma rede baseada em pacotes, tal como
uma rede de &area local, uma rede de &rea estendida ou uma
rede global como a Internet. O meio de comunicacdo pode
incluir roteadores, comutadores, estacdes base ou qualquer

outro equipamento que possa ser Util para facilitar as
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comunicacdes do aparelho de origem 12 com o aparelho de
destino 14.

[0079] O aparelho de armazenamento pode incluir gqualquer
um de diversos meios de armazenamento de dados distribuidos
ou localmente acessados, tais como uma unidade rigida,
discos Blu-ray, DVDs, CD-ROMs, membéria flash, memdéria
volatil ou ndo volatil ou quaisquer outros meios de
armazenamento digital adequados para armazenar dados de
video codificados. Em outro exemplo, o aparelho de
armazenamento pode corresponder a um servidor de arquivos
ou outro aparelho de armazenamento intermedidrio que possa
armazenar o video codificado gerado pelo aparelho de origem
12. O aparelho de destino 14 pode acessar dados de video
armazenados do aparelho de armazenamento por meio de fluxo
continuo ou download. O servidor de arquivos pode ser
qualquer tipo de servidor capaz de armazenar dados de video
codificados e transmitir esses dados de video codificados
para o aparelho de destino 14. Servidores de arquivos
exemplares incluem um servidor da Web (para um site da Web,
por exemplo), um servidor FTP, aparelhos de armazenamento
anexados a rede (NAS) ou uma unidade de disco local. O
aparelho de destino 14 pode acessar os dados de video
codificados através de qualquer conexdo com dados padréo,
inclusive uma conexdo com a Internet. Isto pode incluir um
canal sem fio (uma conexdo Wi-Fi, por exemplo), uma conexao
cabeada (como, por exemplo, DSL, modem a cabo, etc.) ou uma
combinacdo de ambos que seja adequado para acessar dados de
video codificados armazenados em um servidor de arquivos. A
transmissdo de dados de video codificados do aparelho de
armazenamento pode ser uma transmissdo de fluxo continuo,
uma transmissdo de download ou uma combinacdo delas.

[0080] As técnicas desta revelacéo nao estao

necessariamente limitadas a aplicativos ou pardmetros sem
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fio. As técnicas podem ser aplicadas a codificacdo de video
em suporte a qualquer um de diversos aplicativos
multimidia, como, por exemplo, broadcast de televiséo
através do ar, transmissoées de televiséao a cabo,
transmissdes de televisdo por satélite, transmissdes de
video em fluxo continuo da Internet, tais como fluxo
continuo adaptativo dindmico através do http (DASH), video
digital que é codificado em um meio de armazenamento de
dados, decodificacédo de video digital armazenado em um meio
de armazenamento de dados, ou outros aplicativos.

[0081] No exemplo da Figura 3 o aparelho de origem 12
inclui uma fonte de video 18, uma unidade de estrutura de
codificacdo 19, um codificador de video 20, uma unidade de
encapsulamento 21 e uma interface de saida 22. O aparelho
de destino 14 inclui wuma interface de entrada 28, uma
unidade de desencapsulamento 29, um decodificador de wvideo
30 e um aparelho de exibicdo 32. Em outro exemplo, ©
aparelho de origem 12 e o aparelho de destino 14 podem
incluir outros componentes ou disposicdes. Por exemplo, o
aparelho de origem 12 pode receber dados de video de uma
fonte de video externa 18, tal como uma cdmera externa. Da
mesma maneira, o aparelho de destino 14 pode formar
interface com um aparelho de exibigdo externo, em vez de
incluir um aparelho de exibigdo integrado. Os componentes
do aparelho de origem 12 e do aparelho de destino 14 podem
ser, cada um, implementados como qualgquer um de diversos
circuitos adequados, tais como um ou mais micro-
processadores, processadores de sinais digitais (DSPs),
circuitos 1integrados especificos de aplicativo (ASICs),
arranjos de portas programaveis no campo (FPGAs), ldégica
discreta, software, hardware, firmware ou quaisquer
combinacdo deles. Quando as técnicas aqui descritas séo

implementadas parcialmente em software, um aparelho pode
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armazenar instrug¢des para o software em um meio passivel de
leitura por computador ndo transitdério adequado e executar
as instrucdes em hardware utilizando um ou mais
processadores para executar as técnicas.

[0082] A fonte de video 18 do aparelho de origem 12 pode
incluir um aparelho de captagdo de video tal como uma
cédmera de video, um arquivo de video gque contém video
previamente captado e/ou uma interface de alimentacdo de
video para receber video de um provedor de contetdo de
video. Como outra alternativa, a fonte de wvideo 18 pode
gerar dados baseados em graficos de computador como o video
de origem ou uma combinacdo de video ao vivo, video
arquivado e video gerado por computador. Em alguns casos,
se a fonte de video 18 for uma cémera de video, o aparelho
de origem 12 e aparelho de destino 14 podem formar os
chamados telefones com cédmera ou telefones com video.
Conforme mencionado acima, contudo, as técnicas descritas
nesta revelacdo podem ser aplicadas a codificacdo de video
em geral e podem ser aplicadas a aplicativos sem fio e/ou
cabeados. Em cada caso, o video captado, pré-captado ou
gerado por computador pode ser recebido pelo codificador de
video 20. A interface de saida 22 pode ser configurada para
transmitir dados de video <codificados, talis como uma
sequéncia de video codificada, em um meio passivel de
leitura por computador 16. Em alguns exemplos, uma
sequéncia de video codificada pode ser transmitida da
interface de saida 22 para um aparelho de armazenamento. A
interface de entrada 28 do aparelho de destino 14 recebe os
dados de video codificados do meio passivel de leitura por
computador 16. O aparelho de exibicdo 32 exibe os dados de
video decodificados ao usuario e pode compreender qualquer
um de diversos aparelhos de exibicdo, tais como um tubo de

raios catdédicos (CRT), uma tela de cristal liquido (LCD),
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uma tela de plasma, uma tela de diodo emissor de 1luz
orgdnico (OLED) ou outro tipo de aparelho de exibicéao.
[0083] A unidade de estrutura de codificacdo 19, o
codificador de video 20, a unidade de encapsulamento 21, a
unidade de desencapsulamento 29 e o decodificador de video
30 podem funcionar de acordo com padrdo de codificacdo de
video, tal como a HEVC vindoura descrita acima e podem
conformar-se geralmente ao Modelo de Teste HEVC (HM).
Alternativamente, o) codificador de video 20 e o
decodificador de video 30 podem funcionar de acordo com
outros padrdes patenteados ou industriais, tais como o
padrdo ITU-T H.264, alternativamente referido como MPEG-4
Parte 10, Codificacdo Avancada de Video (AVC) ou extensdes
de tais padrdes. A unidade de estrutura de codificacdo 19,
o codificador de video 20, a unidade de encapsulamento 21,
a unidade de desencapsulamento 29 e o decodificador de
video 30 podem funcionar também de acordo com uma versédo
modificada de um padrdo de codificacdo de video em que, a
versdo modificada do padrdo de codificacdo de video é
modificada de modo a incluir gqualquer uma e todas as
combinacdes das técnicas aqui descritas.

[0084] O codificador de video 20 pode dividir um quadro
ou imagem de video em uma série de Dblocos de video de
tamanho igual, tais como uma CU, descrita no WD7 HEVC. Uma
CU inclui um né de codificacdo e unidades de predicdo (PUs)
e unidades de transformada (TUs) associadas ao ndé de
codificacdo. O tamanho da CU corresponde ao tamanho do né
de codificacdo e deve ser de conformacdo gquadrada. O
tamanho da CU pode variar de 8x8 pixels até o tamanho do
bloco de &rvore com um maximo de 64x64 pixels ou mais. Cada
CU pode conter uma ou mais PUs e uma ou mais TUS. Os dados
de sintaxe associados a uma CU podem descrever, por

exemplo, o particionamento da CU em uma ou mais PUs. Os
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modos de particionamento podem diferir entre se a CU ¢é
saltada ou codificada no modo direto, codificada no modo de
intra-predicdo ou no modo de inter-predicdo. As PUs podem
ser particionadas para serem de conformacdo ndo gquadrada.
Os dados de sintaxe associados a uma CU podem descrever
também, por exemplo, o particionamento da CU em uma ou mais
TUs de acordo com uma transformacdo quad-tree. Uma TU pode
ser de conformacdo gquadrada ou ndo quadrada (retangular,
por exemplo) .

[0085] O padrdo HEVC proporciona transformagdes de
acordo com TUs, que podem ser diferentes para CUs
diferentes. As TUs sdo tipicamente dimensionadas com base
no tamanho das PUs dentro de uma dada CU definida para uma
LCU particionada, embora este possa ndo ser sempre O caso.
As TUs sdo tipicamente do mesmo tamanho ou menores gque as
PUs. Em alguns exemplos, amostras residuais que
correspondem a uma CU podem ser sub-divididas em unidades
menores utilizando-se uma estrutura de transformacdo quad-
tree, conhecida como “transformacdo quad-tree residual”
(RQT). Os nbés-folha da RQT podem ser referidos como
unidades de transformada (TUs). Os valores de diferencga de
pixel associados as TUs podem ser transformados de modo a

se produzirem coeficientes de transformada, gue podem ser

quantificados.
[00806] Uma CU-folha pode incluir uma ou mais unidades de
predicdo (PUs). Em geral, uma PU representa uma A&rea

espacial que corresponde a toda ou a uma parte da CU
correspondente, e pode incluir dados para recuperar uma
amostra de referéncia para a PU. Além do mais, uma PU
inclui dados relacionados com predicdo. Por exemplo, quando
a PU é codificada de maneira intra-modal, dados para a PU
podem ser incluidos em uma transformacdo quad-tree residual

(RQT), gque pode incluir dados que descrevem um modo de
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intra-predicdo para uma TU que corresponde a PU. Como outro
exemplo, quando a PU é codificada de maneira inter-modal, a
PU pode incluir dados gque definem um ou mais vetores de
movimento para a PU. Os dados que definem o vetor de
movimento para uma PU podem descrever, um componente
horizontal do vetor de movimento, um componente vertical do
vetor de movimento, uma resolucdo para o vetor de movimento
(precisdo de um quarto de pixel ou precisdo de um oitavo de
pixel, por exemplo), uma imagem de referéncia que o vetor
de movimento indica e/ou uma lista de imagens de referéncia

(Lista 0, Lista 1 ou Lista C, por exemplo) para o vetor de

movimento.

[0087] Uma CU-folha que tem uma ou mais PUs pode incluir
também uma ou mails unidades de transformada (TUs). As
unidades de transformada podem ser especificadas

utilizando-se uma RQT (também referida como estrutura de
transformacdo quad-tree de TU), conforme discutido acima.
Por exemplo, um indicador de divisdo pode indicar se uma
CU-folha é dividida em quatro unidades de transformada. Em
seguida, cada unidade de transformada pode ser dividida
também em outras sub-TUs. Quando uma TU ndo é dividida
adicionalmente, ela pode ser referida como uma TU-folha.
Geralmente, para intra-codificacdo todas as TUs-folha
pertencentes a uma CU-folha compartilham o mesmo modo de
intra-predicdo. Ou seja, o mesmo modo de intra-predicido é
geralmente aplicado para calcular valores preditos para
todas as TUs de uma CU-folha. Para intra-codificacdo, um
codificador de video pode calcular um valor residual para
cada TU-folha utilizando o modo de intra-predig¢do, como a
diferenca entre a parte da CU que corresponde a TU e o
bloco original. Uma TU ndo estd necessariamente limitada ao
tamanho de uma PU. Assim, as TUs podem ser maiores ou

menores que uma PU. Para intra-codificacdo, uma PU pode ser
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co-localizada com uma TU-folha correspondente para a mesma
CU. Em alguns exemplos, o tamanho maximo de uma TU-folha
pode corresponder ao tamanho da CU-folha correspondente.
[0088] Além do mais, as TUs das CUs-folha podem ser
também associadas a estrutura de dados de transformacéo
quad-tree, referidas como transformacgdes quad-tree
residuais (RQTs). Ou seja, uma CU-folha pode incluir uma
transformacdo quad-tree que indica como a CU-folha ¢é
particionada em TUs. O nbé-raiz de uma transformacdo quad-
tree de TU corresponde geralmente a uma CU-folha, enquanto
o nbé-raiz de uma transformacdo quad-tree de CU corresponde
geralmente a um bloco de arvore (ou LCU). As TUs da RQT que
ndo sédo divididas sdo referidas como TUs-folha. Em geral,
esta revelacdo utiliza os termos CU e TU para refere-se a
uma CU-folha e TU-folha, respectivamente, a menos que
observado de outra maneira. Esta revelacdo utiliza o termo
bloco para referir-se a qualquer uma de uma CU, PU ou TU,
no contexto da HEVC, ou estrutura de dados semelhantes no
contexto de outros padrdes (macro-blocos e sub-blocos delas
no H.264/AVC.).

[0089] Como exemplo, o HM suporta predigdo em diversos
tamanhos de PU. Supondo-se que o tamanho de CU especifica
seja 2Nx2N, o HM suporta intra-predig¢do em tamanhos de PU
de 2Nx2N ou NxN e inter-predigdo em tamanhos de PU
simétricos de 2Nx2N, 2NxN, Nx2N ou NxN. O HM suporta também
particionamento assimétrico para inter-predicdo em tamanhos
de PU de 2NxnUx2NxnD, nLxaN e nRx2N. No particionamento
assimétrico, uma direcdo de uma CU ndo ¢é particionada,
enquanto a outra direcdo é particionada em 25% e 75%. A
parte da CU que corresponde a particdo de 25% é indicada
por um n seguido de uma indicacdo de “Para Cima”, “Para
Baixo”, “Esquerda” ou “Direita”. Assim, por exemplo,

“2NxnU” refere-se a uma CU 2Nx2N que ¢é particionada em
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sentido horizontal com uma PU 2Nx0,5N no topo e uma PU
2Nx1,5N na base.

[0090] Nesta revelacdo, ™“NxN” e ™“N por N” podem ser
utilizados de maneira intercambidvel para referir a
dimensdes de pixel de um bloco de video em termos das
dimensdes vertical e horizontal, como, por exemplo, 16x16
pixels ou 16 por 16 pixels. Em geral, um bloco de 16x16
terd 16 pixels na direcdo vertical (y = 16) e 16 pixels na
direcdo horizontal (x = 16). Da mesma maneira, um bloco de
NxN tem geralmente N pixels na direcgdo vertical e N pixels
na direcdo horizontal, onde N representa um valor de nUmero
inteiro n&o negativo. Os pixels em um bloco podem ser
dispostos em fileiras e colunas. Além do mais, nédo é
necessario que os blocos tenham o mesmo numero de pixels na
direcdo horizontal como na direcdo vertical. Por exemplo,
os Dblocos podem compreender NxM pixels, o M ndo é
necessariamente igual a N.

[0091] Em seguida a codificacdo intra-preditiva ou
inter-preditiva que utiliza as PUs de uma CU, o codificador
de video 20 pode calcular dados residuais para as TUs da
CU. As PUs podem compreender dados de sintaxe que descrevem
um método ou modo para gerar dados de pixels preditivos no
dominio espacial (também referido como dominio de pixel) e
as TUs podem compreender coeficientes no dominio de
transformada em seguida a aplicacdo de uma transformada,
como, por exemplo, uma transformada de co-seno discreta
(DCT), uma transformada de numero inteiro, uma transformada
de wavelet ou uma transformada conceptualmente semelhante a
dados de wvideo residuais. Os dados residuais podem
corresponder a diferencas de pixel entre os pixels da
imagem ndo codificada e os valores de predicdo que
correspondem as PUs. O codificador de video 20 pode formar

as TUs incluindo os dados residuais para a CU e em seguida
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transformar as TU de modo a produzir coeficientes de
transformada para a CU.

[0092] Em seguida a quaisquer transformadas para
produzir coeficientes de transformada, o codificador de
video 20 pode efetuar a quantificacdo dos coeficientes de
transformada. A quantificacdo refere-se geralmente a um
processo no qual coeficientes de transformada sdo
quantificados de modo a se reduzir ©possivelmente a
quantidade de dados utilizados para representar oOs
coeficientes, obtendo-se compactacdo adicional. O processo
de quantificagcdo pode reduzir a profundidade de Dbits
associada a alguns ou todos os coeficientes. Por exemplo,
um valor de n bits pode ser arredondado para menos até um
valor de m durante a quantificacdo, onde n é maior que m.
[0093] Em seguida a quantificacdo, o codificador de
video pode varrer 0os coeficientes de transformada,
produzindo um vetor unidimensional a partir da matriz
bidimensional que inclui os coeficientes de transformada
quantificados. A varredura pode ser projetada para colocar
coeficientes de energia mais elevada (e, portanto, de
frequéncia mais baixa) na frente do arranjo e para colocar
coeficientes de energia mais Dbaixa (e, portanto, de
frequéncia mais elevada) na parte posterior do arranjo. Em
alguns exemplos, o codificador de video 20 pode utilizar
uma ordem de varredura pré-definida para varrer os
coeficientes de transformada quantificados de modo a
produzir um vetor serializado que pode ser codificado por
entropia. Em outro exemplo, o codificador de video 20 pode
efetuar uma varredura adaptativa. Depois de wvarrer os
coeficientes de transformada gquantificados para formar um
vetor unidimensional o codificador de video 20 ©pode
codificar por entropia o vetor unidimensional, como, por

exemplo, de acordo com de acordo com a codificacdo de
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comprimento variavel adaptativa ao contexto (CAVLC), a
codificacdo aritmética Dbinadria adaptativa ao contexto
(CABAC), a codificacdo aritmética bindria adaptativa ao
contexto Dbaseada em sintaxe (SEBAC), a codificacdo por
Entropia com Particionamento de Intervalos de Probabilidade
(PIPE) ou outra metodologia de codificacdo por entropia. O
codificador de video 20 pode codificar por entropia também
os elementos de sintaxe associados aos dados de video
codificados para utilizacdo pelo decodificador de video 30
na decodificacdo dos dados de video.

[0094] Para efetuar CABAC, o codificador de wvideo 20
pode atribuir um contexto dentro de um modelo de contexto a
um simbolo a ser transmitido. O contexto pode referir-se,
por exemplo, a se os valores vizinhos do simbolo sdo néao
zero ou ndo. Para efetuar CAVLC, o codificador de video 20
pode selecionar um cbédigo de comprimento variavel para um
simbolo a ser transmitido. Palavras de cdédigo na VLC podem
ser construidas de modo que cdébdigos relativamente mais
curtos correspondam a simbolos mais provaveils, enquanto
cbdigos mais compridos correspondem a simbolos menos
provaveis. Desta maneira, a utilizacdo da VLC pode levar a
uma economia de Dbits em comparagdo, por exemplo, com a
utilizacdo de palavras de cdédigo de igual comprimento para
cada simbolo a ser transmitido. A determinacdo de
probabilidade pode ser baseada no contexto atribuido ao
simbolo.

[0095] Conforme descrito acima, uma sequéncia de wvideo
pode ser codificada de acordo <com uma estrutura de
codificacdo de video determinada, onde a estrutura de
codificacdo define a alocacdo de tipos de imagem (imagens
RAP e ndo RAP, por exemplo) utilizado para codificar uma
sequéncia de video. Por exemplo, uma sequéncia de video

pode ser codificada com imagens RAP incluidas a intervalos
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pré-determinados de modo a se facilitar o acesso aleatdrio
de uma sequéncia de video. Tal estrutura de codificacéo
pode ser Util para aplicativos de broadcast. Além disto,
uma sequéncia de video pode ser codificada de acordo com
uma estrutura de codificacdo que reduz ao minimo o retardo
para aplicativos de baixo retardo. A unidade de estrutura
de codificacdo 19 pode ser configurada para determinar uma
estrutura de codificacdo a ser utilizada pelo codificador
de video 20 para codificar uma sequéncia de video recebida
da fonte de video 18. Em um exemplo, a unidade de estrutura
de codificagdo 19 pode armazenar estruturas de codificacgéo
pré-definidas que correspondem a respectivos aplicativos de
video. A unidade de estrutura de codificacdo 19 pode ser
configurada para transmitir informacdes que indicam uma
estrutura de codificacdo especifica para <cada um do
codificador de video 20 e da unidade de encapsulamento 21.
O codificador de video 20 recebe uma sequéncia de video da
fonte de video 18 e informacdes de estrutura de codificacéao
da unidade de estrutura de codificacdo e gera dados de
video codificados. A unidade de encapsulamento 21 recebe
dados de video codificados do codificador de wvideo 20 e
informagdes que indicam uma estrutura de codificacéo
especifica e gera uma sequéncia de video codificada que
inclui unidades de acesso. A unidade de desencapsulamento
29 pode ser configurada para receber a sequéncia de wvideo
codificada e efetuar parse nas unidades de acesso e nas
unidades NAL. O decodificador de video 30 ©pode ser
configurado para receber unidades NAL e reconstruir dados
de video com base nas informacgdes incluidas nas unidades
NAL recebidas.

[0096] Deve-se observar que a unidade de estrutura de
codificacdo e/ou codificador de video 20 podem ser

configurados para gerar elementos de sintaxe incluidos em
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um conjunto de parédmetros. Em alguns exemplos, a unidade de
estrutura de codificacdo 19 pode ser configurada para gerar
elementos de sintaxe incluidos em conjunto de pardmetros de
alto nivel, tais como um SPS, e o codificador de wvideo 20
pode ser configurado para efetuar codificacdo de video com
base nos elementos de sintaxe recebidos da unidade de
estrutura de codificacdo, assim como elementos de sintaxe
codificados por entropia de saida como parte dos dados de
video codificados.

[0097] De acordo com as técnicas desta revelacdo, a
alocacgdo de tipos de unidades NAL pode ser feita de maneira
que um aparelho, tal como o aparelho de destino 14, possa
identificar facilmente uma imagem RAP e informacdes de
temporizacdo conexas. Em um exemplo, imagens IDR sem
imagens dianteiras conexas tém um tipo de unidades NAL
distinto de imagens IDR que podem ter imagens dianteiras
conexas. Por exemplo, imagens IDR sem imagens dianteiras
conexas tém um tipo de unidade NAL M, enquanto imagens IDR
que podem ter imagens dianteiras conexas tém um tipo de
unidade NAL N, onde M n&o é igual a N, conforme mostrado na
Tabela 4. Deve-se observar que, no exemplo mostrado na
Tabela 4, as imagens dianteiras associadas a uma imagem IDR
podem ser imagens DLP. Em um exemplo, os tipos de unidades
NAL mostrados na Tabela 4 podem ser incorporados aos
cbébdigos de tipo de unidade NAL do WD7 HEVC e as classes de
tipo de unidade NAL mostradas na Tabela 2. Por exemplo, oS
valores de tipo de unidade NAL invertidos na Tabela 2 podem
ser utilizados para os tipos de unidades NAL M e N na

Tabela 4.

M Fatia codificada de uma imagem IDR sem VCL
imagens dianteiras conexas
slice layer rbsp()

N Fatia codificada de uma imagem IDR que VCL
pode ter imagens dianteiras conexas
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| slice layer rbsp/()

TABELA 4: Tipos de unidade NAL IDR distintos
[0098] Em outro exemplo, as imagens CRA sem imagens
dianteiras conexas tém um tipo de unidade NAL distinto
diferente das imagens CRA que podem ter imagens dianteiras
conexas. Além disto, as imagens CRA sem imagens TFD conexas
tém uma unidade NAL distinta diferente das imagens CRA que
podem ter imagens TFD conexas. Por conseguinte, trés tipos
de unidade NAL diferentes podem ser utilizados para tipos
diferentes de imagens CRA, conforme mostrado na Tabela 5.
Em um exemplo, os tipos de unidades NAL mostrados na Tabela
5 podem ser incorporados aos cdbdédigos de tipos de unidade
NAL do WD7 HEVC e as classes de tipo de unidade NAL
mostradas na Tabela 2. Por exemplo, os valores de tipo de
unidade NAL invertidos na Tabela 1 podem ser utilizados

para os tipos de unidade NAL X, Y e Z na Tabela 5

X Fatia codificada de uma VCL
imagem CRA sem imagens
dianteiras conexas
slice layer rbsp()

Y Fatia codificada de uma VCL
imagem CRA que ndo tem TFD
associadas (mas pode ter
DLP conexas)
slice layer rbsp()

Z Fatia codificada de uma VCL
imagem CRA que pode ter
imagens TFD conexas
slice layer rbsp()

TABELA 5: Tipos de unidade NAL CRA distintos
[0099] Em outro exemplo, as 1imagens BLA sem imagens
dianteiras conexas podem ter um tipo de unidade NAL
distinto diferente das imagens BLA que podem ter imagens
dianteiras conexas. Além disto, as imagens BLA sem imagens
TFD conexas podem ter uma unidade NAL distinta diferente
das 1imagens BLA que podem ter imagens TFD conexas. Por

conseguinte, trés tipos de unidades NAL diferentes podem
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ser utilizados para tipos diferentes de BLA, conforme
mostrado na Tabela 6. Em um exemplo, os tipos de unidade
NAL mostrados na Tabela 6 podem ser incorporados aos
cbédigos de tipo de unidade NAL do WD7 HEVC e as classes de
tipo de unidade NAL mostradas na Tabela 2. Por exemplo, os
valores de tipo de unidade NAL invertidos na Tabela 2 podem
ser utilizados para os tipos de unidade NAL A, B e C na

Tabela 6.

A Fatia codificada de uma imagem BLA VCL
sem imagens dianteiras conexas
slice layer rbsp/()

B Fatia codificada de uma imagem BLA VCL
que ndo tem imagens TFD conexas (mas
pode ter imagens DLP conexas)
slice layer rbsp/()

C Fatia codificada de uma imagem BLA VCL
que pode ter imagens TFD conexas
slice layer rbsp/()

TABELA 6: Tipos de unidade NAL BLA distintos
[0100] Qualquer um e todas as combinacdes dos tipos de
unidade NAL descritos com relacdo as Tabelas 4-6 podem ser
utilizadas para a alocacdo de tipos de unidade NAL. Em um
exemplo, todos os tipos de wunidade NAL descritos com
relacdo as Tabelas 4-6 podem ser utilizados para a alocacéo
de tipos de unidade NAL. A Tabela 7 mostra um exemplo onde
todos os tipos de unidade NAL mostrados nas Tabelas 4-6 séo
utilizados para a alocacdo de tipos de wunidade NAL.
Conforme mostrado na Tabela 7, os tipos de unidade NAL
incluem tipos de unidade NAL de imagem CRA, imagem BLA e
imagem IDR descritos com relacdo as Tabelas 4-6 assim como
os tipos de unidade NAL VPS, SPS, PPS e APS descritos
acima. A Tabela 7 pode ser contrastada com a Tabela 2 acima
no sentido de que a alocacdo de tipos de wunidade NAL
apresentados na Tabela 7 inclui varios tipos de unidade NAL
para imagens IDR, CRA e BLA, ao passo que a alocacdo de

tipos de unidade NAL apresentados na Tabela 1 inclui um
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unico tipo de unidade NAL para cada uma das imagens IDR,

CRA e BLA.

nal unit type | Contetido de unidade NAL e estrutura | Classe
de sintaxe RPSP de tipo

de
unidade

NAL
0 N&o especificado ndo VCL

1 Fatia codificada de uma imagem néo VCL

RAP, ndao TFD, nadao DLP e nao TLA
slice layer rbsp()

2 Fatia codificada de uma imagem TLA VCL
slice layer rbsp()

3 Fatia codificada de uma imagem TFD VCL
slice layer rbsp()

4 Fatia codificada de uma imagem DLP VCL
slice layer rbsp()

5 Fatia codificada de uma imagem CRA VCL

sem imagens dianteiras conexas
slice layer rbsp/()

6 Fatia codificada de uma imagem CRA VCL
gue ndo tem imagens TFD conexas
(mas pode ter imagens DLP conexas)
slice layer rbsp()

7 Fatia codificada de uma imagem CRA VCL
que pode ter imagens TFD conexas
slice layer rbsp()

8 Fatia codificada de uma imagem BLA VCL
sem imagens dianteiras conexas
48... 63 N&o especificado ndo VCL

TABELA 7: Cédigos de tipos de unidade NAL e classes de tipo
de unidades NAL
[0101] A unidade de encapsulamento pode ser configurada
para receber dados de video codificados do codificador de
video 20 e informac¢des que indicam um espaco de codificacéao
especifica e gerar uma sequéncia de video codificada que
inclui unidades de acesso com base na alocacdo do tipos de
unidades NAL mostrados em qualquer uma e todas as
combinacdes de alocagdes de unidades NAL mostradas nas
Tabelas 2-7. Além disto, a unidade de desencapsulamento 29
pode ser configurada para receber a sequéncia de video

codificada e efetuar parse nas unidades de acesso e nas
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unidades NAL, onde as unidades NAL sdo alocadas com base em
qualquer uma e todas as combinagcdes de alocacdes de
unidades NAL mostradas nas Tabelas 2-7.

[0102] Conforme descrito acima, de acordo com WD7 HEVC,
de modo que a mensagem SEI de temporizacdo da imagem atual
e 0 mecanismo para permitir a remocdo tanto ao nivel de CPB
de HRD tanto ao nivel de AU quanto ao nivel de DU ao mesmo
tempo obtenham um retardo de sub-imagem de USs devem ser
enviadas antes que AU inteira seja codificada, e as
mensagens SEI ao nivel de AU n&o podem ser ainda enviadas
antes que a AU inteira seja codificada. De acordo com as
técnicas desta revelacdo a unidade de encapsulamento e a
unidade de desencapsulamento podem ser configuradas de modo
que o comportamento do HRD ao nivel de sub-imagem ou ao
nivel de unidade de decodificacdo comparado com o WD7 HEVC.
[0103] Por exemplo, a unidade de encapsulamento 21 pode
ser configurada de modo que as mensagens SEI ao nivel de AU
sejam enviadas depois que a AU inteira seja codificada. Tal
mensagem SEI ao nivel de AU pode ser incluida em uma
unidade NAL SEI com um tipo de unidade NAL distinto. Uma
diferenca entre tal unidade NAL SEI e as definicdes
existentes de unidades NAL SEI, definidas no WD7 HEVC, por
exemplo, é que este tipo de unidade NAL SEI distinto pode
ser autorizado a suceder a Gltima unidade NAL VCL na mesma
AU em ordem de decodificacdo e pode ser restringido de modo
que ndo preceda a primeira unidade NAL VCL na mesma AU em
ordem de decodificacdo. Unidades NAL SEI e mensagens SEI
convencionais podem ser respectivamente referidas como
unidades NAL SEI de prefixo e mensagens SEI de prefixo
enquanto a unidade NAL SEI e a mensagem SEI distintas aqgqui
descritas podem ser respectivamente referidas como unidade

NAL SEI de sufixo e mensagem SEI de sufixo.
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[0104] Além de ser configurada para gerar uma sequéncia
de video codificada com base em gqualquer uma e todas as
combinagdes de alocacgdes de unidades NAL mostradas nas
Tabelas 2-7, a unidade de encapsulamento 21 pode ser
configurada para gerar uma sequéncia de video codificada
que inclui unidades NAL SEI de prefixo e sufixo. Da mesma
maneira, a unidade de desencapsulamento 29 pode ser
configurada para receber uma sequéncia de video codificada
e efetuar parse nas unidades de acesso e nas unidades NAL
onde as unidades NAL incluem tipos de unidades NAL SEI de
prefixo e sufixo. Ou seja, a unidade de desencapsulamento
29 pode ser configurada para extrair as unidades NAL SEI de
sufixo das unidades de acesso. A Tabela 8 mostra um exemplo
no qual todos os tipos de NAL mostrados nas Tabelas 4-6 séo
utilizados na alocacdo de tipos de unidades NAL, assim como

de unidades NAL SEI de prefixo e sufixo.

nal unit type Contelldo de unidade NAL e Classe de
estrutura de sintaxe RPSP tipos de
unidade
NAL

0 Ndo especificado Ndo VCL

1 Fatia codificada de uma imagem VCL
ndao RAP, ndo TFD, ndo DLP e néao
TLA
slice layer rbsp()

2 Fatia codificada de uma imagem VCL
TLA
slice layer rbsp/()

3 Fatia codificada de uma imagem VCL
TFD
slice layer rbsp()

4 Fatia codificada de uma imagem VCL
DLP
slice layer rbsp/()

5 Fatia codificada de uma imagem VCL
CRA sem imagens dianteiras
conexas
slice layer rbsp/()

6 Fatia codificada de uma imagem VCL
CRA gue ndo tem imagens TFED
conexas (mas pode ter imagens
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DLP conexas)
slice layer rbsp()

Fatia codificada de uma imagem
CRA que pode ter imagens TFD
conexas

slice layer rbsp/()

VCL

Fatia codificada de uma imagem
DLA sem imagens dianteiras
conexas

slice layer rbsp()

VCL

Fatia codificada de uma imagem
BLA que ndo tem imagens TFED
conexas (mas pode ter imagens
DLP conexas)

slice layer rbsp()

VCL

10

Fatia codificada de uma imagem
BLA que pode ter imagens TFD
conexas

slice layer rbsp /()

VCL

11

Fatia codificada de uma imagem
IDR sem imagens dianteiras
conexas

slice layer rbsp /()

VCL

12

Fatia codificada de uma imagem
IDR gque pode ter imagens
dianteiras conexas

slice layer rbsp()

VCL

13...

24

Reservado.

n/a

25

Conjunto de parédmetros de video
video parameter set rbsp()

Nao VCL

26

Conjunto de parédmetros de
sequéncia
seq parameter set rbsp/()

Ndo VCL

27

Conjunto de parédmetros de imagem
pic parameter set rbsp()

Ndo VCL

28

Conjunto de pardmetros de
adaptacao
aps rbsp()

Nao VCL

29

Delimitador de unidades de
acesso
acess unit delimiter rbsp()

Nao VCL

30

Dados de enchimento
filler data rbsp()

Ndo VCL

31

Informag¢des de aperfeigoamento
suplementares de prefixo (SEI)
sei rbsp ()

Nado VCL

32

Informacdes de aperfeicoamento
suplementares (SEI) de sufixo

Nado VCL
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sei rbsp()
33... 47 Reservado. n/a
48... 63 N&o especificado. Ndo VCL

TABELA 8: Cédigos de Tipo de Unidade NAL e classes de Tipo
de Unidade NAL

[0105] Conforme descrito acima, além de wunidades NAL
SEI, os tipos de unidade NAL ndo VCL incluem unidades NAL,
VPS, SPS, PPS e APS. De acordo com os tipos de conjunto de
pardmetros definidos no WD7 HEVC cada SPS refere-se a um ID
de VPS, cada PPS refere-se a um ID de SPS, e cada cabecalho
de fatia refere-se a um ID de PPS e possivelmente um ID de
APS. O codificador de video 20 e a unidade de estrutura de
codificacédo 19 podem ser configurados para gerar conjuntos
de parédmetros de acordo com os conjuntos de parametros
definidos no WD7 HEVC. Além disto, o codificador de video
20 e a unidade de estrutura de codificagcdo 19 podem ser
configurados para gerar conjuntos de pardmetros em que o ID
de VPS e o ID de SPS (com o ID de VPS precedendo o ID de
SPS, por exemplo) podem ser opcionalmente sinalizados nos
cabecalhos de fatia. Em um exemplo no qual o ID de VPS e o
ID de SPS sdo sinalizados em um cabecalho de fatia, nenhum
ID de VPS serd localizado no SPS e nenhum ID de SPS sera
localizado no PPS. Além disto, em um exemplo o ID de VPS e
o ID de SPS podem estar presentes nos cabecalhos de fatia
de cada imagem RAP e cada imagem pode estar associada a uma
mensagem SEI de ponto de recuperacdo. Além disto, em outros
exemplos, o ID de VPS e o ID de SPS podem estar presentes
no cabecalho de fatia para outras imagens.

[0106] A Figura 4 é um diagrama de blocos gque mostra uma
unidade de encapsulamento exemplar que pode implementar as
técnicas descritas nesta revelacgdo. No exemplo mostrado na
Figura 4, a unidade de encapsulamento 21 inclui um
construtor de wunidades NAL VCL 402, um construtor de

unidades NAL ndo VCL 404, um construtor de unidades de
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acesso 406 e uma interface de saida de fluxos de bits 408.
A unidade de encapsulamento 21 recebe dados de video
codificados e sintaxe de alto nivel e transmite um fluxo de
bits de video codificado. Os dados de video codificados
podem incluir dados de video residuais e dados de sintaxe
associados a uma fatia. Os dados de sintaxe de alto nivel
podem incluir, por exemplo, elementos de sintaxe incluidos
em um conjunto de pardmetros, mensagens SEI ou outros
elementos de sintaxe definidos por um padrdo de codificacgéo
de video, tal como o padrdo HEVC vindouro. Um fluxo de bits
de video codificado pode incluir uma ou mais sequéncias de
video <codificadas e pode conformar-se geralmente a um
padrdo de codificacdo de video, tal como o padrdo HEVC
vindouro. Conforme descrito acima, as unidades NAL DCL
incluem wuma fatia de dados de wvideo. O construtor de
unidades NAL VCL 402 pode ser configurado para receber
fatias de dados de video codificados e gerar unidades NAL
VCL com base no tipo de imagem que inclui uma fatia. O
construtor de unidades NAL VCL 402 pode ser configurado
para gerar unidades NAL VCL de acordo com gqualgquer uma e
todas as combinacdes das alocacdes de NAL descritas acima
com relacdo as Tabelas 2-8. O construtor de unidades NAL
VCL 402 pode ser configurado para incluir um cabecalho na
unidade NAL VCL onde o cabegalho identifica o tipo de
unidade NAL VCL.

[0107] Por exemplo, o construtor de unidades NAL VCL 402
pode ser configurado para receber uma fatia de dados de
video incluida em uma imagem IDR e (1) se a imagem IDR né&o
tiver imagens dianteiras conexas, encapsular a fatia de
dados de video em uma unidade NAL com um tipo que indica
gque a imagem IDR ndo tem imagens dianteiras ou (2) se a
imagem IDR tiver imagens dianteiras conexas, encapsular a

fatia de dados de video em uma unidade NAL com um tipo que
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indica que a imagem IDR tem 1imagens dianteiras. 0
construtor de unidades NAL VCL 402 pode ser configurado
para receber uma fatia de dados de video incluida em uma
imagem CRA e (1) se a imagem CRA ndo tiver imagens
dianteiras conexas, encapsular a fatia de dados de video em
uma unidade NAL com um tipo que indica se a imagem CRA tem
imagens dianteiras. Além disto, se as 1imagens dianteiras
associadas a imagem CRA forem imagens TFD, o construtor de
unidades NAL VCL 402 pode ser configurado para encapsular
uma fatia de dados de video em uma unidade NAL com um tipo
que 1indica que as imagens dianteiras associadas a imagem
CRA sao TFD.

[0108] Além disso, se as imagens dianteiras associadas a
imagem CRA n&o forem imagens TFD, o construtor de unidades
NAL VCL 402 pode ser configurado para encapsular a fatia de
dados de video em uma unidade NAL com um tipo que indica
gque as 1imagens dianteiras associadas a imagem CRA ndo séo
TFD. Além disto, o construtor de unidades NAL VCL 402 pode
ser configurado para receber uma fatia de dados de video
incluida em uma imagem BLA e (1) se a imagem BLA nédo tiver
imagens dianteiras conexas, encapsular a fatia de dados de
video em uma unidade NAL com um tipo que indica que a
imagem BLA ndo tem imagens dianteiras, ou (2) se a imagem
BLA tiver imagens dianteiras conexas, encapsular a fatia de
dados de video em uma unidade NAL com um tipo que indica
que a imagem BLA tem imagens dianteiras. Além disto, se as
imagens dianteiras associadas a imagem BLA forem imagens
TFD, o construtor de unidades NAL 402 pode ser configurado
para encapsular uma fatia de dados de video em uma unidade
NAL com um tipo que 1indica que as imagens dianteiras
associadas a imagem BLA s&do TFD. Além disto, se as imagens
dianteiras associadas a imagem BLA n&o forem imagens TFD, o

construtor de unidades NAL VCL pode ser configurado para
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encapsular a fatia de dados de video em uma unidade NAL com
um tipo que indica que as imagens dianteiras associadas a
imagem BLA ndo sdo TFD.

[0109] A Figura 5 é um fluxograma gue mostra um exemplo
de geracdo de unidades NAL VCL de acordo com as técnicas
desta revelacdo. Embora o exemplo de geracdo de unidades
NAL VCL mostradas na Figura 5 seja descrito como sendo
executado pelo construtor de unidades NAL 402, qualquer
combinacdo de aparelho de origem 12, codificador de video
20, unidade de encapsulamento 21 e combinacdes de
componentes deles podem executar o exemplo de geracdo de
unidades NAL VCL mostradas na Figura 5. Conforme mostrado
na Figura 5, o construtor de unidades NAL VCL recebe uma
fatia de dados de video (502). A fatia de dados de video
pode consistir em dados de video codificados de acordo com
qualquer uma das técnicas de codificacdo aqui descritas. A
fatia de dados de video pode ser incluida em um dos tipos
de imagem aqui descritos. O construtor de unidades NAL VCL
402 determina se a fatia de dados de video é incluida em
uma imagem IDR ou CRA (504).

[0110] Se a fatia de dados de video for incluida em uma
imagem IDR (ramificagdo “IDR” de 504), o construtor de
unidades NAL VCL 402 determina se a imagem IDR tem imagens
dianteiras conexas (506). Se a imagem IDR ndo tiver imagens
dianteiras conexas (ramificacdo “NAO” de 506), o construtor
de unidades NAL VCL 402 gera uma unidade NAL VCL gque indica
que a imagem IDR ndo tem imagens dianteiras conexas (508).
Se a imagem IDR tiver imagens dianteiras conexas
(ramificacdo “SIM” de 506), o construtor de unidades NAL
VCL 402 gera uma unidade NAL VCL que indica que a imagem
IDR tem imagens dianteiras conexas (510).

[0111] Se a fatia de dados de video for incluida em uma

imagem CRA, o construtor de unidades NAL VCL 402 determina
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se a imagem CRA tem imagens dianteiras conexas (512). Se a
imagem CRA nao tiver imagens dianteiras conexas
(ramificacdo “NAO” de 512), o construtor de unidades NAL
VCL gera uma unidade NAL VCL gque indica que a imagem CRA
ndo tem imagens dianteiras conexas (514). Se a imagem CRA
tiver imagens dianteiras conexas (ramificacdo “SIM” de 512)
o construtor de unidades NAL VCL 402 determina se as
imagens dianteiras conexas sdo imagens TED (516).

[0112] Se as 1imagens dianteiras conexas da imagem CRA
forem imagens TFD (ramificacdo “SIM” de 516) O construtor
de unidades NAL VCL 402 gera uma unidade NAL VCL que indica
que as 1imagens dianteiras conexas das imagens CRA sé&o
imagens TFD (518). Se as imagens dianteiras conexas da
imagem BLA ndo forem imagens TFD (ramificacdo “NAO” de
516), o construtor de unidades NAL VCL 402 gera uma unidade
NAL VCL gque indica gue as imagens dianteiras conexas nao
sdo imagens TFD (520).

[0113] O construtor de unidades NAL VCL 402 pode gerar
unidades NAL encapsulando dados em fatia em uma unidade NAL
e incluindo um valor de tipo de unidade NAL em um cabecalho
de unidade NAL. Cada valor de tipo de unidade NAL pode
corresponder a um respectivo tipo de unidade NAL. Em um
exemplo, os valores de tipo de unidade NAL podem ser
definidos de acordo com a Tabela 7. As unidades NAL geradas
podem ser transmitidas pelo construtor de unidades NAL VCL
402 para o construtor de unidades de acesso 406 para
inclusdo em uma unidade de acesso (522).

[0114] Desta maneira, a unidade de encapsulamento 21
representa um exemplo de aparelho para gerar um fluxo de
bits que inclui dados de video, o aparelho incluindo um
processador configurado para determinar se uma imagem de
ponto de acesso aleatdério (RAP) é de um tipo que pode ter

imagens dianteiras conexas e se a imagem RAP compreende uma
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imagem de renovacdo de decodificador instantédnea (IDR) ou
uma 1imagem de acesso aleatdério limpa (CRA) encapsular uma
fatia da imagem RAP em uma unidade de camada de abstracao
de rede (NAL), em que a unidade NAL inclui um valor de tipo
de unidade NAL que indica se a imagem RAP é de um tipo que
pode ter imagens dianteiras conexas, gerar um fluxo de bits
que inclui a unidade NAL.

[0115] Da mesma maneira, o método da Figura 5 representa
um exemplo de método para gerar um fluxo de bits que inclui
dados de video, o método incluindo determinar se uma imagem
de ponto de acesso aleatdédrio (RAP) é de um tipo que pode
ter imagens dianteiras conexas e se a imagem RAP compreende
uma imagem de renovacdo de decodificador instanténea (IDR)
ou uma imagem de acesso aleatdério limpa (CRA), encapsular
uma fatia da imagem RAP em uma unidade de camada de
abstracdo de rede (NAL), em qgque a unidade NAL inclui um
valor de tipo de unidade NAL que indica se a imagem RAP é
de um tipo que pode ter imagens dianteiras conexas e gerar
um fluxo de bits que inclui a unidade NAL.

[0116] Novamente com referéncia a Figura 4, o construtor
de wunidades NAL ndo VCL 404 pode ser configurado para
receber elementos de sintaxe de alto nivel, tais como
elementos de sintaxe incluidos nos conjuntos de paré@metros
e em mensagens SEI, conforme descrito acima, e gerar
unidade NAL ndo VCL com base em qualquer uma e em todas as
combinacdes das alocacdes de unidades NAL descritas acima
com relacdo as Tabelas 2-8. O construtor de unidades NAL
ndo VCL 404 pode ser configurado para gerar unidades NAL
ndo VCL encapsulando dados de sintaxe em uma unidade NAL e
incluindo um valor de tipo de unidade NAL em um cabecalho
de unidade NAL. Por exemplo, o construtor de NAL n&o VCL
pode ser configurado para receber elementos de sintaxe

incluidos em um conjunto de pardmetros e incluir um valor
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de tipo de unidade NAL que indica o tipo de conjunto de
pardmetros no cabecalho de unidade NAL.

[0117] Além disso, o construtor de unidades NAL ndo VCL
404 pode ser configurado para receber mensagens SEI ao
nivel de AU e gerar unidade NAL de mensagem SEI. Em um
exemplo, o construtor de unidades NAL ndo VCL 404 pode ser
configurado para gerar dois tipos de unidades NAL de
mensagem SEI, onde um primeiro de tipo de unidade NAL SEI
indica que tal unidade NAL SEI pode suceder a uUltima
unidade NAL VCL em uma unidade de acesso em ordem de
decodificagcdo e o segundo tipo de unidade NAL SEI indica
que tal unidade NAL SEI pode ndo suceder a ultima unidade
NAL VCL em uma unidade de acesso em ordem de decodificacéo.
Além disto, o primeiro tipo de unidade NAL SEI pode ser
restringido de modo que ndo seja autorizado a preceder a
primeira unidade NAL VCL na mesma unidade de acesso em
ordem de decodificacdo. O primeiro tipo de unidade NAL pode
ser referido como unidade NAL SEI de sufixo e o segundo
tipo de unidade NAL pode ser referido como unidade NAL SEI
de prefixo. O construtor de wunidades NAL né&o VCL 404
transmite wunidades NAL ndo VCL para o construtor de
unidades de acesso 406.

[0118] O construtor de unidades de acesso 406 pode ser
configurado para receber unidades NAL VCL e unidades NAL
ndo VCL e gerar unidades de acesso. O construtor de
unidades de acesso 406 pode receber qualquer tipo de
unidade NAL definido nas Tabelas 2-8. O construtor de
unidades de acesso VCL 406 pode ser configurado para gerar
unidades de acesso com base em qualquer um e em todas as
combinagdes de tipos de unidade NAL aqui descritas.
Conforme descrito acima, de acordo com o WD7 HEVC, uma
unidade de acesso é um conjunto de unidades NAL gque séo

consecutivas e em ordem de decodificacdo e contém uma



68/92

imagem codificada. Assim, o construtor de unidades de
acesso 406 pode ser configurado para receber uma série de
unidades NAL e dispor a série de unidades NAL de acordo com
uma ordem de decodificacdo. Além disto, o construtor de
unidades de acesso 406 pode ser configurado para dispor uma
unidade NAL SEI de sufixo, conforme descrito acima, de modo
que ela suceda a Ultima unidade NAL VCL em uma unidade de
acesso e/ou ndo preceda a primeira unidade NAL VCL na mesma
unidade de acesso.

[0119] A Figura 6 é um fluxograma que mostra um exemplo
de geragcdo de unidades NAL ndo VCL de acordo com as
técnicas desta revelacdo. Embora o exemplo de geracdo de
unidades NAL ndo VCL mostradas na Figura 6 seja descrito
como sendo executado pelo construtor de unidades NAL né&o
VCL 404 e pelo construtor de wunidades de acesso 406,
qualquer combinacdo do aparelho de origem 12 do codificador
de video 20, da unidade de encapsulamento 21 e combinacdes
de componentes deles podem executar o exemplo de geracdo de
unidades NAL n&do VCL mostrado na Figura 6.

[0120] Conforme mostrado na Figura 6, o construtor de
unidades NAL n&do VCL 404 recebe uma mensagem SEI (602). A
mensagem SEI pode ser qualquer tipo de mensagens SEI
descrito acima com relacdo a Tabela 1. O construtor de
unidades NAL ndo VCL 404 determina se a mensagem SEI é uma
mensagem SEI de prefixo ou uma mensagem SEI de sufixo
(604) .

[0121] Se a mensagem SEI for uma mensagem SEI de sufixo
(ramificacdo “SUFIXO” de 604) o construtor de unidades NAL
ndo VCL 404 gera um valor de tipo para uma unidade NAL SEI
que indica gque a unidade NAL SEI ¢é uma mensagem SEI de
sufixo (606). Se a mensagem SEI for uma mensagem SEI de
prefixo (ramificacdo “PREFIXO” de 604), o construtor de

unidades NAL n&do VCL 404 gera um valor de tipo para uma
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unidade NAL SEI gque indica que a unidade NAL SEI é uma
mensagem SEI convencional (608).

[0122] O construtor de unidades de acesso 406 recebe as
unidades NAL geradas, que podem incluir qualguer combinacéo
dos tipos de unidades NAL descritos acima com relacdo as
Tabelas 2-8 (610). O construtor de unidades de acesso 406
gera unidades de acesso incluidas nas unidades NAL
recebidas (612). Se a unidade de acesso gerada incluir uma
unidade NAL SEI de sufixo, as unidades NAL da unidade de
acesso podem ser dispostas de modo que a NAL SEI de sufixo
ndo preceda a primeira unidade NAL VCL na mesma unidade de
acesso, mas possa suceder a ultima unidade NAL VCL em uma
unidade de acesso em ordem de decodificacéo.

[0123] Desta maneira, a unidade de encapsulamento 21
representa um exemplo de processador configurado para
determinar se uma mensagem de informacdes de
aperfeicoamento suplementares (SEI) é uma mensagem SEI de
prefixo ou uma mensagem SEI de sufixo, em gque a mensagem
SET inclui dados relacionados com dados de video
codificados, encapsular a mensagem SEI em uma unidade NAL
SEI, em que a unidade NAL SEI inclui um valor de tipo de
unidade NAL que indica se a unidade NAL SEI é uma unidade
NAL SEI de prefixo ou uma unidade NAL SEI de sufixo e se a
mensagem SEI é uma mensagem SEI de prefixo ou uma mensagem
SEI de sufixo, e gerar um fluxo de bits que inclui pelo
menos a unidade NAL SET.

[0124] Da mesma maneira, o método da Figura 6 representa
um exemplo de método para gerar um fluxo de bits que inclui
dados de video, o método incluindo determinar se uma
mensagem de informacdes de aperfeicoamento suplementares
(SEI) é uma mensagem SEI de prefixo ou uma mensagem SEI de
sufixo, em que a mensagem SEI inclui dados relacionados com

dados de video codificados, encapsular a mensagem SEI em
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uma unidade NAL SEI, em que a unidade NAL SEI inclui um
valor de tipo de unidade NAL gque indica se a unidade NAL
SEI é uma unidade NAL SEI de prefixo ou uma unidade NAL SEI
de sufixo e se a mensagem SEI é uma mensagem SEI de prefixo
ou uma mensagem SEI de sufixo, e gerar um fluxo de bits que
inclui pelo menos a unidade NAL SEI.

[0125] Novamente com referéncia a Figura 4, a interface
de saida de fluxos de bits 408 pode ser configurada para
receber unidades de acesso e gerar uma sequéncia de video
codificada. A interface de saida de fluxos de bits 408 pode
ser também configurada para transmitir uma sequéncia de
video codificada como parte de um fluxo de bits de video
codificado, onde um fluxo de bits de video codificado
inclui uma ou mais sequéncias de video codificadas com base
em qualquer um e todas as combinacdes de tipos de unidades
NAL aqui descritos. Conforme descrito acima, de acordo com
o WD7 HEVC, uma sequéncia de video codificada é um conjunto
de unidades de acesso que sdo consecutivas em ordem de
decodificacdo. Assim, a interface de saida de fluxos de
bits 408 pode ser configurada para receber uma série de
unidades de acesso e dispor a série de unidades de acesso
de acordo com uma ordem de decodificacéo.

[0126] Conforme descrito acima, a unidade de estrutura
de codificagdo 19 e/ou o codificador de video 20 podem ser
configurados para gerar elementos de sintaxe incluidos em
um conjunto de parametros que inclui o elemento de sintaxe
fixed pic _rate_ flag que pode ser incluido em um conjunto de
pardmetros VUI, que pode ser incluido em um SPS, conforme
apresentado no WD7 HEVC. Além disto, a unidade de estrutura
de codificacdo 19 e/ou o codificador de video 20 podem ser
configurados para gerar o elemento de sintaxe
fixed pic_rate_ flag, onde o elemento de sintaxe

fixed pic_rate flag inclui elementos semanticos que sé&o



71/92

modificados a partir dos apresentados no WD7 HEVC. Por
exemplo, de acordo com os elementos semdnticos atuais de
fixed pic _rate_flag no WD7 HEVC quando fixed pic rate_flag
é igual a 1, é necessario que a diferenca entre os tempos
de apresentacdo de duas imagens continuas em ordem de saida
seja igual ao pulso de reldgio. Entretanto, isto exigiria a
alteracdo do valor ou de time_scale ou de num units_in_ tick
quando algumas camadas temporais mais elevadas sdo
descartadas para adaptacgdo de fluxos com base na capacidade
de escalonamento temporal.

[0127] Em um exemplo, em vez de ser necessario que o
delta (isto é, a diferenca entre os tempos de apresentacéo
entre duas 1imagens continuas em ordem de saida) seja
exatamente igual ao pulso de reldégio pode ser necessario
que o delta seja um nuUmero inteiro de pulso de reldgio.
Desta maneira, a unidade de estrutura de codificacdo 19
e/ou codificador de video 20 podem ser configurados para
gerar o elemento de sintaxe fixed pic _rate_flag de modo
que, quando fixed pic rate flag ¢é igual a 1, seja
necessario que a diferenca entre os tempos de apresentacéo
de duas imagens continuas em ordem de saida seja igual a um
numero inteiro do pulso de reldgio.

[0128] Em outro exemplo, ©pode ser necessario que a
unidade de estrutura de codificacdo 19 e/ou o codificador
de video 20 sinalizem um fixed pic_rate flag para cada
camada temporal. Além disto, neste exemplo, se
fixed pic _rate_ flag para uma camada temporal especifica for
igual a 1, isto é, a representacdo de camada temporal tiver
uma taxa de 1imagens constante, um valor N pode ser
sinalizado, e o delta (entre os tempos de apresentacdo de
duas 1imagens continuas em ordem de saida) para a
representacdo de camada temporal pode ser igual a N pulsos

de relégio.
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[0129] Em outro exemplo, a unidade de estrutura de
codificacdo 19 e/ou codificador de wvideo 20 podem ser
configurados para sinalizar opcionalmente um
fixed pic rate flag para cada camada temporal. Neste
exemplo se fixed pic_rate flag para uma camada temporal
estiver presente e for igual a 1, isto é, a representacéo
de camada temporal tiver uma taxa de imagens constante, um
valor N pode ser sinalizado e o delta (entre os tempos de
apresentacdo de duas imagens continuas em ordem de saida)
para a representacdo de camada temporal é igual a N pulsos
de relégio. No caso de fixed pic rate_ flag ser
opcionalmente sinalizado para cada camada temporal,
supondo-se que o fixed pic rate_ flag seja sinalizado para
camada temporal mais elevada e o valor seja igual a 1
entdo, para cada camada temporal especifica gque ndo tenha
fixed pic_rate_ flag sinalizado, o valor de
fixed pic_rate_flag pode ser derivado como sendo igual ao
fixed pic _rate flag sinalizado para camada temporal mais

elevada, e o valor de N é derivado como sendo igual a

gmax_Tid - currTid, em que max Tid é igual ao valor de
temporal id mais elevado, e currTid é igual ao temporal id
da camada temporal especifica.

[0130] A Figura 7 é um fluxograma que mostra um exemplo
de sinalizacdo de um valor delta de tempo de apresentacdo.
Embora o exemplo de sinalizacdo de um valor delta de tempo
de apresentacdo mostrado na Figura 7 seja descrito como
sendo executado pela unidade de encapsulamento 21, qualquer
combinacdo do aparelho de origem 12, do codificador de
video 20, da unidade de encapsulamento 21 e combinacdes de
componentes deles podem executar o exemplo de sinalizacédo
do valor delta de tempo de apresentacdo mostrado na Figura

7.
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[0131] Conforme mostrado no exemplo da Figura 7, a
unidade de encapsulamento 21 gera um indicador gque indica
se o delta entre o tempo de apresentacdo (um valor de POC,
por exemplo) de uma primeira imagem e o tempo de
apresentacdo de uma segunda imagem é um numero inteiro de
um valor de pulso de reldégio (702). Em outras palavras, a
unidade de encapsulamento 21 pode gerar dados que indicam
se a diferengca (o delta, por exemplo) entre os tempos de
apresentacdo de uma primeira imagem e uma segunda imagem é
um maltiplo de numero inteiro do valor de pulso de reldgio.
O indicador descrito na Figura 7 representa um exemplo de
tais dados Ggerados. Em alguns casos, a unidade de
encapsulamento 21 pode receber um valor para o indicador da
unidade de estrutura de codificacdo 19 ou do codificador de
video 20. O indicador pode ser qualquer um dos elementos de
sintaxe fixed pic_rate flag descritos acima.

[0132] Em um exemplo, a unidade de encapsulamento 21
determina se um valor para o indicador pode indicar que o
delta é um numero inteiro do valor de pulso de relégio
(704) . Quando o indicador indica que o delta é um valor de
numero inteiro do pulso de reldgio (ramificacdo “SIM” de
704), a unidade de encapsulamento 21 pode gerar um valor de
numero inteiro N (706) que representa o multiplo de nuUmero
inteiro do valor de pulso de reldgio. O wvalor de numero
inteiro N pode ser utilizado por um aparelho de
decodificacdo, tal como o aparelho de destino 14, para
determinar o valor delta, onde o delta é multiplo de nuUmero
inteiro do wvalor de pulso de reldédgio. Em um exemplo, O
valor de nUmero inteiro N pode ser um valor de zero a 2047
e pode indicar um valor de 1 menos o nuUmero inteiro de
relbégios a qual o delta ¢é igual. A unidade de

encapsulamento 21 pode transmitir entdo o indicador e o
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valor de nUmero inteiro N como parte de um fluxo de bits
(708) .

[0133] Por outro lado, quando a unidade de
encapsulamento 21 determina que o indicador indica que o
valor delta ndo é um multiplo de nUmero inteiro do pulso de
reldgio (ramificacéao “NAO” de 704) a unidade de
encapsulamento 21 pode simplesmente transmitir o indicador
(710) .

[0134] Desta maneira, o aparelho de origem 12 representa
um exemplo de processador configurado para gerar dados que
indicam se a diferencga entre o tempo de apresentacdo de uma
primeira imagem e o tempo de apresentacdo de uma segunda
imagem é um multiplo de numero inteiro de um valor de pulso
de reldbgio, e, gquando os dados indicarem que a diferenca é
o maltiplo de numero inteiro do valor de pulso de reldgio,
gerar dados que representam o maltiplo de numero inteiro.
[0135] Da mesma maneira, o método da Figura 7 representa
um exemplo de método para gerar um fluxo de bits que inclui
dados de video, o método incluindo gerar dados gque indicam
se a diferenca entre o tempo de apresentacdo de uma
primeira imagem e o tempo de apresentagdo de uma segunda
imagem é um multiplo de numero inteiro de um valor de pulso
de reldgio e, quando os dados indicam que a diferenca é o
mtltiplo de numero inteiro do valor de pulso de relédgio,
gerar dados que representam o multiplo de numero inteiro.
[0136] Conforme descrito acima, a unidade de
encapsulamento 21 recebe dados de video codificados. A
Figura 8 é um diagrama de blocos qgque mostra um exemplo de
codificador de wvideo 20 que pode gerar dados de video
codificados. Conforme mostrado na Figura 8, o codificador
de video 20 recebe dados de video e dados de sintaxe de
alto nivel. O codificador de video funciona tipicamente em

blocos de video dentro de fatias de video individuais de
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modo a codificar os dados de video. Um bloco de video pode
corresponder a um nd de codificacdo dentro de uma CU. Os
blocos de video podem ter tamanhos fixos ou variaveis e
podem diferir em tamanho de acordo com o padrdo de
codificacdo especificado. O codificador de video 20 pode
gerar também dados de sintaxe, tails como dados de sintaxe
baseados em blocos, dados de sintaxe baseados em quadros e
dados de sintaxe baseados em GOP, como, por exemplo, em um
cabecalho de quadro, um cabecalho de bloco, um cabecalho de
fatia ou um cabecalho de GOP. Os dados de sintaxe de GOP
podem descrever o nUmero de quadros no respectivo GOP e os
dados de sintaxe de quadro podem indicar o modo de
codificacdo/predicdo wutilizado para codificar o quadro
correspondente.

[0137] No exemplo da Figura 8, o codificador de video 20
inclui uma unidade de selecdo de modo 40, uma memdbdria de
imagens de referéncia 64, um somador 50, uma unidade de
processamento de transformadas 52, uma unidade de
quantificacdo 54 e uma unidade de codificacdo por entropia
56. A unidade de selecdo de modo 40, por sua vez, inclui
uma unidade de compensac¢cdo de movimento 44, uma unidade de
estimacdo de movimento 42, uma unidade de intra-predigdo 46
e uma unidade de particdo 48. Para reconstrucdo de blocos
de video, o codificador de wvideo 20 inclui também uma
unidade de quantificacdo inversa 58, uma unidade de
transformada inversa 60 e um somador 62. Um filtro de
desbloqueio (ndo mostrado na Figura 8) pode ser também
incluido para filtrar fronteiras entre Dblocos de modo a
remover artefatos de Dblocagem de video reconstruido. Se
desejavel, o filtro de desbloqueio filtraria tipicamente a
saida do somador 62. Filtros adicionais (em malha ou pds-
malha) podem ser também utilizados além do filtro de

desbloqueio. Tais filtros ndo sdo mostrados por razdes de
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concisdo, mas, se desejado, podem filtrar a saida do
somador 50 (como um filtro em malha).

[0138] Durante o processo de codificacdo, o codificador de
video 20 recebe um quadro ou fatia de video a ser
codificada. O quadro ou fatia pode ser dividida em véarios
blocos de video. A unidade de estimacdo de movimento 42 e a
unidade de compensacdo de movimento 44 efetuam codificacéo
inter-preditiva do bloco de video recebido com relacgdo a um
ou mais blocos em um ou mais quadros de referéncia, de modo
a se obter predicgdo temporal. A unidade de intra-predicgéo
46 pode efetuar alternativamente codificacgéao intra-
preditiva do bloco de video recebido com relagdo a um ou
mais blocos wvizinhos no mesmo quadro ou fatia do bloco a
ser codificado, de modo a se obter predicdo espacial. O
codificador de video 20 pode executar varias passagens de
codificacdo, como, por exemplo, para selecionar um modo de
codificacdo apropriado para cada bloco de dados de video.
[0139] Além do mais, a unidade de particdo 48 pode
particionar blocos de dados de video em sub-blocos, com
base na avaliacdo de esquema de particionamento anteriores
em passagens de codificacdo anteriores. Por exemplo, a
unidade de partigdo 48 pode particionar inicialmente um
quadro ou fatia em LCUs, e particionar cada uma das LCUs em
sub-CUs com base na anadlise de distorcdo de taxa
(otimizacdo de distorcdo de taxa, por exemplo). A unidade
de selecdo de modo 40 pode produzir também uma estrutura de
dados de transformacado quad-tree que indica o)
particionamento de uma LCU em sub-CUs. As CUs de ndé-folha
da transformacdo quad-tree podem incluir uma ou mais PUs e
uma ou mais TUs.

[0140] A unidade de selecdo de modo 40 pode selecionar
um dos modos de codificagdo, intra- ou inter- como, por

exemplo, com base em resultados de erro e envia o bloco
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intra- ou inter-codificado resultante ao somador 50 para
gerar dados de bloco residuais e ao somador 62 para
reconstruir o bloco codificado para utilizacdo como um
quadro de referéncia. A unidade de selecdo de modo 40
também prové elementos de sintaxe, tails como vetores de
movimento, indicadores de intra-modo, informacdes de
particdo e outras informacdes de sintaxe que tais, para a
unidade de codificagdo por entropia 56.

[0141] A unidade de estimacdo de movimento 42 e unidade
de compensacdo de movimento 44 podem ser altamente
integradas, mas sdo mostradas separadamente para fins
conceptuais. A estimacdo de movimento efetuada pela unidade
de estimacdo de movimento 42, é o processo de gerar vetores
de movimento, que estimam o movimento para blocos de video.
Um vetor de movimento, por exemplo, pode indicar o
deslocamento de uma PU de um bloco de video dentro do
quadro ou imagem de video atual com relacdo a um bloco
preditivo dentro de um quadro de referéncia (ou outra
unidade codificada) com relacdo ao bloco atual que é
codificado dentro do quadro atual (ou outra unidade
codificada). Um bloco preditivo é um bloco que se verifica
corresponder intimamente ao bloco a ser codificado, em
termos de diferenca de pixel, o que pode ser determinado
pela soma da diferengca absoluta (SAD), pela soma da
diferenca ao quadrado (SSD) ou outras métricas de
diferenca. Em alguns exemplos, o codificador de video 20
pode calcular valores para posicdes de sub-pixel de numero
inteiro de imagens de referéncia armazenadas na memdbdria de
imagens de referéncia 64. Por exemplo, o codificador de
video 20 pode interpolar valores de posicdes de um quarto
de pixel, posicdes de um oitavo de pixel ou outras posicdes
de pixel fraciondrias da imagem de referéncia. Portanto, a

unidade de estimacdo de movimento 42 pode efetuar uma busca
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de movimento com relacdo as posicgdes de pixel completas e
posicdes de pixel fraciondrias e transmitir um vetor de
movimento com precisdo de pixel fracionaria.

[0142] A unidade de estimacdo de movimento 42 calcula um
vetor de movimento para uma PU de um bloco de video em uma
fatia inter-codificada comparando a posicdo da PU com a
posicdo de um bloco preditivo de uma imagem de referéncia.
A imagem de referéncia pode ser selecionada a partir de uma
primeira lista de imagens de referéncia (Lista 0) ou de uma
segunda lista de imagens de referéncia (Lista 1), cada uma
das quais identifica uma ou mais imagens de referéncia
armazenadas na memdéria de imagens de referéncia 64. A
unidade de estimacdo de movimento 42 envia o vetor de
movimento calculado a unidade de codificacdo por entropia
56 e a unidade de compensacdo de movimento 44.

[0143] A compensacdo de movimento efetuada pela unidade
de compensacdo de movimento 44, pode envolver buscar ou
gerar o Dbloco preditivo com base no vetor de movimento
determinado pela unidade de estimacdo de movimento 42. Mais
uma vez, a unidade de estimacdo de movimento 42 e a unidade
de compensacdo de movimento 44 podem ser funcionalmente
integradas, em alguns exemplos. Ao receber o vetor de
movimento para a PU do bloco de video atual, a unidade de
compensagdo de movimento 44 pode localizar o bloco
preditivo que o vetor de movimento indica em uma das listas
de imagens de referéncia. O somador 50 forma um bloco de
video residual subtraindo valores de pixel do Dbloco
preditivo dos valores de pixel do bloco de video atual que
é codificado, formando valores de diferenca de diferenca de
pixel conforme discutido em seguida. Em geral, a unidade de
estimacdo de movimento 42 efetua estimacdo de movimento com
relacdo a componentes luma e a unidade de compensacdo de

movimento 44 utiliza vetores de movimento calculados com
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base nos componentes luma tanto para componentes croma
quanto componentes luma. A unidade de selecdo de modo 40
pode gerar também elementos de sintaxe associados aos
blocos de video e a fatia de video para utilizacdo pelo
decodificador de wvideo 30 na decodificacdo dos Dblocos de
video da fatia de wvideo.

[0144] A unidade de intra-predicdo 46 pode intra-
predizer o Dbloco atual, como alternativa para a inter-
predicdo efetuada pela unidade de estimacdo de movimento 42
e pela unidade de compensagdo de movimento 44, conforme
descrito acima. Em particular, a unidade de intra-predicgéo
46 pode determinar um modo de intra-predicdo a ser
utilizado para codificar o bloco atual. Em alguns exemplos,
a unidade de intra-predicdo 46 pode codificar o bloco atual
utilizando diversos modos de intra-predicdo, como, por
exemplo, durante passagens de codificacdo separadas, e a
unidade de intra-predicdo 46 (ou a unidade de selecdo de
modo 40, em alguns exemplos) pode selecionar o modo de
intra-predicdo apropriado a ser utilizado a partir dos
modos testados.

[0145] Por exemplo, a unidade de intra-predicdo 46 pode
calcular valores de distorcdo de taxa utilizando uma
andlise de distorcdo de taxa para os diversos modos de
intra-predigdo testados, e selecionar o modo de intra-
predicdo que tem as melhores caracteristicas de distorcéao
de taxa entre os modos testados. A andlise de distorcdo de
taxa determina geralmente o grau de distorcdo (ou erro)
entre um bloco codificado e um bloco ndo codificado
original que foi codificado de modo a se produzir o bloco
codificado, assim como uma taxa de bits (isto é, o nuUmero
de bits) wutilizada para produzir o Dbloco codificado. A
unidade de intra-predicdo 46 pode calcular razdes a partir

das distorgdes e taxas para os diversos blocos codificados
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de modo a determinar qual o modo de intra-predicéo
apresenta o melhor valor de distorgdo de taxa para o bloco.
[0146] Depois de selecionar o modo de intra-predigcdo para
um bloco, a unidade de intra-predicdo 46 pode fornecer
informacdes que indicam o) modo de intra-predicéo
selecionado para o Dbloco a unidade de codificacdo por
entropia 56. A unidade de codificacdo por entropia 56 pode
codificar as informagdes que indicam o modo de intra-
predicdo selecionado. O <codificador de video 20 pode
incluir no fluxo de bits transmitido dados de configuracdao,
que podem incluir uma série de tabelas de indices de modo
de intra-predicdo e uma série de tabelas de indices de modo
de intra-predicéo modificadas (também referidas como
tabelas de mapeamento em palavras de cédigo), definicgdes de
contexto de codificacdo para diversos blocos e indicacdes
do modo de intra-predicdo mais provavel, uma tabela de
indices de modos de intra-predicdo modificada a ser
utilizada para cada um dos contextos.

[0147] O codificador de video 20 forma um bloco de video
residual subtraindo os dados de predicdo da wunidade de
selecdo de modo 40 do Dbloco de video original que ¢é
codificado. O somador 50 representa o componente ou
componentes que executam esta operacdo de subtracdao. A
unidade de processamento de transformadas 52 aplica uma
transformada, tal como uma transformada de co-seno discreta
(DCT) ou uma transformada conceptualmente semelhante ao
bloco residual, produzindo um bloco de video gque compreende
valores de coeficientes de transformada residuais. A
unidade de processamento de transformadas 52 pode executar
outras transformadas que s&o conceptualmente semelhantes a
DCT, podem ser também utilizadas transformadas de wavelet,
transformadas de nUmero inteiro, transformadas de sub-banda

ou outros tipos de transformadas. Seja como for, a unidade
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de processamento de transformadas 52 aplica a transformada
ao bloco residual, produzindo um bloco de coeficientes de
transformada residuais. A transformada pode converter as
informacdes residuais de um dominio de valor de pixel em um
dominio de transformada, tal como um dominio de frequéncia.
A unidade de processamento de transformadas 52 pode enviar
os coeficientes de transformada resultantes a unidade de
quantificacdo 54. A unidade de quantificacdo 54 quantifica
os coeficientes de transformada de modo a reduzir ainda
mais a taxa de bits. O processo de quantificacdo pode
reduzir a profundidade de bits associada a alguns ou todos
0os coeficientes. O grau de quantificacdo ©pode ser
modificado pelo ajuste de um pardmetro de quantificacdo. Em
alguns exemplos, a unidade de quantificacédo 54 pode efetuar
entdo uma varredura da matriz que inclui os coeficientes de
transformada quantificados. Alternativamente, a unidade de
codificacdo por entropia 56 pode efetuar a varredura.

[0148] Em seguida a quantificacéo, a unidade de
codificacdo por entropia 56 codifica por entropia os
coeficientes de transformada quantificados. Por exemplo, a
unidade de codificagcdo por entropia 56 ©pode efetuar
codificacdo de comprimento varidvel adaptativa ao contexto
(CAVLC), codificacdo aritmética bindria adaptativa ao
contexto (CABAC), codificacdo aritmética bindria adaptativa
ao contexto baseada em sintaxe (SBAC), codificacdo por
entropia com particionamento de intervalos de probabilidade
(PIPE) ou outra técnica de codificacdo por entropia. No
caso da codificacdo por entropia baseada no contexto, o
contexto pode ser baseado em blocos vizinhos. Em seguida a
codificacdo por entropia pela unidade de codificacdo por
entropia 56, o fluxo de Dbits <codificado pode ser

transmitido para outro aparelho (o decodificador de wvideo
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30, por exemplo) ou arquivado para transmissdo ou
recuperacdo posterior.

[0149] A unidade de quantificacdo inversa 58 e a unidade
de transformada inversa 60 aplicam quantificacdo inversa e
transformacdo inversa, e respectivamente, para reconstruir
o bloco residual no dominio de pixel, como, por exemplo,
para utilizacdo posterior como Dbloco de referéncia. A
unidade de compensacdo de movimento 44 pode calcular um
bloco de referéncia adicionando o bloco residual a um bloco
preditivo de um dos quadros da memdéria de imagens de
referéncia 64. A unidade de compensagdo de movimento 44
pode aplicar também um ou mais filtros de interpolacdo ao
bloco residual reconstruido de modo a calcular valores de
sub-pixel de numero inteiro para utilizacdo na estimacédo de
movimento. O somador 62 adiciona o bloco residual
reconstruido ao bloco de predicdo compensado em movimento
produzido pela unidade de compensacdo de movimento 44 de
modo a se produzir um bloco de video reconstruido para
armazenamento na memdéria de imagens de referéncia 64. O
bloco de video reconstruido pode ser utilizado pela unidade
de estimacdo de movimento 42 e pela unidade de compensacgédo
de movimento 44 como um bloco de referéncia para inter-
codificar um bloco no quadro de video subseqiiente.

[0150] Conforme descrito acima, a unidade de
desencapsulamento 29 pode ser configurada para receber a
sequéncia de video codificada e efetuar parse nas unidades
de acesso e nas unidades NAL, onde as unidades NAL s&ao
alocadas com base em qualgquer uma e em todas as combinacdes
de alocacgbdes de unidades NAL mostradas nas Tabelas 2-7.
Além disto, a unidade de desencapsulamento 29 e o
decodificador de video 30 podem reconstruir dados de video
com base nas alocacbes de tipos de unidades NAL. Em um

exemplo, a unidade de desencapsulamento 29 pode ser
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configurada para receber uma unidade NAL, em que a unidade
NAL inclui um valor de tipo de NAL e determina se a unidade
NAL encapsula uma fatia codificada de dados de video
incluida em uma imagem RAP associada a uma imagem dianteira
com base no valor de tipo de NAL, e o decodificador de
video 30 pode ser configurado para reconstruir dados de
video com base em se a unidade NAL encapsula uma fatia
codificada de dados de video incluida em uma imagem RAP com
uma imagem dianteira conexa. Em outro exemplo, a unidade de
desencapsulamento 29 pode ser configurada para receber uma
unidade NAL, em que a unidade NAL inclui um valor de tipo
de NAL, e determinar se a unidade NAL encapsula uma
mensagem SEI ao nivel de AU com base no valor de tipo de
NAL, e o decodificador de video 30 pode ser configurado
para reconstruir dados de video com base em se a unidade
NAL encapsula uma mensagem SEI ao nivel de AU. Em alguns
casos, reconstruir dados de video pode incluir gerar um
fluxo de bits emendado, conforme descrito acima, e o
decodificador de wvideo 30 pode determinar os tempos de
apresentacdo de imagens no fluxo de video emendado com base
na determinacdo do tipo de unidade NAL.

[0151] Também conforme descrito acima, um aparelho de
origem, tal <como o aparelho de origem 12, pode ser
configurado para sinalizar o delta entre o tempo de
apresentacdo de uma primeira imagem e o tempo de
apresentacdo de uma segunda imagem, onde a sinalizacéo
utiliza qualquer um dos elementos de sintaxe
fixed pic rate flag descritos acima. Assim, o aparelho de
destino 14, a unidade de desencapsulamento 29 e o
decodificador de video 30 podem ser configurados para
determinar os tempos de apresentacdo de uma primeira imagem
e uma segunda 1imagem e apresentar as 1imagens em

conformidade com isto.
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[0152] A Figura 9 é um fluxograma gque mostra um método
exemplar para determinar um valor delta de tempo de
apresentacdo. Embora o exemplo de sinalizacdo de um valor
delta de tempo de apresentacdo mostrado na Figura 9 seja
descrito como sendo executado pela unidade de
desencapsulamento 29, qualquer combinacdo do aparelho de
destino 14, do decodificador de wvideo 30, da unidade de
desencapsulamento 29 e combinagdes de componentes deles
podem executar o exemplo da determinagdo de um valor delta
de tempo de apresentagcdo mostrado na Figura 9. Conforme
mostrado na Figura 9, a unidade de desencapsulamento 29
obtém uma primeira imagem (902). A primeira imagem pode ser
uma imagem codificada que corresponde a uma unidade de
acesso. A unidade de desencapsulamento 29 obtém uma segunda
imagem (904). A segunda 1imagem pode ser uma imagem
codificada que corresponde a uma unidade de acesso. A
segunda 1imagem pode ser incluida na mesma camada temporal
da primeira imagem. Além disto, as primeira e segunda
imagens podem ser incluidas em uma camada temporal mais

elevada de dados de video.

[0153] A unidade de desencapsulamento 29 pode obter
entdo um valor de nUmero inteiro N (906). Isto é supor que
a unidade de desencapsulamento 29 tinha obtido

anteriormente dados, tais como um valor para um indicador,
que indica isso. O valor de numero inteiro N pode ser
incluido em um conjunto de parametros VUI, que pode ser
incluido em um SPS. A unidade de desencapsulamento 29
determina um valor de pulso de reldgio (908). A unidade de
desencapsulamento 29 pode determinar o valor de pulso de
reldégio com base nos elementos de sintaxe time_scale e
num units_in tick de acordo com a equacdo (1) descrita

acima.
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[0154] A unidade de desencapsulamento 29 pode determinar
entdo um delta entre o tempo de apresentacdo da primeira
imagem e o tempo de apresentacdo da segunda imagem (910). O
delta pode ser igual a um nUmero inteiro do valor de pulso
de reldbgio baseado no valor de numero inteiro N. Por
exemplo, o delta pode ser igual a pulso de reldégio (N + 1
) -

[0155] A unidade de desencapsulamento e o decodificador
de video 30 podem apresentar entdo a primeira imagem e a
segunda imagem de acordo com o delta determinado (912). Em
um exemplo, a unidade de desencapsulamento 29 pode
sinalizar o valor de delta para o decodificador de video 30
e o decodificador de video 30 pode executar um processo de
decodificacdo com base no valor de delta. Desta maneira, o
aparelho de destino 14 representa o exemplo de aparelho que
inclui um processador configurado para determinar um valor
de diferenca entre o tempo de apresentacdo de uma primeira
imagem e o tempo de apresentacdo de uma segunda imagem, em
que o valor de diferenca é igual a um valor de nuUmero
inteiro multiplicado por um valor de pulso de reldgio e
apresentar a primeira imagem e a segunda imagem de acordo
com o valor de diferenca determinado.

[0156] Da mesma maneira, o método da Figura 9 representa
um exemplo de método que inclui determinar um wvalor de
diferenca entre o tempo de apresentacdo de uma primeira
imagem e o tempo de apresentacdo de uma segunda imagem, em
que o valor de diferenca é igual a um valor de nuUmero
inteiro multiplicado por um valor de pulso de reldgio, e
apresentar a primeira imagem e a segunda imagem de acordo
com valor de diferenca determinado.

[0157] A Figura 10 é um diagrama de blocos gque mostra um
exemplo de decodificador de wvideo 30 que pode implementar

técnicas para (1) receber dados que incluem tipos de
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unidades NAL, (2) processar o comportamento de HRD ao nivel
de sub-imagem ou ao nivel de decodificacdo recebido (3)
processar dados que incluem referéncia a IDs de conjunto de
parémetros, (4) processar dados recebidos gque incluem
elementos semdnticos aperfeicoados fixed pic_rat flag ou
qualquer uma e todas as combinacdes deste. No exemplo da
Figura 10 o decodificador de video 30 inclui uma unidade de
decodificagdo por entropia 70, uma unidade de compensacgédo
de movimento 72, uma unidade de intra-predigdo 74, uma
unidade de quantificagcdo inversa 76, uma unidade de
transformacdo inversa 78, uma memdéria de imagens de
referéncia 82 e um somador 80. O decodificador de video 30
pode, em alguns exemplos, executar uma passagem de
decodificacdo geralmente correspondente a passagem de
codificacdo descrita com relacdo ao codificador de video 20
(Figura 2). A unidade de compensacdo de movimento 72 pode
gerar dados de predicdo com base nos vetor de movimento
recebidos da wunidade de decodificacdo por entropia 70,
enquanto a unidade de intra-predicdo 74 pode gerar dados de
predicdo com base nos indicadores de modo de intra-predicédo
recebidos da unidade de decodificacdo por entropia 70.

[0158] Durante o processo de decodificacéo o
decodificador de video 30 recebe um fluxo de bits de video
codificado que representa blocos de video de uma fatia de
video codificada e elementos de sintaxe conexos do
codificador de video 20. A unidade de decodificacdo por
entropia 70 do decodificador de video 30 decodifica por
entropia o fluxo de bits de modo a gerar coeficientes
quantificados, vetores de movimento ou indicadores de modo
de intra-predicdo e outros elementos de sintaxe. A unidade
de decodificacdo por entropia 70 emite os vetores de
movimento para e outros elementos de sintaxe para a unidade

de compensacdo de movimento 72. O decodificador de video 30
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pode receber os elementos de sintaxe ao nivel de fatia de
video ou ao nivel de bloco de video.

[0159] Quando a fatia de video é codificada como uma
fatia intra-codificada (I) a unidade de intra-predicédo 74
pode gerar dados de predigcdo para um bloco de video da
fatia de video atual com base no modo de inter-predicédo
sinalizado e em dados de blocos decodificados anteriormente
do gquadro ou imagem atual. Quando o quadro de video é
codificado como uma fatia inter-codificada (isto é, B, P ou
GPB) a unidade de compensacdo de movimento 72 produz blocos
preditivos para um bloco de video da fatia de video atual
com base nos vetores de movimento e em outros elementos de
sintaxe recebidos da unidade de decodificacdo por entropia
70. Os blocos preditivos podem ser produzidos a partir de
uma das imagens de referéncia dentro de uma das listas de
imagens de referéncia. O decodificador de video 30 pode
construir as Listas de quadros de referéncia, Lista 0 e
Lista 1, wutilizando técnicas de construcdo pré-definidas
baseadas em imagens de referéncia armazenadas na memdéria de
imagens de referéncia 82. A unidade de compensacdo de
movimento 72 determina informacdes de predicdo para um
bloco de video da fatia de video atual efetuando parse nos
vetores de movimento e em outros elementos de sintaxe, e
utiliza as informagdes de predicdo para produzir os blocos
preditivos para o bloco de video atual que é decodificado.
Por exemplo, a unidade de compensacdo de movimento 72
utiliza alguns dos elementos de sintaxe recebidos para
determinar um modo de predicdo (intra- ou inter-predicéo,
por exemplo) utilizado para codificar os blocos de video da
fatia de wvideo, um tipo de fatia de inter-predicdo (fatia
B, fatia P ou fatia GPB, por exemplo), informacdes de
construgcdo para uma ou mais das Listas de imagens de

referéncia para a fatia, vetores de movimento para cada
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bloco de video inter-codificado da fatia, a condicdo de
inter-predicdo para cada bloco de video inter-codificado da
fatia e outras informacdes para decodificar os blocos de
video na fatia de video atual.

[0160] A unidade de compensacdo de movimento 72 pode
efetuar também interpolacdo com base em filtros de
interpolacdo. A unidade de compensacdo de movimento 72 pode
utilizar os filtros de interpolacdo wutilizados pelo
codificador de video 20 durante a codificacdo dos blocos de
video para calcular valores interpolados para sub-pixels de
numero inteiro de blocos de referéncia. Neste caso, a
unidade de compensacdo de movimento 72 pode determinar os
filtros de interpolacdo utilizados pelo <codificador de
video 20 a partir dos elementos de sintaxe recebidos e
utilizar os filtros de interpolacdo para produzir Dblocos
preditivos.

[0161] A unidade de quantificacdo inversa 76 quantifica
por 1inversédo, 1isto ¢é, desquantifica os coeficientes de
transformada quantificados apresentados no fluxo de bits e
decodificados pela unidade de decodificagdo por entropia
70. O processo de quantificacdo inversa pode incluir a
utilizacdo de um pardmetro de quantificacdo QPY calculado
pelo decodificador de video 30 para cada bloco de video na
fatia de wvideo de modo a se determinar o grau de
quantificacdo e, da mesma maneira, o grau de quantificacéo
inversa que deve ser aplicado. A unidade de transformada
inversa 78 aplica uma transformada inversa, como, por
exemplo, uma DCT inversa, uma transformada de numero
inteiro inversa ou um processo de transformada inversa
conceptualmente semelhante, aos coeficientes de
transformada de modo a se produzirem blocos residuais no

dominio de pixel.
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[0163] Depois que a unidade de compensacdo de movimento
72 gera o bloco preditivo para o bloco de video atual com
base nos vetores de movimento e em outros elementos de
sintaxe, o decodificador de wvideo 30 forma um bloco de
video decodificado somando os blocos residuais da unidade
de transformada inversa 78 com o0os blocos preditivos
correspondentes gerados pela unidade de compensacdo de
movimento 72. O somador 80 representa o componente ou
componentes que executam esta operacdo de soma. Se
desejado, um filtro de desbloqueio pode ser também aplicado
para filtrar os blocos decodificados de modo a se removerem
os artefatos de blogqueio. Outros filtros de malha (ou na
malha de codificacdo ou depois da malha de codificacédo)
podem ser também utilizados para suavizar as transicdes
entre pixels ou sendo aperfeicoar a qualidade de video. Os
blocos de video decodificados em um dado gquadro ou imagem
sdo em seguida armazenados na meméria de imagens de
referéncia 82, que armazena imagens de referéncia
utilizadas para compensacdo de movimento subsequente. A
membéria de imagens de referéncia 82 armazena também video
decodificado para apresentacdo posterior em um aparelho de
exibigdo, tal como o aparelho de exibicgdo 32 da Figura 3.

[0164] Deve-se reconhecer que, dependendo do exemplo,
determinados atos ou eventos de qualquer uma das técnicas
aqui descritas podem ser executados em uma sequéncia
diferente, podem ser adicionados, fundidos ou deixados de
fora completamente (nem todos os atos ou eventos descritos
sdo necessarios para a pratica das técnicas, por exemplo).
Além do mais, em determinados exemplos, atos ou eventos
podem ser executados concomitantemente, como, por exemplo,
através de processamento de varios fluxos, processamento
com interrupgdes ou varios processadores, e né&o

sequencialmente.
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[0165] Em um ou mais exemplos, As funcdes descritas
podem ser implementadas em hardware, software, firmware ou
qualquer combinacdo deles. Se implementadas em software, as
fun¢gdes podem ser armazenadas ou transmitidas através de
uma ou mails instrucdes ou cdédigo em um meio passivel de
leitura por computador e executadas por uma unidade de
processamento baseada em hardware. Os meios passivels de
leitura por computador podem incluir meios de armazenamento
passiveis de leitura de computador gque correspondem a um
meio tangivel, tal como um meio de armazenamento de dados
ou meio de comunicac¢do que inclui um meio que facilita a
transferéncia de um programa de computador de um lugar para
outro, de acordo com um protocolo de comunicacdo. Desta
maneira, os meios passiveis de leitura por computador podem
corresponder a (1) meios de armazenamento passiveis de
leitura por computador tangiveis que s&do ndo transitédrios
ou (2) um meio de comunicacdo tal como um sinal ou onda
portadora. Os meios de armazenamento de dados podem ser
quaisquer meios disponiveis que possam ser acessados por um
ou mails computadores ou um ou mals processadores para
recuperar instrucdes, cdédigo e/ou estrutura de dados para
implementacdo das técnicas descritas nesta revelacdo. Um
produto de programa de computador pode incluir um meio
passivel de leitura por computador.

[01l606] A titulo de exemplo, e ndo de limitacéo, tal
meio de armazenamento passivel de leitura por computador
pode compreender RAM, ROM, EEPROM, CD-ROM ou outro
armazenamento em disco o¢éptico, armazenamento em disco
magnético ou outros aparelhos de armazenamento magnético,
meméria flash ou qualquer outro meio Qque possa ser
utilizado para armazenar cdédigo de programa desejado sob a
forma de instrucgdes ou estruturas de dados e que possa ser

acessado por um computador. Além disto, qualquer conexdo é
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denominada apropriadamente de meio passivel de leitura por
computador. Por exenmplo, se as instrucdes forem
transmitidas de um site da Web, servidor ou outra fonte
remota utilizando-se um cabo coaxial, cabo de fibra oéptica,
par trancado, linha de assinante digital (DSL) ou
tecnologias sem fio tais como infravermelho, réadio e
microonda, entdo o cabo coaxial, o cabo de fibra oéptica, o
par trancado, a DSL ou tecnologias sem fio tais como
infravermelho, réddio e microonda sdo incluidos na definicédo
de meio. Deve ficar entendido, contudo, que os meios de
armazenamento passiveis de leitura por computador e os
meios de armazenamento de dados ndo incluem conexdes, ondas
portadoras, sinais ou outros meios transitérios, mas sdo em
vez disso direcionados a meios de armazenamento tangiveis
ndo transitdérios. O termo disco (disk) e disco (disc),
conforme aqui utilizado, inclui disco compacto (CD), disco
de laser, disco 6ptico, disco versatil digital (DVD), disco
flexivel e disco Blu-ray, em que usualmente discos (disks)
reproduzem dados magneticamente, enquanto discos (discs)
reproduzem dados opticamente com lasers. Combinagdes deles
devem ser também incluidas dentro do alcance dos meios
passiveis de leitura por computador.

[0167] As instrucgdes podem ser executadas por um ou mais
processadores, tais como um ou mais processadores de sinais
digitais (DSP), micro-processadores de propbdésito geral,
circuitos 1integrados especificos de aplicativo (ASICs),
arranjos légicos programaveis no campo (FPGAs) ou outros
circuitos légicos integrados ou discretos equivalentes. Por
conseguinte, e} termo “processador”, conforme aqui
utilizado, pode referir-se a qualgquer uma das estruturas
precedentes ou dqualquer outra estrutura adequada para
implementacdo das técnicas aqui descritas. Além disto, sob

alguns aspectos, a funcionalidade aqui descrita pode ser
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apresentada dentro de hardware dedicado e/ou em médulos de
software configurados para codificacdo e decodificacdo ou
incorporada a um CODEC combinado. Além disto, as técnicas
podem ser completamente implementadas em um ou mais
circuitos ou elemento légicos.

[0168] As técnicas desta revelacéo podem ser
implementadas em uma ampla variedade de aparelhos ou
equipamentos, que incluem um aparelho telefdnico sem fio,
um circuito integrado (IC) ou um conjunto de ICs (isto &,
um conjunto de chips). Diversos componentes, mdédulos ou
unidades sdo descritos nesta revelacdo para enfatizar
aspectos funcionais de aparelhos configurados para executar
as técnicas reveladas, mas ndo exigem necessariamente a
execucdo por unidades de hardware diferente. Em vez disso,
conforme descrito acima, diversas unidades podem ser
combinadas em uma unidade de hardware de CODEC ou providas
por uma colecdo de unidades de hardware inter-operantes,
qgque incluem um ou mais processadores, conforme descrito
acima em conjunto com software e/ou firmware adequado.
[0169] Foram descritos diversos exemplos. Estes e outros
exemplos estdo dentro do alcance das reivindicagdes

seguintes.
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REIVINDICACOES

1. Método para apresentar dados de video,

caracterizado pelo fato de que compreende:

com base em uma determinacdo de gque uma camada
temporal, incluindo uma primeira imagem e uma segunda
imagem, possui uma taxa de imagem constante, decodificar
informagcdes de temporizacdo para os dados de video, as
informag¢des de temporizacdo incluindo um valor inteiro para
os dados de video;

determinar um valor de diferenca entre um tempo
de apresentacdo da primeira imagem e um tempo de
apresentacdo da segunda imagem, tal que o valor de
diferenca seja igual ao valor inteiro multiplicado por um
valor de pulso de reldgio, em que a primeira imagem e a
segunda imagem sdo consecutivas na ordem de saida; e

apresentar a primeira imagem em um primeiro tempo
e apresentar a segunda imagem em um segundo tempo, tal que
a diferenca entre o segundo tempo e o primeiro tempo é o
valor de diferenca determinado.

2. Método, de acordo com a reivindicacdo 1,

caracterizado pelo fato de qgque compreende adicionalmente

exibir, por um dispositivo de exibicgdo, os dados de wvideo
apresentados.
3. Método, de acordo com a reivindicacédo 1,

caracterizado pelo fato de que compreende adicionalmente

determinar que a camada temporal incluindo a primeira
imagem e a segunda imagem tem a taxa de imagens constante,
em que as informacgdes de temporizacdo incluem dados
definindo o valor inteiro, em que decodificar as

informagcdes de temporizacdo para os dados de video inclui
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determinar o valor inteiro, e em que determinar o valor
inteiro compreende, com base na determinagcdo de que a
camada temporal tem a taxa de imagem constante, decodificar
os dados definindo o valor inteiro.

4, Método, de acordo com a reivindicacado 3,

caracterizado pelo fato de que determinar que a camada

temporal tem a taxa de imagens constante compreende
determinar que um fixed pic_rate_flag tem um valor
indicando que a camada temporal tem a taxa de imagens
constante.

5. Método, de acordo com a reivindicacdo 3,

caracterizado pelo fato de que compreende adicionalmente:

determinar, para cada camada temporal tendo uma
taxa de 1imagens constante respectiva, um valor inteiro
sinalizado respectivo; e

apresentar imagens de cada camada temporal tendo
uma taxa de imagem constante respectiva de acordo com o0s
respectivos valores inteiros multiplicados pelo valor de
pulso de reldgio.

6. Método, de acordo com a reivindicagdo 1,

caracterizado pelo fato de que decodificar as informacdes

de temporizacdo para os dados de video inclui determinar o
valor de pulso de reldgio, em que determinar o valor de
pulso de reldgio inclui determinar o valor de pulso de
relégio, tal que o valor de pulso de reldgio é baseado,
pelo menos em parte, em um valor de escala de tempo, em que
o valor de escala de tempo é baseado em uma frequéncia de

reldgio.
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7. Método, de acordo com a reivindicacado 1,

caracterizado pelo fato de que a camada temporal inclui uma

camada temporal mais elevada, compreendendo adicionalmente:

determinar um segundo valor de diferenca entre o
tempo de apresentagdo de uma terceira imagem e um tempo de
apresentacdo de uma quarta imagem em uma camada temporal
mais baixa tendo um valor de identificacdo de camada
temporal que ¢é inferior a um valor de identificacéo
temporal que é associado a camada temporal mais elevada, um
segundo valor inteiro associado com a camada temporal mais
baixa e o valor de pulso de reldgio; e

apresentar imagens da camada temporal mais baixa
com base no segundo valor de diferenca.

8. Método, de acordo com a reivindicacado 1,

caracterizado pelo fato de que o tempo de apresentacgdo para

a primeira imagem compreende um primeiro valor de contagem

de ordem de imagens, POC, e em que o tempo de apresentacao

para a segunda imagem compreende um segundo valor de POC.
9. Aparelho para apresentar dados de video,

caracterizado pelo fato de que compreende:

meios para decodificar informacgdes de
temporizacdo para os dados de video em que as informacdes
de temporizacgao sao determinadas com Dbase em uma
determinacdo que uma camada temporal, incluindo uma
primeira imagem e uma segunda imagem, possuili uma taxa de
imagem constante, as informacgdes de temporizacgdo incluindo
um valor inteiro para os dados de video;

meios para determinar um valor de diferenca entre
um tempo de apresentagdo da primeira imagem e um tempo de

apresentacdo da segunda imagem, tal que o valor de
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diferenca é igual a um valor inteiro multiplicado por um
valor de pulso de reldgio, em que a primeira imagem e a
segunda imagem sao consecutivas na ordem de saida; e

meios para apresentar a primeira imagem em um
primeiro tempo e apresentar a segunda imagem em um segundo
tempo, tal que a diferenga entre o segundo tempo e o
primeiro tempo é o valor de diferenca determinado.

10. Aparelho, de acordo com a reivindicagdo 9,

caracterizado pelo fato de que compreende adicionalmente

meios para determinar que a camada temporal incluindo a
primeira imagem e a segunda imagem tem a taxa de imagens
constante, em que as informacgdes de temporizacdo incluem
dados definindo o wvalor inteiro, em dgque o0s meios para
decodificar as informacgdes de temporizacdo para os dados de
video incluem meios para determinar o valor inteiro, e em
que o0s meios para determinar o valor inteiro compreendem
meios para decodificar, com base na determinacgcdo de que a
camada temporal tem a taxa de imagens constante, os dados
definindo o valor inteiro.

11. Aparelho, de acordo com a reivindicacado 10,

caracterizado pelo fato de que os meios para determinar que

a camada temporal tem a taxa de 1magens constante
compreendem meios para determinar que um
fixed _pic_rate_flag tem um valor indicando que a camada
temporal tem a taxa de imagens constante.

12. Aparelho, de acordo com a reivindicacado 10,

caracterizado pelo fato de que compreende adicionalmente:

meios para determinar, para cada camada temporal
que tendo uma taxa de imagens constante respectiva, um

valor inteiro sinalizado respectivo; e
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meios para apresentar imagens de cada camada
temporal tendo taxas de imagens constantes respectivas de
acordo com valores inteiro respectivos multiplicados pelo
valor de pulso de reldgio.

13. Aparelho, de acordo com a reivindicagao 9,

caracterizado pelo fato de que a camada temporal inclui uma

camada temporal mais elevada, compreendendo adicionalmente:

meios para determinar um segundo valor de
diferenca entre um tempo de apresentacdo de uma terceira
imagem e um tempo de apresentacdo de uma quarta imagem em
uma camada temporal mais baixa tendo um valor de
identificacdo de camada temporal que é inferior a um valor
de identificacdo temporal que € associado a camada temporal
mais elevada, um segundo valor inteiro associado com a
camada temporal mais baixa e o valor de pulso de reldgio; e

meios para apresentar imagens da camada temporal
mais baixa com base no segundo valor de diferenca.

14. Aparelho, de acordo com a reivindicacgao 9,

caracterizado pelo fato de que o tempo de apresentacgao para

a primeira imagem compreende um primeiro valor de contagem
de ordem de imagens, POC, e em que o tempo de apresentacao
para a segunda imagem compreende um segundo valor de POC.

15. Memdéria caracterizada pelo fato de que

compreende instrug¢des armazenadas na mesma, as instrucgdes
sendo executadas por um computador para realizar o método

conforme definido em qualquer uma das reivindicacgdes 1 a 8.
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FIG. 6
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4 704
INDICADOR INDICA QUE
DELTA E UM VALOR DE NAO

NUMERO INTEIRO DE ///

PULSO DE RELOGIO?

SIM

//706

GERAR VALOR DE NUMERO
INTEIRO N

708

TRANSMITIR INDICADOR E
INDICADOR DE NUMERO
INTEIRO N

ENCERRAR

FIG. 7
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