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INTELLIGENT TIERS OF BACKUP DATA
BACKGROUND
[0001] As computing devices become more prevalent and widely used among the
general population, the amount of data generated and utilized by such devices has rapidly
incrcased. For example, recent advancements in computing and data storage technology
have enabled even the most limited form-factor devices to store and process large amounts
of information for a variety of data-hungry applications such as document editing, media
processing, and the like. Further, recent advancements in communication technology can
enable computing devices to communicate data at a high rate of speed. These
advancements have led to, among other technologies, the implementation of distributed
computing services that can, for example, be conducted using computing devices at
multiple locations on a network. In addition, such advanccments have cnabled the
implementation of services such as network-based backup, which allow a user of a
computing device to maintain one or more backup copies of data associated with the
computing device at a remote location on a network.
[0002] Existing system and/or data backup solutions enable a user to store backup
information in a location and/or media separate from its original source. Thus, for
example, data from a computing device can be backed up from a hard drive to external
media such as a tape drive, an external hard drive, or the like. However, in an
implementation of network-based backup and/or other solutions that can be utilized to
provide physically remote locations for storing backup data, costs and complexity
associated with transmission and restoration of user data between a user machine and a
remote storage location can substantially limit the usefulness of a backup system. For
example, in the case where backup data is stored at a remote network location, data
associated with respective versions of an original copy of a file and/or system image can
be transmitted to remote storage, where the respective versions can later be retrieved for
restoration. However, a sizeable amount of data is generally transmitted over the network
in such an example, thereby consuming expensive bandwidth. In view of the foregoing, it
would be desirable to implement network-based backup techniques with improved
cfficiency.
SUMMARY
[0003] The following presents a simplified summary of the innovation in order to

provide a basic understanding of some aspects described herein. This summary is not an
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extensive overview of the claimed subject matter. It is intended to neither identify key or
critical elements of the claimed subject matter nor delineate the scope of the subject
innovation. Its sole purpose is to present some concepts of the claimed subject matter in a
simplified form as a prelude to the more detailed description that is presented later.

[0004] The subject innovation relates to systems and/or methodologies that facilitate
intelligent distribution of backup information across storage locations in network-based
backup architectures. A virtual layering of backup information across storage locations in
the backup architecture can be implemented. Statistical models are utilized to dynamically
re-allocate backup information among storage locations and/or layers to ensure availability
of data, minimum latency upon restore, and minimum bandwidth utilization upon restore.
Backup information can be monitored to discover access trends over time. In addition,
storage locations can be monitored to identify health, storage capacity, bandwidth, and so
on. Information gathered through monitoring can be applied to heuristics related to access
patterns and/or machine learning mechanisms to factor data lifespan into distribution
decisions. In another example, machine learning techniques can be applied to proactively
detect failures or other changes in storage locations such that backup information can be
reallocated accordingly prior to a failure or other incident.

[0005] In accordance with one aspect, a hybrid backup architecturc can be cmployed
wherein backup data can be retained on a global location within a network or internetwork
(e.g., a “cloud”) as well as one or more peers. Accordingly, some or all backup data can
be obtained from either the cloud or a nearby peer, thus reducing latency and bandwidth
consumption associatcd with restorc opcrations. In one cxample, sclection of locations to
be utilized for storing and/or retrieving backup information) can be selected in an
intelligent and automated manner based on factors such as, but not limited to, availability
of locations, network topology, location resources, or so on.

[0006] The following description and the annexcd drawings sct forth in dctail certain
illustrative aspects of the claimed subject matter. These aspects are indicative, however,
of but a few of the various ways in which the principles of the innovation may be
employed and the claimed subject matter is intended to include all such aspects and their
equivalents. Other advantages and novcl features of the claimed subjcct matter will
become apparent from the following detailed description of the innovation when

considered in conjunction with the drawings.
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[0005A] In one aspect there is provided a system that facilitates intelligent allocation of
backup data among a set of storage locations in a hybrid backup environment, comprising:
a processor coupled to a memory that retains computer-executable instructions, the
processor executes: a monitor component that identifies properties of backup data stored
by one or more cloud storage locations and one or more peer-to-peer storage locations, and
properties of the one or more cloud storage locations and the one or more peer-to-peer
storage locations; and a tier component that implements virtual layers of backup data
across the one or more cloud storage locations and the one or more peer-to-peer storage
locations, the one or more cloud storage locations being remote from the one or more
peer-to-peer storage locations, in accordance with the properties of the backup data and
the properties of the one or more cloud storage locations and the one or more peer-to-peer
storage locations, the tier component distributes backup data among the one or more cloud
storage locations and the one or more peer-to-peer storage locations to ensure availability
while reducing storage utilization and latency upon restore of the backup information,
wherein frequency of access to the backup data of the one or more cloud storage locations
and the one or more peer-to-peer storage locations is utilized to distribute the backup data
among the one or more cloud storage locations and the one or more peer-to-peer storage
locations, and wherein the tier component distributes backup data among each of the one
or more cloud storage locations and the one or more peer-to-peer storage locations by
dividing a file into a plurality of segments and distributing a first portion of the plurality of
segments to the one or more cloud storage locations and a second portion of the plurality
of segments to the one or more peer-to-peer storage locations, remote from the one or
more cloud storage locations.

[0005B] In another aspect there is provided a method for intelligently tiering backup
information in a distributed hybrid backup environment, comprising: employing a
processor executing computer-executable instructions stored on computer-readable storage
medium to implement the following acts: creating virtual layers of backup information
across one or more peer-to-peer storage locations and one or more cloud storage locations
of the hybrid backup environment, the one or more peer-to-peer storage locations being
remote from the one or more cloud storage locations; monitoring backup information to
ascertain properties of the backup information, the properties including each of access
frequency, availability, and time since creation of the backup information; and
dynamically reallocating backup information across each of the one or more cloud storage

locations and the one or more peer-to-peer storage locations, based upon the properties of

2A
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the backup information, to ensure availability of the backup information while minimizing
storage costs and latency upon restoration of the backup information, wherein the
reallocation includes moving backup information accessed less than a predetermined
number of times within a specific time period from the one or more peer-to-peer storage
locations to the one or more cloud storage locations during off-peak times and wherein the
backup information is reallocated among each of the one or more cloud storage locations
and the one or more peer-to-peer storage locations by dividing a file into a plurality of
segments and distributing a first portion of the plurality of segments to the one or more
cloud storage locations and a second portion of the plurality of segments to the one or

more peer-to-peer storage locations remote from the cloud storage location.
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BRIEF DESCRIPTION OF THE DRAWINGS
[0007] Fig. 1 illustrates a block diagram of an example system that facilitates
employing intelligent re-distribution of data across storage locations in accordance with
various aspects.
[0008] Fig. 2 illustrates a block diagram of an example system that facilitates
generating backup information in accordance with various aspects.
[0009] Fig. 3 illustrates a block diagram of an example system that facilitates
observation and analysis of backup information and storage locations in accordance with
one or more aspects.
[0010] Fig. 4 illustrates a block diagram of an example system that facilitates
intelligent distribution of backup information to storage locations in accordance with
various aspects.
[0011] Fig. 5 illustrates a block diagram of an example network archiecture that can be
utilized in connection with various aspects described herein.
[0012] Fig. 6 illustrates a block diagram of an example system that facilitates
conducting a restore in a hybrid cloud-based and peer-to-peer backup architecture in
accordance with various aspects.
[0013] Fig. 7 illustrates an cxemplary methodology for rcallocating data among layers
of data implemented on one or more storage nodes in accordance with various aspects.
[0014] Fig. 8 illustrates an exemplary methodology for reallocating backup data based
upon usage information of the data in accordance with various aspects.
[0015] Fig. 9 illustrates an execmplary nctworking cnvironment, whercin the novel
aspects of the claimed subject matter can be employed.
[0016] Fig. 10 illustrates an exemplary operating environment that can be employed in
accordance with the claimed subject matter.

DETAILED DESCRIPTION

[0017] The claimed subject matter is described with reference to the drawings,
wherein like reference numerals are used to refer to like elements throughout. In the
following description, for purposes of explanation, numerous specific details are set forth
in order to providc a thorough undcrstanding of the subject innovation. It may be cvident,
however, that the claimed subject matter may be practiced without these specific details.
In other instances, well-known structures and devices are shown in block diagram form in

order to facilitate describing the subject innovation.
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[0018] As utilized herein, terms “component,” “system,” “data store,” “cloud,” “peer,”

99

“super peer,” “client,” and the like are intended to refer to a computer-related entity, either
hardware, software in execution on hardware, and/or firmware. For example, a
component can be a process running on a processor, an object, an executable, a program, a
function, a library, a subroutine, and/or a computer or a combination of software and
hardware. By way of illustration, both an application running on a server and the server
can be a component. One or more components can reside within a process and a
component can be localized on one computer and/or distributed between two or more
computers.

[0019] Various aspects will be presented in terms of systems that may include a
number of components, modules, and the like. It is to be understood and appreciated that
the various systems may include additional components, modules, etc. and/or may not
include all of the components, modules, etc. discussed in connection with the figures. A
combination of these approaches may also be used. The various aspects disclosed herein
can be performed on electrical devices including devices that utilize touch screen display
technologies and/or mouse-and-keyboard type interfaces. Examples of such devices
include computers (desktop and mobile), smart phones, personal digital assistants (PDAs),
and other clectronic devices both wired and wircless.

[0020] Furthermore, the claimed subject matter may be implemented as a method,
apparatus, or article of manufacture using standard programming and/or engineering
techniques to produce software, firmware, hardware, or any combination thereof to control
a computcr to implcment the disclosed subjcct mattcr. The term "article of manufacturc”
as used herein is intended to encompass a computer program accessible from any
computer-readable device, carrier, or media. For example, computer readable media can
include but are not limited to magnetic storage devices (e.g., hard disk, floppy disk,
magnctic strips...), optical disks (c.g., compact disk (CD), digital versatile disk (DVD)...),
smart cards, and flash memory devices (e.g., card, stick, key drive...). Additionally it
should be appreciated that a carrier wave can be employed to carry computer-readable
electronic data such as those used in transmitting and receiving electronic mail or in
acccssing a network such as the Internct or a local arca network (LAN). Of coursc, thosc
skilled in the art will recognize many modifications may be made to this configuration
without departing from the scope or spirit of the claimed subject matter.

[0021] Moreover, the word “exemplary” is used herein to mean serving as an example,

instancc, or illustration. Any aspcct or dcsign described herein as “excmplary” is not
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necessarily to be construed as preferred or advantageous over other aspects or designs.
Rather, use of the word exemplary is intended to disclose concepts in a concrete fashion.
As used in this application, the term “or” is intended to mean an inclusive “or” rather than
an exclusive “or”. That is, unless specified otherwise, or clear from context, “X employs
A or B” is intended to mean any of the natural inclusive permutations. That is, if X
employs A; X employs B; or X employs both A and B, then “X employs A or B” is
satisfied under any of the foregoing instances. In addition, the articles “a” and “an” as
used in this application and the appended claims should generally be construed to mean
“one or more” unless specified otherwise or clear from context to be directed to a singular
form.

10022] Now turning to the figures, Fig. 1 illustrates a system 100 that facilitates
employing intelligent re-distribution of data across storage locations in accordance with
various aspects In one example, system 100 can be utilized to backup files, system images
and/or other data on a client machine that implements and/or is otherwise associated with
system 100. In an aspect, the client machine can be a personal computer, a laptop
computer, a server, a portable digital assistant (PDA), a mobile device, a smart phone, a
cell phone, a portable gaming device, a media player or any other suitable computing
device that can storc, manipulate and/or transfcr data.

[0023] In accordance with one aspect, system 100 can be utilized in connection with a
network-based or online backup solution (e.g., a cloud backup system, as described in
further detail infra) that stores backup information from a client machine at one or more
rcmote storage locations on a network or internetwork to which the client machine is
associated. Conventional online backup solutions operate by maintaining a set of files
obtained from a backup client at various points in the time at a remote storage location.
Subsequently, restoration is conducted by retrieving one or more files from the storage
locations as requestcd. As data and system sizes grow, necessity for space savings and
bandwidth savings in transmission of backup data similarly grows.

[0024] While de-duplicating blocks of data and/or single instancing files enable more
efficient storage utilization, additional optimizations can be implemented. For example,
optimizations can bc implemented that reducc storage costs, rcduce bandwidth costs
associated with transmission data around a network of locations, and reduce latency
associated with restoration of data. Adaptive and/or proactive mechanisms can be
employed that facilitate construction and maintenance of virtual layers or tiers of data.

The tiers of data can be intelligently distributed as well as continually tuned to ensure



10

15

20

25

30

WO 2010/124023 PCT/US2010/031939

optimal placement. For instance, data and/or storage locations can be monitored to enable
dynamic re-allocation of data to ensure availability of the data while simultaneously
reducing storage costs, latency upon restore, and bandwidth to restore.

[0025] Accordingly, to provide increased availability as well as lower resource
utilization and costs of restoration, system 100 can intelligently tier data in a distributed
backup solution. More particularly, when a user, on a client machine, selects a portion of
data (e.g., a file, a system image, etc.) to be backed up, a monitor component 102 can
commence evaluation of the portion of data. In addition, the monitor component 102
continually evaluates and tracks properties of other backup data stored at the storage
locations 106. In one example, the monitor component 102 observes access frequency of
backup data and/or time since backup data was generated. In another example, the
monitor component 102 can track availability of backup data. For instance, the monitor
component 102 can observe the number of replicas of a portion of backup data dispersed
across storage locations 106.

[0026] In accordance with another aspect, the monitor component 102 can monitor
storage locations 106 to track properties. For instance, properties can include health of
respective storage locations, storage capacity (e.g., total and/or available capacity) of
storage locations, availability of storagc locations (e.g., downtime, uptime, ctc.),
bandwidth utilization of storage locations, or predicted latency times for transmission of
data between respective storage locations. Such information about the storage locations
can facilitate proactive re-allocation of backup data and/or adaptive distributions based
upon changcs to storagc locations.

[0027] In accordance with another aspect, a tier component 104 can be utilized to
implement virtual layers of backup data across storage locations 106. In one example, the
tier component 104 can employ heuristics, machine learning, and/or other suitable
artificial intelligencc techniques to layer backup data. In another cxample, the virtual
layers can be constructed relative to an origin location (e.g., a restoring client machine)
such that locality of backup data is prioritized. For instance, backup data that is frequently
accessed and newer (e.g., as determined by the monitor component 102, for example) can
be storcd a storage location that is closer to a restoring clicnt machinc on a network to
reduce latency associated with restoration. Backup data that is older and/or infrequently
accessed can be stored at storage locations that are more remote but offer cheaper or more
abundant storage capacity (e.g., cloud). In another aspect, it is to be appreciated that the

tier component 104 can emphasize availability of data that is most likely to be accessed or
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restored (e.g, backup data that is recently generated or frequency accessed). For example,
in addition to reducing latency times and bandwidth, the tier component 104 can store
copies of data likely to be restored at remote locations with abundant storage. Thus, the
backup data can remain available even when a storage location with optimal locality
becomes unavailable. It is to be appreciated that the tier component 104 can control the
number of copies stored at less optimal locations to balance storage costs with availability.
[0028] In another aspect, the tier component 104 can proactively re-allocate backup
data. For example, storage location monitoring by the monitor component 102 to detect
that a client machine is experiencing critical failures or imminent threats of critical
failures. In response, the tier component 104 can re-allocate data required to restore the
client machine to storage locations within the virtual layers to provide optimal locality and
reduce restore latency upon recovery of the client machine.

[0029] In another example, the tier component 104 can utilize information gathered by
the monitor component 102. The tier component 104 can designate backup data as hot
data or cold data. Hot data refers to backup data that is frequently accessed and/or
recently generated (e.g., data recently backed up). The tier component 104 can infer that
hot data is more likely to be restored and, accordingly, allocate such data to layers
corresponding to ncarest locality, minimal latency to restore and/or highest availability.
Cold data, in contrast, can refer to backup information that is infrequently accessed and/or
older. The tier component 104 can infer that cold data is least likely to be restored and
distribute such data to locations less optimal in terms of locality but offer cheap storage.
[0030] It is to bc appreciatcd that system 100 can include any suitable and/or
necessary interface components (not shown), which provides various adapters, connectors,
channels, communication paths, etc. to integrate the monitor component 102 and the tier
component 104, into virtually any application, operating and/or database system(s) and/or
with onc another. [n addition, the interface componcnts can provide various adapters,
connectors, channels, communication paths, etc., that provide for interaction with and
between the monitor component 102, the tier component 104, storage locations 106 and/or
any other component associated with system 100.

[0031] Tuming now to Fig. 2, a system 200 for gencrating backup information in
accordance with various aspects is illustrated. As Fig. 2 illustrates, system 200 can
include a backup component 202, which can generate and facilitate storage of backup
copies of files, system snapshots, and/or other information associated with a backup client

machine. In one example, backup component 202 can reside on and/or operate from a
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machine on which the client information to be backed up is located. Additionally or
alternatively, backup component 202 can reside on a disparate computing device (e.g., as a
remotely executed component). In one example, backup component 202 can be utilized to
back up a set of files and/or other information at a regular interval in time, upon the
triggering of one or more events (e.g., modification of a file), and/or based on any other
suitable activating criteria.

[0032] In accordance with one aspect, backup of a file can be conducted in an
incremental manner by backup component 202 in order to reduce the amount of bandwidth
and/or storage space required for implementing system 200. This can be accomplished by,
for example, first dividing a file to be backed up into respective file segments (e.g., blocks,
chunks, etc.) using a segmentation component 204. In one example, segmentation or
chunking of a file can be performed by segmentation component 212 in a manner that
facilitates de-duplication of respective file segments. For example, in a specific, non-
limiting example the segmentation component 204 can divide a first version of a file into a
set of uniform and/or non-uniform blocks. In another example, versions of the file can be
similarly segmented to identify unique blocks between versions. For instance, upon
detecting a modification to the file, segmentation component 204 can re-segment the file
in a manncr consistcnt with the segmentation of the first version such that any blocks in
the file that differ in state from the first version to a second version are readily identifiable.
Upon detection of unique blocks in an updated version of a file, segmentation component
204 can facilitate incremental storage of new and/or changed blocks corresponding to a
file as well as other information rclating to changes betwecn respective versions of the file.
[0033] Upon generation of blocks or segments corresponding to a file, various blocks
corresponding to respective files and/or file updates can be provided to a segment
distribution component 206. Segment distribution component 206 can, in turn, distribute
the blocks among one or more storage locations 106. Storage locations 106 can
correspond or be associated with, for example, peer machines in a local network, a cloud
storage service and/or another suitable Internet-based storage location, and/or any other
storage site. Techniques for distributing information among network storage locations are
described in further detail infra. By way of specific, non-limiting examplc, blocks can be
pre-configured to a uniform size (e.g., 4 kilobytes (kb)) It should be appreciated, however,
that any suitable block size be utilized.

[0034] Fig. 3 illustrates a system 300 that facilitates observation and analysis of

backup information and storage locations in accordance with one or morc aspects. As Fig.
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3 illustrates, system 300 can include a monitor component 302 that can observe backup
information and/or storage locations to acquire data that relates to properties,
characteristics, or trends associated with the storage locations. The acquired data can be
employed to facilitate intelligent distribution of backup data among the storage locations.
In addition, the data can facilitate adaptive re-allocations and proactive shifting of data in
response to changes in backup data or storage locations.

[0035] In accordance with one aspect, the monitor component 102 can include a data
evaluation component 302 that analyzes backup data retained by storage locations 106. In
one example, the data evaluation component 302 can monitor backup data (e.g., blocks of
data) to track accesses to individual blocks. Through access tracking, the data evaluation
component 302 can ascertain access frequency for a respective block of data. It is to be
appreciated that the access frequency can be over a variety of time periods. For instance,
access frequency can be characterized over an hour, a day, a week, a month and so on. In
addition, access frequency can be provided as a total frequency since generation of the
block of data. In another example, the data evaluation component 302 can maintain a time
of creation for a block of data. In another aspect, the data evaluation component 302 can
monitor availability of a block of backup data. For example, the data evaluation
component 302 can count numbecrs of replica copics of respective blocks of backup data
that are distributed among storage locations 106.

[0036] In accordance with another aspect, the monitor component 102 can include a
machine evaluation component 304 that analyzes storage locations 106. In one example,
thc machinc cvaluation componcnt 304 can ascertain propertics of the storage locations
106. In addition, properties of the storage locations 106 can be tracked to monitor changes
over time. The properties can include health of respective storage locations, storage
capacity (e.g., total and/or available capacity) of storage locations, availability of storage
locations (e.g., downtime, uptime, etc.), bandwidth utilization of storage locations, or
predicted latency times for transmission of data between respective storage locations.
Information gathered through monitoring the storage locations 106 can facilitate
predicting failures and proactively shifting backup data to optimal locality to a failing
machine to cffcctuate cfficicnt recovery with low latency. In addition, the information can
facilitate optimal placement of backup data that maximize availability while reducing
latency, storage costs, and bandwidth costs.

[0037] Turning now to Fig. 4, illustrated is a system 400 that facilitates intelligent

distribution of backup information to storagc locations in accordance with various aspects.
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In accordance with one aspect, a hybrid peer-to-peer (P2P) and cloud based architecture
can be utilized by system 400. For instance, tier component 104 can disseminate or re-
allocate backup information across storage locations 106. The storage locations 106 can
include one or more trusted peers such as peer(s) 402 and/or super peer(s) 404, as well as
one more cloud storage locations 406. As further illustrated in system 400, peer(s) 402,
super-peer(s) 404, and/or cloud storage 406 can be further operable to communicate
blocks of backup data, and/or other backup information between each other. In addition, it
can be appreciated that tier component 104, any other components of system 400, and/or
monitor component 102 described with reference to previous figures could additionally be
associated with one or more peers 402, super-peers 404, or entities associated with cloud
storage 406. Further detail regarding techniques by which peer(s) 402, super-peer(s) 404,
and cloud storage 406 can be utilized, as well as further detail regarding the function of
such entities within a hybrid architecture, is provided infra.

[0038] In an aspect, the tier component 104 creates virtual layers or tiers of backup
data across the storage locations 106. Backup data is distributed among the layers to such
that availability and optimal locality is maintained while reducing storage costs,
bandwidth costs, and latency time upon restoration. The tier component 104 can generate
virtual laycrs through distribution of blocks (c.g., backup data) to onc or morc of pcers
402, super peers 404, or cloud storage 406. The tier component 104 can employ monitor
results from the monitor component 102 described supra to facilitate creation and
maintenance of the virtual layers.

[0039] In accordance with another aspcct, the ticr component 404 can includc a
distribution component 408 that allocates portions of backup data (e.g., blocks, chunks,
etc.) to storage locations 106 in accordance with monitor results. In one example, the
distribution component 408 can utilize access frequencies and ages of blocks of backup
data to designatc blocks as hot or cold. Hot data refcrs to blocks of backup data that arc
frequently accessed and/or recently created (e.g., recently backed up) while cold data
refers to data that is infrequently accessed and/or created a long time ago. The distribution
component 408 can allocate hot data to storage locations that provide optimal locality to a
possiblc restoring machinc such as pecrs 402 and/or super pecrs 404. Cold data can be
placed to storage locations with less optimal locality but cheaper, abundant storage such as
super peer 404 and cloud storage 406.

[0040] In another example, the distribution component 408 can make distribution

decisions bascd upon availability of backup data as provided in thc monitor results. Hot
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data, for instance, can be spread among peers 402 and unique de-duplicated blocks of
backup data (e.g., blocks with few duplicates) can have additional replicants generated and
stored in locations with high reliability (e.g., super peer 404 or cloud 406) to increase
availability. Cold data can be incrementally shifted to reliable storage locations such as
cloud storage 406 during off-peak times or spaced out times. Accordingly, availability of
cold data can be lowered among peers 402 or super peers 404 to reduce storage costs. In
addition, cold data can be subjected to compression techniques to further reduce storage
footprint.

[0041] The distribution component 408 can re-allocate data based upon information
gathered from monitoring storage locations 106. For example, failures of storage
locations can be predicted and backup data can be re-allocated accordingly. For instance,
backup data needed to recover a failed machine can be re-allocated to location within
optimal locality to the failed machine such that restoration latency will be minimized. In
another example, the distribution component 408 can reallocate or redistribute backup data
from storage locations showing indications of critical failures.

[0042] In accordance with another aspect, tier component 104 can include and/or
otherwise be associated with a indexing component 412, which can maintain an index that
lists rclationships between blocks of backup data and storage locations to which the blocks
have been distributed. In one example, the indexing component 410 can add, delete,
and/or modify entries in the index when the tier component 104 renders distribution and/or
replication decisions regarding backup data blocks. In another example, the index can be
distributed along with backup data represented therein to one morc pecrs 402, super pecrs
404, or cloud storage 406. It is to be noted without limitation or loss of generality that an
entire index can be replicated and stored at one or more locations, or that an index can be
divided and distributed, in chunks, among multiple locations.

[0043] As systecm 400 further illustrates, a machinc learning and reasoning (MLR)
component 412 can be employed to facilitate intelligent, automated selection of storage
locations for respective information. In one example, MLR component 412 can utilize any
suitable artificial intelligence (AI), machine learning, and/or other algorithm(s) generally
known in thc art. As uscd in this description, the term “intclligence” refers to the ability to
reason or draw conclusions about, e.g., infer, the current or future state of a system based
on existing information about the system. Artificial intelligence can be employed to
identify a specific context or action, or generate a probability distribution of specific states

of a system without human intervention. Artificial intelligence relies on applying
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advanced mathematical algorithms (e.g., decision trees, neural networks, regression
analysis, cluster analysis, genetic algorithm, and reinforced learning) to a set of available
data (information) on the system. For example, one or more of numerous methodologies
can be employed for learning from data and then drawing inferences from the models so
constructed, e.g., hidden Markov models (HMMs) and related prototypical dependency
models, more general probabilistic graphical models, such as Bayesian networks, e.g.,
created by structure search using a Bayesian model score or approximation, linear
classifiers, such as support vector machines (SVMs), non-linear classifiers, such as
methods referred to as “neural network™ methodologies, fuzzy logic methodologies, and
other approaches (that perform data fusion, etc.) in accordance with implementing various
automated aspects described herein.

[0044] Referring next to Fig. 5, a diagram 500 is provided that illustrates an example
network implementation that can be utilized in connection with various aspects described
herein. As diagram 500 illustrates, a network implementation can utilize a hybrid peer-to-
peer and cloud-based structure, wherein a cloud service provider 510 interacts with one or
more super peers 520 and one or more peers 530-540.

[0045] In accordance with one aspect, cloud service provider 510 can be utilized to
remotely implcment onc or morc computing services from a given location on a
network/internetwork associated with super peer(s) 520 and/or peer(s) 530-540 (e.g., the
Internet). Cloud service provider 510 can originate from one location, or alternatively
cloud service provider 510 can be implemented as a distributed Internet-based service
provider. In onc cxamplc, cloud scrvice provider 510 can be utilized to provide backup
functionality to one or more peers 520-540 associated with cloud service provider 510.
Accordingly, cloud service provider 510 can implement a backup service 512 and/or
provide associated data store 514.

[0046] In onc cxample, data storage 514 can intcract with a backup client 522 at supcr
peer 520 and/or backup clients 532 or 542 at respective peers 530 or 540 to serve as a
central storage location for data residing at the respective peer entities 520-540. In this
manner, cloud service provider 510, through data storage 514, can effectively serve as an
onlinc “safe-dcposit box™ for data located at peers 520-540. It can be appreciated that
backup can be conducted for any suitable type(s) of information, such as files (e.g.,
documents, photos, audio, video, etc.), system information, or the like. Additionally or
alternatively, distributed network storage can be implemented, such that super peer 520

and/or peers 530-540 are also configured to include respective data storage 524, 534,
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and/or 544 for backup data associated with one or more machines on the associated local
network. In another example, techniques such as de-duplication, incremental storage,
and/or other suitable techniques can be utilized to reduce the amount of storage space
required by data storage 514, 524, 534, and/or 544 at one or more corresponding entities in
the network represented by diagram 500 for implementing a cloud-based backup service.
[0047] In accordance with another aspect, cloud service provider 510 can interact with
one or more peer machines 520, 530, and/or 540. As illustrated in diagram 500, one or
more peers 520 can be designated as a super peer and can serve as a liaison between cloud
service provider 510 and one or more other peers 530-540 in an associated local network.
While not illustrated in Fig. 5, it should be appreciated that any suitable peer 530 and/or
540, as well as designated super peer(s) 520, can directly interact with cloud service
provider 510 as deemed appropriate. Thus, it can be appreciated that cloud service
provider 510, super peer(s) 520, and/or peers 530 or 540 can communicate with each other
at any suitable time to synchronize files or other information between the respective
entities illustrated by diagram 500.

[0048] In one example, super peer 520 can be a central entity on a network associated
with peers 520-540, such as a content distribution network (CDN), an enterprise server, a
home server, and/or any othcr suitable computing device(s) determined to have the
capability for acting as a super peer in the manners described herein. In addition to
standard peer functionality, super peer(s) 520 can be responsible for collecting,
distributing, and/or indexing data among peers 520-540 in the local network. For
cxample, super pecr 520 can maintain a storage index 526, which can include the identities
of respective files and/or file segments corresponding to peers 520-540 as well as
pointer(s) to respective location(s) in the network and/or in cloud data storage 514 where
the files or segments thereof can be found. Additionally or alternatively, super peer 520
can act as a gateway betwecn other peers 530-540 and a cloud service provider 510 by, for
example, uploading respective data to the cloud service provider 510 at designated off-
peak periods via a cloud upload component 528.

[0049] It is to be appreciated that the data stores illustrated in system 500 (e.g., data
stores 514, 524, 534, and 544) can be, for examplc, cithcr volatile mecmory or nonvolatile
memory, or can include both volatile and nonvolatile memory. By way of illustration, and
not limitation, nonvolatile memory can include read only memory (ROM), programmable
ROM (PROM)), electrically programmable ROM (EPROM), electrically erasable
programmable ROM (EEPROM), or flash memory. Volatile memory can include random
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access memory (RAM), which acts as external cache memory. By way of illustration and
not limitation, RAM is available in many forms such as static RAM (SRAM), dynamic
RAM (DRAM), synchronous DRAM (SDRAM), double data rate SDRAM (DDR
SDRAM), enhanced SDRAM (ESDRAM), Synchlink DRAM (SLDRAM), Rambus direct
RAM (RDRAM), direct Rambus dynamic RAM (DRDRAM), and Rambus dynamic RAM
(RDRAM). The data store of the subject systems and methods is intended to comprise,
without being limited to, these and any other suitable types of memory. In addition, it is to
be appreciated that the data stores can be a server, a database, a hard drive, a pen drive, an
external hard drive, a portable hard drive, and the like.

[0050] Referring now to Fig, 6, illustrated is a system 600 that facilitates conducting a
restore in a hybrid cloud-based and peer-to-peer backup architecture in accordance with
various aspects. As system 600 illustrates, a hybrid P2P/cloud backup architecture can be
utilized, wherein backup information corresponding to one or more computing devices is
distributed among one or more peers machines 610 or 620 and/or one or more super-peer
machines 630, as well as one or more cloud storage locations 640.

[0051] In one example, peer machines 620 can include respective data stores 622,
which can be utilized to receive and maintain backup information corresponding to one or
more files or delta updates to rcspcctive files. Files and/or updatces (c.g., backup versions)
stored in data stores 622 can be associated with, for example, a restoring peer 610 (e.g., as
created by a versioning component 102 and distributed by a distribution component 104).
In addition, the restoring peer 610 can additionally or alternatively include a data store 616
for locally storing backup information corresponding to files and/or versions of files
residing locally at restoring peer 610.

[0052] In another example, one or more super peers 630 in system 600 can
additionally include a data store 632 as well as a catalogue 634, which can provide a
master listing of file versions stored within system 600 and their respective locations (e.g.,
as created by an cataloguing component 312). Although catalogue 634 is illustrated as
located at super peer 630 in system 600, it should be appreciated that some or all of
catalogue 634 could additionally or alternatively be located at one or more peers 610
and/or 640 as wecll as at cloud storage 640.

[0053] In accordance with one aspect, the restoring peer 610 can include a restore
component 614 that can issue a restore request. The restore request can be a request to
roll-back a version of file retained by the restoring peer 610 with a previous version

distributed in system 600. In another example, the restore request can be a command to
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recover a version (e.g., a most recent version, an original version and/or any version
therebetween). A catalogue lookup component 612 can obtain metadata from catalogue
634 and/or any other suitable source that points to the respective locations of file versions
to be restored.

[0054] Based on the locations obtained by catalogue lookup component 612, the
restore component 614 can pull file versions from their corresponding locations within
data store(s) 622, 632, 642, and/or any other suitable storage location within system 600.
File versions can be complete entireties of files and/or incremental delta chunks that
reflect changes between a version and an immediately previous version. Accordingly, in
one example, a restore can be conducted by pulling incremental delta chunks necessary to
recreate a desired version. In another example, a complete rendition of the desired version
can be located and obtained.

[0055] In accordance with another example, the hybrid P2P/cloud backup architecture
of system 600 can be exploited to minimize latency and/or bandwidth required to restore
one or more file versions at a restoring peer 610. For example, restore component 614 can
analyze system 600 to facilitate pulling of respective file versions from the path of least
resistance through system 600. Thus, for example, in the event that a given file version
residcs at data store 622 or 632 at a pecr 620 or super pecr 630 as well as in cloud storage
640, preference can be given to pulling the block from the nearest network nodes first. As
aresult, a peer 620 and/or super peer 630 can be prioritized over cloud storage 640 to
minimize the latency and bandwidth usage associated with communicating with cloud
storage 640. In addition, rcstorc component 614 can analyzc availability of respective
nodes in system 600, relative network loading and/or other factors to facilitate intelligent
selection of nodes from which to obtain file versions. Accordingly, the restoring peer 610
can be configured to first attempt to obtain file versions from a peer machine 620 or a
super pecr 630, falling back on cloud storagc 640 only if no pcers 620 and/or 630 with
required file versions are available. In an alternative example, super peer 630 and/or
another entity from which the restoring peer 610 accesses catalogue 634 can utilize similar
network analysis in order to select an optimal location from among a plurality of locations
that rctains a filc version as indicated by the catalogue 634. Once sclected, such
location(s) can be subsequently provided to a restoring peer 610.

[0056] Figs. 7-8 illustrate methodologies and/or flow diagrams in accordance with the
claimed subject matter. For simplicity of explanation, the methodologies are depicted and

described as a series of acts. It is to be understood and appreciated that the subject
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innovation is not limited by the acts illustrated and/or by the order of acts. For example
acts can occur in various orders and/or concurrently, and with other acts not presented and
described herein. Furthermore, not all illustrated acts may be required to implement the
methodologies in accordance with the claimed subject matter. In addition, those skilled in
the art will understand and appreciate that the methodologies could alternatively be
represented as a series of interrelated states via a state diagram or events. Additionally, it
should be further appreciated that the methodologies disclosed hereinafter and throughout
this specification are capable of being stored on an article of manufacture to facilitate
transporting and transferring such methodologies to computers. The term article of
manufacture, as used herein, is intended to encompass a computer program accessible
from any computer-readable device, carrier, or media.

[0057] Referring to Fig. 7, a method 700 for reallocating data among layers of data
implemented on one or more storage nodes is illustrated. At reference numeral 702,
virtual layers of backup data can be created across storage nodes. The backup data can be
files, system images, or other information managed by backup system. In one example, the
backup system can be a hybrid peer-to-peer/cloud backup system. In another example, the
virtual layers can be constructed relative to an origin location (e.g., a restoring client
machine) such that locality of backup data is prioritizcd/ At reference numeral 704,
storage locations are analyzed. In an example, the storage locations can be monitored to
discover properties. Properties can include health of respective storage locations, storage
capacity (e.g., total and/or available capacity) of storage locations, availability of storage
locations (c.g., downtime, uptime, etc.), bandwidth utilization of storage locations, or
predicted latency times for transmission of data between respective storage locations. At
reference numeral 706, properties of backup data are evaluated. The properties can
include access frequency, age, or availability (e.g., number of replicas). At reference
numeral 708, backup data can be reallocated among the storage locations. In one example,
the reallocation can be based at least in part on the properties of the storage locations
and/or backup data. For example, backup data can be shifted to optimal locality in
response detection of critical failures at a storage location or other client machine, wherein
such shifted data can bc utilized to recovery the failing machinc.

[0058] Turning now to Fig. 8, a method 800 for reallocating backup data based upon
usage information of the data is illustrated. At reference numeral 802, backup data is
designated as hot data or cold data. Hot data refers to backup data that is frequently

accessed and/or recently generated (e.g., data recently backed up). It can be inferred that
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hot data is more likely to be restored. Cold data refers to backup information that is
infrequently accessed and/or older. It can be inferred that cold data is least likely to be
restored. At reference numeral 804, availability of hot data is increase. In addition, hot
data is distributed to provide optimal locality to peers most likely to restore the hot data.
In one example, hot data can be retained in peers in a hybrid peer-to-peer/cloud backup
system. Moreover, peers in close network proximity to likely restoration points can be
selected to store hot data. In addition, replica copies of hot data can be stored in reliable
storage locations such as a super peer or cloud storage location to increase availability. At
reference numeral 8006, storage costs of cold data can be decreased. In accordance with an
example, cold data can be transferred from peers to super peers. In addition, cold data
stored at a super peer can be shifted to cloud storage during off peak times or other time
periods in which bandwidth utilization can be minimized. At reference numeral 808,
compression techniques can be applied to cold data to further reduce storage footprint.
[0059] In order to provide additional context for implementing various aspects of the
claimed subject matter, Figs. 9-10 and the following discussion is intended to provide a
brief, general description of a suitable computing environment in which the various
aspects of the subject innovation may be implemented. For example, client machines such
as peers and supcr-pecrs, as well as cloud storage locations can be implemented in such
suitable computing environment. While the claimed subject matter has been described
above in the general context of computer-executable instructions of a computer program
that runs on a local computer and/or remote computer, those skilled in the art will
rccognize that the subjcct innovation also may be implemcnted in combination with othcr
program modules. Generally, program modules include routines, programs, components,
data structures, etc., that perform particular tasks and/or implement particular abstract data
types.

[0060] Generally, program modules includc routines, programs, componcnts, data
structures, etc., that perform particular tasks or implement particular abstract data types.
Moreover, those skilled in the art will appreciate that the claimed subject matter can be
practiced with other computer system configurations, including single-processor or
multiproccssor computer systems, minicomputcrs, mainframe computcrs, as well as
personal computers, hand-held computing devices, microprocessor-based or
programmable consumer electronics, and the like, each of which can be operatively

coupled to one or more associated devices.
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[0061] The illustrated aspects may also be practiced in distributed computing
environments where certain tasks are performed by remote processing devices that are
linked through a communications network. In a distributed computing environment,
program modules can be located in both local and remote memory storage devices.

[0062] A computer typically includes a variety of computer-readable media.
Computer-readable media can be any available media that can be accessed by the
computer and includes both volatile and nonvolatile media, removable and non-removable
media. By way of example, and not limitation, computer-readable media can comprise
computer storage media and communication media. Computer storage media can include
both volatile and nonvolatile, removable and non-removable media implemented in any
method or technology for storage of information such as computer-readable instructions,
data structures, program modules or other data. Computer storage media includes, but is
not limited to, RAM, ROM, EEPROM, flash memory or other memory technology,
CD-ROM, digital versatile disk (DVD) or other optical disk storage, magnetic cassettes,
magnetic tape, magnetic disk storage or other magnetic storage devices, or any other
medium which can be used to store the desired information and which can be accessed by
the computer.

[0063] Communication media typically cmbodics computer-rcadablc instructions, data
structures, program modules or other data in a modulated data signal such as a carrier
wave or other transport mechanism, and includes any information delivery media. The
term “modulated data signal” means a signal that has one or more of its characteristics set
or changed in such a manner as to encodc information in the signal. By way of examplc,
and not limitation, communication media includes wired media such as a wired network or
direct-wired connection, and wireless media such as acoustic, RF, infrared and other
wireless media. Combinations of the any of the above should also be included within the
scope of computer-readablc media.

[0064] Referring now to Fig. 9, there is illustrated a schematic block diagram of an
exemplary computer compilation system operable to execute the disclosed architecture.
The system 900 includes one or more client(s) 902. The client(s) 902 can be hardware
and/or softwarc (e.g., threads, proccsses, computing devices). In onc cxample, the
client(s) 902 can house cookie(s) and/or associated contextual information by employing
one or more features described herein.

[0065] The system 900 also includes one or more server(s) 904. The server(s) 904 can

also be hardwarc and/or software (e.g., thrcads, proccsscs, computing devices). In one
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example, the servers 904 can house threads to perform transformations by employing one
or more features described herein. One possible communication between a client 902 and
a server 904 can be in the form of a data packet adapted to be transmitted between two or
more computer processes. The data packet may include a cookie and/or associated
contextual information, for example. The system 900 includes a communication
framework 906 (e.g., a global communication network such as the Internet) that can be
employed to facilitate communications between the client(s) 902 and the server(s) 904.
[0066] Communications can be facilitated viaz a wired (including optical fiber) and/or
wireless technology. The client(s) 902 are operatively connected to one or more client
data store(s) 908 that can be employed to store information local to the client(s) 902 (e.g.,
cookie(s) and/or associated contextual information). Similarly, the server(s) 904 are
operatively connected to one or more server data store(s) 910 that can be employed to
store information local to the servers 904.

[0067] With reference to Fig. 10, an exemplary environment 1000 for implementing
various aspects described herein includes a computer 1002, the computer 1002 including a
processing unit 1004, a system memory 1006 and a system bus 1008. The system bus
1008 couples to system components including, but not limited to, the system memory
1006 to the processing unit 1004. The processing unit 1004 can be any of various
commercially available processors. Dual microprocessors and other multi-processor
architectures may also be employed as the processing unit 1004.

[0068] The system bus 1008 can be any of several types of bus structure that may
further intcrconncct to a memory bus (with or without a memory controller), a peripheral
bus, and a local bus using any of a variety of commercially available bus architectures.
The system memory 1006 includes read-only memory (ROM) 1010 and random access
memory (RAM) 1012. A basic input/output system (BIOS) is stored in a non-volatile
memory 1010 such as ROM, EPROM, EEPROM, which BIOS contains the basic routincs
that help to transfer information between elements within the computer 1002, such as
during start-up. The RAM 1012 can also include a high-speed RAM such as static RAM
for caching data.

[0069] The computer 1002 further includes an intermal hard disk drive (HDD) 1014
(e.g., EIDE, SATA), which internal hard disk drive 1014 may also be configured for
external use in a suitable chassis (not shown), a magnetic floppy disk drive (FDD) 1016,
(e.g., to read from or write to a removable diskette 1018) and an optical disk drive 1020,

(e.g., reading a CD-ROM disk 1022 or, to read from or write to other high capacity optical
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media such as the DVD). The hard disk drive 1014, magnetic disk drive 1016 and optical
disk drive 1020 can be connected to the system bus 1008 by a hard disk drive interface
1024, a magnetic disk drive interface 1026 and an optical drive interface 1028,
respectively. The interface 1024 for external drive implementations includes at least one
or both of Universal Serial Bus (USB) and IEEE-1394 interface technologies. Other
external drive connection technologies are within contemplation of the subject disclosure.
[0070] The drives and their associated computer-readable media provide nonvolatile
storage of data, data structures, computer-executable instructions, and so forth. For the
computer 1002, the drives and media accommodate the storage of any data in a suitable
digital format. Although the description of computer-readable media above refers to a
HDD, a removable magnetic diskette, and a removable optical media such as a CD or
DVD, it should be appreciated by those skilled in the art that other types of media which
are readable by a computer, such as zip drives, magnetic cassettes, flash memory cards,
cartridges, and the like, may also be used in the exemplary operating environment, and
further, that any such media may contain computer-executable instructions for performing
the methods described herein.

[0071] A number of program modules can be stored in the drives and RAM 1012,
including an operating systcm 1030, onc or morc application programs 1032, other
program modules 1034 and program data 1036. All or portions of the operating system,
applications, modules, and/or data can also be cached in the RAM 1012. It is appreciated
that the claimed subject matter can be implemented with various commercially available
operating systems or combinations of opcrating systcms.

[0072] A user can enter commands and information into the computer 1002 through
one or more wired/wireless input devices, e.g., a keyboard 1038 and a pointing device,
such as a mouse 1040. Other input devices (not shown) may include a microphone, an IR
remote control, a joystick, a game pad, a stylus pen, touch scrcen, or the like. These and
other input devices are often connected to the processing unit 1004 through an input
device interface 1042 that is coupled to the system bus 1008, but can be connected by
other interfaces, such as a parallel port, a serial port, an IEEE-1394 port, a game port, a
USB port, an IR intcrface, etc.

[0073] A monitor 1044 or other type of display device is also connected to the system
bus 1008 via an interface, such as a video adapter 1046. In addition to the monitor 1044, a
computer typically includes other peripheral output devices (not shown), such as speakers,

printers, etc.
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[0074] The computer 1002 may operate in a networked environment using logical
connections via wired and/or wireless communications to one or more remote computers,
such as a remote computer(s) 1048. The remote computer(s) 1048 can be a workstation, a
server computer, a router, a personal computer, portable computer, microprocessor-based
entertainment appliance, a peer device or other common network node, and typically
includes many or all of the elements described relative to the computer 1002, although, for
purposes of brevity, only a memory/storage device 1050 is illustrated. The logical
connections depicted include wired/wireless connectivity to a local area network (LAN)
1052 and/or larger networks, e.g., a wide area network (WAN) 1054. Such LAN and
WAN networking environments are commonplace in offices and companies, and facilitate
enterprise-wide computer networks, such as intranets, all of which may connect to a global
communications network, e.g., the Internet.

[0075] When used in a LAN networking environment, the computer 1002 is connected
to the local network 1052 through a wired and/or wireless communication network
interface or adapter 1056. The adapter 1056 may facilitate wired or wireless
communication to the LAN 1052, which may also include a wireless access point disposed
thereon for communicating with the wireless adapter 1056.

[0076] When uscd in a WAN nctworking environment, thc computer 1002 can include
a modem 1058, or is connected to a communications server on the WAN 1054, or has
other means for establishing communications over the WAN 1054, such as by way of the
Internet. The modem 1058, which can be internal or external and a wired or wireless
device, is connected to the system bus 1008 via the scrial port interface 1042, In a
networked environment, program modules depicted relative to the computer 1002, or
portions thereof, can be stored in the remote memory/storage device 1050. It will be
appreciated that the network connections shown are exemplary and other means of
cstablishing a communications link between the computcrs can be uscd.

[0077] The computer 1002 is operable to communicate with any wireless devices or
entities operatively disposed in wireless communication, e.g., a printer, scanner, desktop
and/or portable computer, portable data assistant, communications satellite, any piece of
equipment or location associatcd with a wirelcssly detcectable tag (e.g., a kiosk, ncws
stand, restroom), and telephone. This includes at least Wi-Fi and Bluetooth™ wireless
technologies. Thus, the communication can be a predefined structure as with a

conventional network or simply an ad hoc communication between at least two devices.
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[0078] Wi-Fi, or Wireless Fidelity, is a wireless technology similar to that used in a
cell phone that enables a device to send and receive data anywhere within the range of a
base station. Wi-Fi networks use IEEE-802.11 (a, b, g, etc.) radio technologies to provide
secure, reliable, and fast wireless connectivity. A Wi-Fi network can be used to connect
computers to each other, to the Internet, and to wired networks (which use IEEE-802.3 or
Ethernet). Wi-Fi networks operate in the unlicensed 2.4 and 5 GHz radio bands, at an 13
Mbps (802.11a) or 54 Mbps (802.11b) data rate, for example, or with products that contain
both bands (dual band). Thus, networks using Wi-Fi wireless technology can provide real-
world performance similar to a 10BaseT wired Ethernet network.

[0079] What has been described above includes examples of the claimed subject
matter. It is, of course, not possible to describe every conceivable combination of
components or methodologies for purposes of describing the claimed subject matter, but
one of ordinary skill in the art may recognize that many further combinations and
permutations are possible. Accordingly, the detailed description is intended to embrace all
such alterations, modifications, and variations that fall within the spirit and scope of the
appended claims.

[0080] In particular and in regard to the various functions performed by the above
described components, devices, circuits, systcms and the like, the terms (including a
reference to a “means”) used to describe such components are intended to correspond,
unless otherwise indicated, to any component which performs the specified function of the
described component (e.g., a functional equivalent), even though not structurally
cquivalent to the disclosed structure, which pcrforms the function in the hercin illustratcd
exemplary aspects. In this regard, it will also be recognized that the described aspects
include a system as well as a computer-readable medium having computer-executable
instructions for performing the acts and/or events of the various methods.

[0081] In addition, while a particular featurc may have becn disclosed with respect to
only one of several implementations, such feature may be combined with one or more
other features of the other implementations as may be desired and advantageous for any
given or particular application. Furthermore, to the extent that the terms “includes,” and
“including” and variants thereof arc uscd in cither the detailed description or the claims,

these terms are intended to be inclusive in a manner similar to the term “comprising.”
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[0082] The reference in this specification to any prior publication (or information
derived from it), or to any matter which is known, is not, and should not be taken as, an
acknowledgement or admission or any form of suggestion that that prior publication (or
information derived from it) or known matter forms part of the common general

knowledge in the field of endeavour to which this specification relates.
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The claims defining the invention are as follows:

l. A system that facilitates intelligent allocation of backup data among a set of
storage locations in a hybrid backup environment, comprising: a processor coupled to a
memory that retains computer-executable instructions, the processor executes:

a monitor component that identifies properties of backup data stored by one or
more cloud storage locations and one or more peer-to-peer storage locations, and
properties of the one or more cloud storage locations and the one or more peer-to-peer
storage locations; and

a tier component that implements virtual layers of backup data across the one or
more cloud storage locations and the one or more peer-to-peer storage locations, the one or
more cloud storage locations being remote from the one or more peer-to-peer storage
locations, in accordance with the properties of the backup data and the properties of the
one or more cloud storage locations and the one or more peer-to-peer storage locations, the
tier component distributes backup data among the one or more cloud storage locations and
the one or more peer-to-peer storage locations to ensure availability while reducing
storage utilization and latency upon restore of the backup information, wherein frequency
of access to the backup data of the one or more cloud storage locations and the one or
more peer-to-peer storage locations is utilized to distribute the backup data among the one
or more cloud storage locations and the one or more peer-to-peer storage locations, and

wherein the tier component distributes backup data among each of the one or more
cloud storage locations and the one or more peer-to-peer storage locations by dividing a
file into a plurality of segments and distributing a first portion of the plurality of segments
to the one or more cloud storage locations and a second portion of the plurality of
segments to the one or more peer-to-peer storage locations, remote from the one or more
cloud storage locations.

2. The system of claim 1, wherein the monitor component includes a data evaluation
component that analyzes backup data to ascertain the properties of the backup data.

3. The system of claim 1, wherein the monitor component includes a machine
evaluation component that observes at least one of the one or more cloud storage locations
and the one or more peer-to-peer storage locations to determine the properties of the one

or more storage locations and the one or more peer-to-peer storage locations.
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4. The system of claim 1, wherein the tier component includes a distribution
component that replicates a block of backup data to at least one of the one or more storage
locations and/or the one or more peer-to-peer storage locations based at least in part on the
properties of the backup data or the one or more cloud storage locations and the one or
more peer-to-peer storage locations.

S. The system of claim 1, wherein the tier component includes an indexing
component that maintains an index, the indexing component at least one of adds, deletes,
or modifies entries in the index when distribution decisions are rendered by the tier
component.

6. The system of claim 5, wherein the index comprises a listing of relationships
between backup versions and at least one of the one or more cloud storage locations and
the one or more peer-to-peer storage locations to which the backup versions have been
distributed.

7. The system of any one of claims 1 to 6, wherein the properties of the backup data
include at least one of frequency of access to the backup data, availability of the backup
data, or time since creation of the backup data.

8. The system of claim 7, wherein frequently accessed backup data is inferred to be
most likely to be restored, and wherein backup data is frequently accessed when the
backup data is accessed a predetermined number of times within a specific time period.

9. The system of claim 8, wherein the tier component distributes frequently accessed
data to at least one of the one or more cloud storage locations and the one or more peer-to-
peer storage locations having minimal latency and highest availability.

10.  The system of claim 8, wherein the tier component replicates copies of frequently
accessed backup data to at least one of the one or more cloud storage locations and the one
or more peer-to-peer storage locations.

11.  The system of claim 7, wherein infrequently accessed backup data is inferred to be
least likely to be restored, and wherein backup data is infrequently accessed when the
backup data is accessed less than a predetermined number of times within a specific time
period.

12.  The system of claim 11, wherein the tier component allocates infrequently

accessed backup data to remote storage nodes.
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13.  The system of claim 1, wherein the properties of at least one of the one or more
cloud storage locations and the one or more peer-to-peer storage locations and comprises
health of each respective one or more cloud storage locations and one or more peer-to-peer
storage locations, storage capacity of each respective one or more cloud storage locations
and/or the one or more peer-to-peer storage locations, availability of each respective one
or more cloud storage locations and/or the one or more peer-to-peer storage locations,
bandwidth utilization of each respective one or more storage locations and/or the one or
more peer-to-peer storage locations, or predicted latency times for transmission of data
between each respective the one or more cloud storage locations and/or the one or more
peer-to-peer storage locations.
14.  The system of claim 1, wherein the tier component detects a probability of a failure
of at least one of the one or more cloud storage locations and the one or more peer-to-peer
storage locations or a client machine based upon the properties of at least one of the one or
more cloud storage locations and the one or more peer-to-peer storage locations.
15.  The system of claim 14, wherein the tier component proactively allocates backup
data in response to the detected critical failure.
16.  The system of claim 1, wherein the tier component creates the virtual layers of the
backup data through application of a higher level of preference on storage locations
corresponding to the one or more peer-to-peer storage locations than to storage locations
corresponding to the one or more cloud storage locations.
17. A method for intelligently tiering backup information in a distributed hybrid
backup environment, comprising: employing a processor executing computer-executable
instructions stored on computer-readable storage medium to implement the following acts:

creating virtual layers of backup information across one or more peer-to-peer
storage locations and one or more cloud storage locations of the hybrid backup
environment, the one or more peer-to-peer storage locations being remote from the one or
more cloud storage locations;

monitoring backup information to ascertain properties of the backup information,
the properties including each of access frequency, availability, and time since creation of
the backup information; and

dynamically reallocating backup information across each of the one or more cloud
storage locations and the one or more peer-to-peer storage locations, based upon the
properties of the backup information, to ensure availability of the backup information

while minimizing storage costs and latency upon restoration of the backup information,
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wherein the reallocation includes moving backup information accessed less than a
predetermined number of times within a specific time period from the one or more peer-
to-peer storage locations to the one or more cloud storage locations during off-peak times
and wherein the backup information is reallocated among each of the one or more cloud
storage locations and the one or more peer-to-peer storage locations by dividing a file into
a plurality of segments and distributing a first portion of the plurality of segments to the
one or more cloud storage locations and a second portion of the plurality of segments to
the one or more peer-to-peer storage locations remote from the cloud storage location.

18.  The method of claim 17, further comprising:

designating the backup information as at least one of hot data or cold data based
upon the properties of the backup information, wherein hot data is backup information that
is accessed a predetermined number of times within a specific time period and cold data is
backup information that is accessed less than the predetermined number of times within
the specific time period;

allocating hot data to storage locations that provide optimal locality to a restore
client, wherein optimal locality is provided by storing the hot data in a storage location
that is close on the network to the restore client; and

allocating cold data to remote storage locations that provide storage at minimum
cost.

19. A system that facilitates intelligent allocation of backup data among a set of
storage locations in a hybrid backup environment, substantially as hereinbefore described
with reference to the accompanying figures.

20. A method for intelligently tiering backup information in a distributed hybrid
backup environment, substantially as hereinbefore described with reference to the

accompanying figures.
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