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INITIATIVE WEAR LEVELING FOR NON-VOLATILE MEMORY

FIELD

[0001] Embodiments of the invention relate to computer memory. More particularly, embodiments of the invention relate to wear leveling for non-volatile memory.

BACKGROUND

[0002] In computer and electronic device operations, flash memory and similar non-volatile memory can provide great advantages in the maintenance of data, providing low power operation with low cost and high density. Because data is stored in a compact format that requires minimal power in operation and does not require power to maintain storage, such memory is being used in increasing numbers of applications.

[0003] However, non-volatile memory has certain downsides in operation. For example, memory such as flash memory has a limited lifespan in use because such memory tends to deteriorate with each write cycle. For this reason, if a certain portion of the memory is subject to more write operations than other portions of the memory, then the portions with a greater number of writes will tend to deteriorate and ultimately fail more quickly.

[0004] In order to lengthen the overall lifespan of flash memory, a wear leveling process may be implemented. The wear leveling process is intended to more evenly distribute the wear over the storage device by directing write operations to less heavily used portions of the memory. This process may be handled by the memory controller, with the host system being unaware of the process.

[0005] Wear leveling may include an algorithm for re-mapping logical block addresses to different physical block addresses in the device's solid-state memory array.
However, the algorithm used can greatly affect the efficiency of memory operation and the effectiveness of the wear leveling process. Issues such as the timing of re-mapping processes, the manner in which the appropriate physical areas are identified for re-mapping, and related issues can greatly affect memory operation.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0006] Embodiments of the invention are illustrated by way of example, and not by way of limitation, in the figures of the accompanying drawings in which like reference numerals refer to similar elements:

10 [0007] Figure 1 is an illustration of an embodiment of a non-volatile memory;

[0008] Figure 2 is a flow chart to illustrate an embodiment of a wear leveling process;

[0009] Figure 3A is an illustration of a regression line generated for a non-volatile memory prior to wear leveling;

15 [0010] Figure 3B is an illustration of a regression line generated for a non-volatile memory after an embodiment of wear leveling is implemented;

[0011] Figures 4 through 7 illustrate an example of memory block reclaim operations in an embodiment of a wear leveling process;

[0012] Figure 8 is an illustration of an embodiment of a non-volatile memory device; and

[0013] Figure 9 is an illustration of a computer system utilizing an embodiment of the invention.

DETAILED DESCRIPTION

As used herein:

"Non-volatile memory" means memory that retains memory contents when power is not applied to the memory. Non-volatile memory includes flash memory.

"Flash memory" means non-volatile computer memory that can be electrically erased and reprogrammed. Flash memory stores information in an array of floating gate transistors, called "cells", each of which stores one or more bits of information. As used herein, "flash memory" may include any of the technologies for flash memory storage. For example, flash memory may include both NOR and NAND technology memory. In addition, flash memory may include technologies that provide varying numbers of bits of information per memory cell, including single-bit-per-cell flash memory and multi-level cell structure allowing multiple bits per cell.

"Wear" means usage of a non-volatile memory.

"Block" means a portion of a non-volatile memory array that may be erased in an operation, the block containing multiple cells. Individual cells of an erased flash memory block may be programmed, but cells within a block of a flash memory may only be changed by erasing the entire block of memory.

In an embodiment of the invention, the uneven wear of flash or other non-volatile memory is addressed utilizing a wear leveling process. In an embodiment of the invention, wear leveling is implemented by exchanging data from a group of most worn memory blocks with data from a group of least worn memory blocks. In an embodiment, a wear leveling process for non-volatile memory includes the maintenance of counts for erase operations for memory blocks both for each physical block address and for each logical block address. In an embodiment, the wear leveling process is triggered at certain intervals when there is a determination that a slope of a line representing the
physical block erase count and logical block erase count of each memory block is greater than a certain threshold.

[0021] Non-volatile memory such as flash memory has limitations in operation because the memory will only allow a certain finite number of erase-write cycles, and it is necessary to erase a block prior to writing any data into the cells of the block. For example, most commercially available flash products are guaranteed to withstand 1 million programming cycles. For this reason, care should be taken when moving hard-drive based applications, such as operating systems, to flash-memory based devices such as CompactFlash. The effect of uneven wear may be partially offset by certain chip firmware or file system drivers by counting the writes and dynamically remapping the blocks in order to spread the write operations between the sectors, or by write verification and remapping to spare sectors in case of write failure. However, over time the variation in activity of data generally will result in uneven wear.

[0022] In the operation of nonvolatile memories, it is generally also recommended to implement a wear leveling process or algorithm to monitor and spread the number of write cycles that occur per block of memory. This is particularly important for write-intensive applications. If wear leveling is not implemented, then memory blocks may be utilized at very different rates. Blocks with long-lived data are not required to endure as many erase-write cycles as the blocks with frequently changing data. The wear leveling process is intended to ensure that generally equal use is made of all the available write cycles for each block. In general, wear leveling may include exchanging data between memory blocks.

[0023] In an embodiment of the invention, a wear leveling process (which may be referred to as IWL, or Initiative Wear Leveling) is implemented in non-volatile memory. In an embodiment of the invention, the wear leveling for non-volatile memory
includes the exchange of groups of memory blocks, rather than individual memory blocks. In this embodiment, a first group may represent the most highly worn memory blocks of a non-volatile memory device and a second group may represent the least worn memory blocks. The data may be exchanged between blocks in such groups.

[0024] In an embodiment of the invention, a process for wear leveling of non-volatile memory includes the recording of the number of erase operations for memory blocks both for physical and logical addresses. In an embodiment, in addition to maintaining PBEC (Physical Block Erase Count) value to track how many reclaim operations have occurred on a physical block, a LBEC (Logical Block Erase Count) value is maintained that is indexed by a logical block index for each memory block to track the change frequency of data per logical block. In this manner, each time a memory block is reclaimed its PBEC and LBEC values will each be increased by 1.

[0025] In an embodiment, the following will be true regarding PBEC and LBEC values:

1. PBEC increment = LBEC increment (the reclaiming of a memory block with result in incrementing both PBEC and LBEC)
2. Sum of total PBEC for device ≥ sum of total LBEC for the device
3. Sum of total PBEC for device = sum of total LBEC for the device if file system is initiated on a fresh memory device.

If a file system is initialized and shut down and there has been no formatting of the memory, the LBEC and PBEC values are equal. If a memory device is formatted before a file system is initialized, then it may be assumed that the PBEC values are kept or restored after format is finished. However, LBEC values may be erased because the block data is erased. Since the block data in this case is used to reflect how active data is, there is no reason to save its LBEC after the data is deleted. As a result, for a fresh/new/total-erased
memory device, the sum(LBEC) = sum(PBEC). Once a format of the device has occurred, the LBECs have been erased, and subsequently the sum(PBEC) will be greater than sum(LBEC).

[0026] In an embodiment of the invention, a PBEC field is utilized to track how many reclaim operations occurred on each physical block. In an embodiment, an additional LBEC field is indexed by logical block index to track the change frequency of data by logical block. Thus, each time a logical data block is reclaimed, its LBEC will be increased by one, as well as the PBEC for the relevant physical data block being increased by one. In an embodiment:

10 (1) PBEC increment = LBEC increment - each is incremented by one each time a block is reclaimed

(2) Sum of total PBEC ≥ sum of total LBEC

(3) Sum of total PBEC = sum of total LBEC if file system initialized on a fresh flash.

[0027] In an embodiment of the invention, at least two WBGs (Worn Block Groups) are designated in an IWL wear leveling process. A first group is referred to as the "high group". The high group will have relatively high PBEC and high LBEC values, and may include any spare blocks because reclaim cycles happen frequently for space blocks of non-volatile memories. A second group is referred to as the "low group" and will have relatively low PBEC and low LBEC, with spare blocks excluded. The IWL process is then intended to swap the high-LBEC logical blocks and low-LBEC logical blocks between the two groups, which may be accomplished through a series of reclaim operations. This procedure is referred to as the WBG swap. The purpose of the WBG swap is to populate long lived (low LBEC) data blocks to much worn (high PBEC) blocks and populate frequently changed (high LBEC) data blocks to less worn (low PBEC) blocks. In this
operation, spare blocks have a high potential for being the next reclaim block and thus
high-PBEC spare blocks are moved to the opposite group as well.

[0028] However, a wear leveling process may affect certain common memory
operations, including the normal reclaim operations. Because of this, wear leveling may
require balancing against memory performance. In an embodiment of the invention,
certain values may be set to affect the frequency of wear of wear leveling. In
embodiment, a user may sets the ECMOD (erase count interval) and the SLOPETH values
(slope threshold). Increasing these values will reduce the performance cost, although at a
potential cost of some life of the nonvolatile device.

[0029] In an embodiment of the invention, a non-volatile memory includes
wear leveling that is based at least in part upon the number of erase operations for each
physical block of memory and the number of erase operations for each logical block of
memory. In an embodiment, wear leveling operations are initiated when the slope of a
regression line exceeds a threshold, the regression line being generated for the physical
erase count for each block versus logical erase count for each such block.

[0030] In an embodiment of the invention, the initiation of an IWL process
may be triggered by the slope of a line that is fit to a graph of the physical block and
logical block erase counts for each memory block, with the slope of the line also being
used to determine if the operation has been successful. In an embodiment, a statistical
method may be used to fit the line to the error count data. In a particular embodiment,
linear regression is used to determine when an IWL operation is required and to measure
how successful an executed IWL operation has been. Linear regression attempts to model
the relationship between two variables by fitting a linear equation to observed data. The
most common method for fitting a regression line is the least-squares method. The least
squares line method applies an equation of the form $f(x) = a + bx$, which is a line graph
having an intercept at $a$ and having a slope of $3$. The method describes the trend of a raw data set $Q_1,p), Q_2,p), \ldots, Q_n,p)$ as follows:

\[ a = \frac{\left( \sum_{i=1}^{n} p_i \right) \left( \sum_{i=1}^{n} l_i \right) - \left( \sum_{i=1}^{n} l_i \right) \left( \sum_{i=1}^{n} p_i \right)}{n \left( \sum_{i=1}^{n} l_i^2 \right) - \left( \sum_{i=1}^{n} l_i \right)^2}, b = \frac{\left( \sum_{i=1}^{n} p_i l_i \right) - \left( \sum_{i=1}^{n} l_i \right) \left( \sum_{i=1}^{n} p_i \right)}{n \left( \sum_{i=1}^{n} l_i^2 \right) - \left( \sum_{i=1}^{n} l_i \right)^2} \]

[0031] In the operation of a non-volatile memory device, there are three cases for regression line slope $b$:

- $b = 0$, which may occur when a system is initialized on fresh flash or when wear leveling has been maintained
- $b > 0$, which occurs when wear is unleveled; and
- $b < 0$, which occurs in a successful process when WBGs have been swapped.

[0032] In an embodiment of the invention, wear leveling may be limited to occurring only after certain intervals. For example, ECMOD is the erase count interval that elapses prior to triggering an IWL process. For example, ECMOD could be 1000 cycles or less. Further, the triggering of the wear leveling is governed by SLOPETH, the PBEC - LBEC regression line slope threshold. In non-volatile memory, a normal reclaim operation may be used to reclaim a "duty" memory block containing invalid data, with the operation intended to free up the invalided memory space. In an IWL implementation, the normal reclaim procedure for the non-volatile memory is not modified, but the wear leveling process may affect the performance of the background reclaim task. A user or designer may address the issues of memory life and customer performance needs by adjusting the ECMOD and SLOPETH parameters, which operate together to determine the frequency of wear leveling. For example, a customer may reduce the performance cost of wear leveling by increasing ECMOD and SLOPETH.
In an implementation of wear leveling, the processing may generally be handled by the solid-state memory controller, and thus be independent of the host system. In such an implementation, the host system performs its reads and writes to logical block addresses only, and does not utilize the underlying physical block addresses. In this manner, the host will be unaware of any movements of data that occur as a result of wear leveling. However, embodiments of the invention may vary with regard to memory control, and are not limited to any particular method of memory control.

If a file system is initialized and shut down and there is no format operation, the increment of LBEC and increment of PBEC are equal. However, before the file system is initialized, if a flash is formatted PBEC is kept or restored after format is finished, but LBEC would be expected to be erased all because the block data is erased, and thus there no need to save its LBEC. As a result, for a fresh, new, or total-erased flash, its $\text{sum}(\text{LBEC}) = \text{sum}(\text{PBEC})$. Once a format happens, the LBECs are erased so the $\text{sum}(\text{PBEC})$ may be greater than $\text{sum}(\text{LBEC})$.

In the examples provided, a single threshold value is utilized for the determination of when to begin and when to end a wear leveling process. However, embodiments of the invention may utilize more than one threshold. In an embodiment of the invention, a process may utilize two thresholds to reduce the number of times that the exchange process is needed. In this example, a non-volatile memory is subject to normal use, which results in the gradual increase of a regression line fit to the values of the physical block erase count values and logical block erase count values of the memory blocks. A worn block exchange process may be initiated when the slope of a regression line for the memory blocks is above a first threshold. Once initiated, the worn block group exchanges may continue until the slope of the regression line is less than a second threshold, at which time the exchange process would cease. The process would then
return to the original state, in which the worn block exchange process would be initiated when the slope of the regression line again exceeds the first threshold. In returning to normal operation, the slope of the regression line would again gradually increase as more erase cycles occur at certain highly active memory blocks.

[0036] Figure 1 is an illustration of an embodiment of a non-volatile memory. In this illustration, a non-volatile memory device 100 includes an array of memory blocks 105. In one example, the array of memory blocks may 105 include a first memory block 110 having a physical block address PB1 and a logical block address LB7, and a second memory block 115 having a physical block address PB4 and a logical block address LB5. The addresses provided are simply an example, and any physical or logical address may be present. In each operation, each block of the memory array 105 may be subject to multiple erase and write cycles, with each cycle resulting in shortening the lifespan of the cells affected.

[0037] As illustrated, the first memory block 110 may be relatively inactive, with the block being erased and a set of data A 120 being written 125 to the block 110. In contrast, the second memory block 115 is relatively active, with, for example, data B 130 being modified 135, resulting in multiple erase and write operations 140 to the cells of the second block 115, as each write process requiring an erasure of the data in the block. As a result, over time the wear on the second memory block 115 may be considerably greater than the wear on the first memory block 110.

[0038] In an embodiment of the invention, the array of memory blocks is subjected to wear leveling to even the wear on the memory blocks. In this embodiment, the wear leveling is based upon a count for physical block write cycles and a count for logical block write cycles. In an embodiment, a wear leveling algorithm is initiated when
the slope of a line fit to the physical block write cycles and the logical block write cycles by linear regression reaches a threshold. In an embodiment, the algorithm provides a data reclamation in which the data contained in a most worn block group (which may include the second memory block 115) is exchanged for the data contained in a least worn block group (which may include the first memory block 110). In another example, the least worn group may include a spare memory block, spare blocks being very likely to be reclaimed. After the exchange between the designated groups, the remaining blocks may be subject to further exchanges, with the process continuing until the slope of the regression line is no longer above the threshold.

[0039] Figure 2 is a flow chart to illustrate an embodiment of a wear leveling process. In this illustration, a background memory reclaim process is spawned 205, with the process including usual memory reclaiming and memory reclaiming for wear leveling. The reclaim process is in a form of what may be referred to as a "forever loop" 210 that continues repeatedly in operation. In this loop normal memory reclaim processes occur 215.

[0040] IfECMOD (error count modulus) additional erase counts have occurred 220, i.e., since the commencement of the background reclaim task or since the last wear leveling operation, then the wear leveling processing is initiated. The slope $b$ of a regression line for physical block erase count (PBEC) and logical block erase count (LBEC) is evaluated in comparison with a threshold SLOPETH 225. If the slope $b$ does not exceed the threshold, the loop continues. If the slope $b$ exceeds the threshold, then a worn block group swap is conducted 230, with the data contained in the most worn group (a group that includes memory blocks with higher values of PBEC and LBEC, as well as spare memory blocks) being exchanged with the data contained in the least worn group (a group that includes memory blocks with lower values of PBEC and LBEC, excluding
spare memory blocks). After the swap, the slope $b$ is again compared to threshold SLOPETH 225, with the swapping process then continuing until slope $b$ no longer exceeds the threshold $h$ SLOPETH.

[0041] In an embodiment, the process may vary with regard to the threshold used for wear leveling. For example, the initiation of a wear leveling process may occur when the slope $b$ exceeds a first threshold (SLOPETH1) and with the wear leveling process continuing until slope $b$ is below a second threshold (SLOPETH2), where, for example, SLOPETH2 may be less than SLOPETH1.

[0042] Figure 3A is an illustration of a regression line generated for a non-volatile memory prior to wear leveling. In this illustration, each block of a hypothetical non-volatile memory is presented in terms of physical block erase count (PBEC 305) and logical block erase count (LBEC 310). When a flash memory is new, there initially will be very low or zero physical block erase counts and logical block erase counts. However, as more write cycles occur, the more active memory blocks will develop higher count values for both physical block erase counts and logical block erase counts, such as shown in Figure 3A.

[0043] As shown in this illustration, over time it may be expected that there will be certain memory blocks having low PBEC and LBEC values 315, certain blocks with medium PBEC and LBEC values 320, and certain blocks with high PBEC and LBEC values 325. In an embodiment of the invention, linear regression is utilized to generate a regression line for the memory block values 335. For ease of illustration, a symmetry line 330 is provided. The memory blocks on the right side of the symmetry line 330 are becoming worn in comparison to the memory blocks on the left side of the symmetry line 330, which can result in premature failure of the device if wear leveling is not instituted.
[0044] In an embodiment of the invention, a wear leveling evaluation may occur after a certain number of erase events have occurred. In the evaluation, a wear leveling process may be initiated if the slope of the regression line 335 is above a threshold value, resulting in the exchange of worn block groups 350. In the exchange, data contained in the blocks of the most worn group 325 are exchanged for blocks in the least worn group 315. In an embodiment, the swap is accomplished through a series of reclaim operations. After the exchange, a regression line is again generated and the slope is again compared to a threshold value. The process continues until the slope has been sufficiently modified to fall below the threshold.

[0045] Figure 3B is an illustration of a regression line generated for a non-volatile memory after an embodiment of wear leveling is implemented. In this illustration, each block of a hypothetical non-volatile memory is again presented in terms of physical block erase count (PBEC 355) and logical block erase count (LBEC 360). Subsequent to the worn group exchanges, the slope of the resulting regression line has changed 385. After the exchanges, there are memory blocks with high PBEC and low LBEC 365, memory blocks with medium PBEC and LBEC values 370 (which likely have not been involved in any exchanges), and memory blocks with low PBEC and high LBEC values 375. For ease of illustration, a symmetry line 380 is again provided. In essence, the memory blocks on the right side of the symmetry line 380 are now blocks with relatively low wear but now with active data that may result in future wear. The memory blocks on the left side of the symmetry line 380 are now blocks with relatively high wear but now with data that is less active and thus may be expected to result in less future wear.

[0046] Figures 4 through 7 illustrate an example of memory block reclaim operations in an embodiment of a wear leveling process. The figures illustrate memory blocks of an exemplary non-volatile memory. As illustrated, PBn means the n-th physical
block and LBw means the \( n \)th logical block. As is shown in the illustration, any memory block has a physical block address and either has a logical block address or is designated as a spare. In this illustration, the memory device includes eight memory blocks (PBO through PB7). In the figures, each memory block is designated by its physical block address 405, its logical block address 410, its logical block erase count 415, and its physical block erase count 420. In an embodiment of the invention, an IWL process is implemented, and data contained in memory blocks of the appropriate groups are swapped via series of reclaim processes. While Figures 4 through 7 illustrate a particular process for swapping the data, embodiments of the invention are not limited to any particular process for carrying out the swap process.

[0047] In Figure 4, the blocks of an exemplary non-volatile memory are shown. For ease of illustration, the wear that has occurred generally increases from PBO through PB7. However, the actual wear may occur in any of the memory blocks there would not necessarily be an order. In a particular implementation, interval and slope threshold values are set, which in this instance may be ECMOD = 135 and SLOPETH = 0.09. These are particular values for this example, but these values can be modified as required.

[0048] In Figure 4, \( \text{Sum}(\text{LBEC}) = 135, \text{Sum}(\text{PBEC}) = 135 \), and \( b = 0.0976515 \) by calculation trend of the raw data set \( (l_i, p_i), (l_2, p_2), \ldots, (4, p_n) \). As the erase count has reached ECMOD, there is an evaluation of the slope. In this case the slope is greater than SLOPETH value 0.09, indicating excessive imbalance in wear for the memory. Thus, a wear leveling process is begun.

[0049] In an embodiment of the invention, the memory blocks may be separated into groups in various different ways. For the simplified example presented in Figure 4, is it possible that the low group may include PBO 425 (with LBEC = 7 and
PBEC = 4) and PB1 430 (with LBEC = 3 and PBEC = 6). It can be seen that these blocks have low wear, and do not appear to contain active data. For the high group, the blocks may include PB6 455 (with LBEC = 30 and PBEC = 28) and PB7 460 (a spare block with PBEC = 30). In this illustration, the high and low groups are composed of adjacent memory blocks, but this is only for simplicity in illustration. In practice, any memory blocks may be included in either the high group or the low group. The remaining blocks (PB2 435, PB3 440, PB4 445, and PB5 450) fall into the middle group and are not involved in the swap. If the swap does not provide a sufficient change in slope, then these remaining blocks may be pulled into the low and high groups for swap operation.

In an embodiment of the invention, the swaps may be implemented through a series of operations using a conventional reclaim process. For example, if there is a swap between PBO 425 and PB7 460 using the process Reclaim(PB0, PB7), this results in copying data from PBO to PB7, erasing PBO, and setting PBO it as spare block. In the example of Figure 4, Reclaim(PB0, PB7) is the first swap made.

Figure 5 is the resulting memory after Reclaim(PB0, PB7). In this instance, PBO 525 is now the spare block, with PBEC increased from 4 to 5. PB7 560 now is LB6, with LBEC now increasing from 7 to 8. (PBEC of PB7 560 remains at 30 because this is a spare block, which thus has already been erased and does not require erasing prior to writing the data.) At this point Sum(LBEC) = 136, Sum(PBEC) = 136, and b = -0.11161.

Figure 6 is the resulting memory after the next following operation, which is Reclaim(PB6, PBO). After the operation, PB6 655 is now the space block, with PBEC increased from 28 to 29. PBO 625 is now LBO, with LBEC increasing from 30 to 31. At this point in the exchange process Sum(LBEC) = 137, Sum(PBEC) = 137, and b = -0.28086.
[0053] **Figure** 7 is the resulting memory after the final in the series of operations, Reclaim(PB6, PBl). At this final stage, PBO 625 has LBEC = 31 and PBEC = 5, and PBl 730 is the spare block (which thus is a likely next reclaim block) with PBEC = 7. Thus, the group of blocks with the lowest amount of wear now has more active data, thus matching low wear with high data activity. Further, PB6 755 has LBEC = 4 and PBEC = 29, and PB7 560 has LBEC = 8 and PBEC = 30. The group of blocks with the highest amount of wear now has less active data, matching high wear with low data activity. After the final in the series of reclaim operations Sum(LBEC) = 138, Sum(PBEC) = 138, and b = -0.54262. Thus, the slope of the PBEC-LBEC regression line as been reduced below the threshold. In embodiment of the invention, the wear leveling operation thus is complete. The system will then wait ECMOD erase cycles before again comparing the slope to the threshold to determine whether another wear leveling cycle is required. If the slope of the PBEC-LBEC regression line had not been reduced below the threshold then the exchange process would continue, providing additional data exchanges to reduce the slope below the required value.

[0054] **Figure** 8 is an illustration of an embodiment of a non-volatile memory device. In this illustration, a non-volatile memory device 800, such as a flash memory, may be coupled with or as a part of an apparatus 815. The apparatus may be any apparatus that requires electronic memory, including a computer, a PDA (personal digital assistant) or handheld computer, a digital camera, a digital music player, or other unit. The memory device 800 includes a memory array 805 coupled with a memory controller 810, the memory controller 810 controlling the storage of data in the memory array 805. The memory array 805 includes multiple memory blocks of memory cells, including for example a first memory block 820 and a second memory block 825. In this example, the first memory block 820 is physical block PBO and logical block LB5, and the second
memory block 825 is physical block PB3 and logical block LB2. The memory controller 810 may be responsible for the assignment of logical memory locations, such the apparatus 815 addresses memory cells by logical locations and is not aware of the physical locations of the memory cells.

In an embodiment of the invention, the memory controller 810 records a count of each erase-write cycle for the memory array 805, with the count including a count for each physical block and each logical block. In an embodiment, the counts are used to implement wear leveling operations for the memory device. In an embodiment, the memory device 800 may include a registry or registries containing the current write-erase cycle counts. As illustrated the memory device 810 includes a registry of physical block erase counts 830 and a registry of logical block erase counts 835. As shown, the registry of physical block erase counts 830 includes PBOEC (the erase count for PBO) 840 for the first memory block 820 and PB3EC 845 for the second memory block 825, continuing through PBwEC 850 for the nth physical block. The registry of logical block erase counts 835 includes LB2EC (the erase count for LB2) 855 for the first memory block 820 and LB5EC 860 for the second memory block 825, continuing through LBmEC 865 for the mth logical block. The memory array 805 may include one or more spare blocks that are not assigned to a logical memory block, and thus m may be less than n.

In an embodiment of the invention, the memory controller 810 evaluates the current state of wear of the blocks of the memory array 805. In an embodiment, the evaluation occurs after ECMOD number of erase cycles. In an embodiment of the invention, the memory controller 810 calculates a slope of a regression line for the data contained in the registry of physical block erase counts 830 and the registry of logical block erase counts 835. If the slope of the regression line exceeds a
threshold (SLOPETH), then the memory controller 810 identifies a high wear group of memory blocks (having high PBEC and LBEC values, including spare blocks) and a low wear group of memory blocks (having low PBEC and LBEC values), and proceeding to exchange data between the groups to transfer active data to low wear memory blocks.

[0057] Figure 9 is an illustration of a computer system utilizing an embodiment of the invention. Certain standard and well-known components that are not germane to the present invention are not shown. Under an embodiment of the invention, a computer 900 comprises a bus 905 or other communication means for communicating information, and a processing means such as two or more processors 910 (shown as a first processor 915 and a second processor 920) coupled with the bus 905 for processing information. The processors 910 may comprise one or more physical processors and one or more logical processors. Further, each of the processors 910 may include multiple processor cores. The computer 900 is illustrated with a single bus 905 for simplicity, but the computer may have multiple different buses and the component connections to such buses may vary. The bus 905 shown in Figure 9 is an abstraction that represents any one or more separate physical buses, point-to-point connections, or both connected by appropriate bridges, adapters, or controllers. The bus 905, therefore, may include, for example, a system bus, a Peripheral Component Interconnect (PCI) bus, a HyperTransport or industry standard architecture (ISA) bus, a small computer system interface (SCSI) bus, a universal serial bus (USB), HC (I2C) bus, or an Institute of Electrical and Electronics Engineers (IEEE) standard 1394 bus, sometimes referred to as "Firewire". ("Standard for a High Performance Serial Bus" 1394-1995, IEEE, published August 30, 1996, and supplements)

[0058] The computer 900 further comprises a random access memory (RAM) or other dynamic storage device as a main memory 925 for storing information and
instructions to be executed by the processors 910. Main memory 925 also may be used for storing temporary variables or other intermediate information during execution of instructions by the processors 910. RAM memory includes dynamic random access memory (DRAM), which requires refreshing of memory contents, and static random access memory (SRAM), which does not require refreshing contents, but at increased cost. DRAM memory may include synchronous dynamic random access memory (SDRAM), which includes a clock signal to control signals, and extended data-out dynamic random access memory (EDO DRAM). The uses of the main memory may include the storage received signals from wireless devices. The computer 900 also may comprise a read only memory (ROM) 930 and/or other static storage device for storing static information and instructions for the processors 910.

[0059] Data storage 935 may also be coupled to the bus 905 of the computer 900 for storing information and instructions. The data storage 935 may include a magnetic disk or optical disc and its corresponding drive, flash memory or other nonvolatile memory, or other memory device. Such elements may be combined together or may be separate components, and utilize parts of other elements of the computer 900. In an embodiment of the invention, the data storage 935 may include flash memory 937. In embodiment, the flash memory 937 provides for wear leveling processes to even the wear on memory blocks of the flash memory 937 caused by an imbalance in the erase-write cycles for each memory block.

[0060] The computer 900 may also be coupled via the bus 905 to a display device 940, such as a cathode ray tube (CRT) display, a liquid crystal display (LCD), a plasma display, or any other display technology, for displaying information to an end user. In some environments, the display device may be a touch-screen that is also utilized as at least a part of an input device. In some environments, display device 940 may be or may
include an audio device, such as a speaker for providing audio information. An input
device 945 may be coupled to the bus 905 for communicating information and/or
command selections to the processors 910. In various implementations, input device 945
may be a keyboard, a keypad, a touch-screen and stylus, a voice-activated system, or other
input device, or combinations of such devices. Another type of user input device that may
be included is a cursor control device 950, such as a mouse, a trackball, or cursor direction
keys for communicating direction information and command selections to the one or more
processors 910 and for controlling cursor movement on the display device 940.

[0061] A communication device 955 may also be coupled to the bus 905.

Depending upon the particular implementation, the communication device 955 may
include a transceiver, a wireless modem, a network interface card, LAN (Local Area
Network) on motherboard, or other interface device. The uses of a communication device
955 may include reception of signals from wireless devices. For radio communications,
the communication device 955 may include one or more antennas 958. In one
embodiment, the communication device 955 may include a firewall to protect the
computer 900 from improper access. The computer 900 may be linked to a network, such
as LAN (local area network) 965, or to other devices using the communication device 955,
which may include links to the Internet, a local area network, or another environment.
The computer 900 may also comprise a power device or system 960, which may comprise
a power supply, a battery, a solar cell, a fuel cell, or other system or device for providing
or generating power. The power provided by the power device or system 960 may be
distributed as required to elements of the computer 900.

[0062] Those skilled in the art having the benefit of this disclosure will
appreciate that many other variations from the foregoing description and drawings may be
made within the scope of the present invention. Indeed, the invention is not limited to the
details described above. Rather, it is the following claims including any amendments
thereto that define the scope of the invention.

[0063] In the description above, for the purposes of explanation, numerous
specific details are set forth in order to provide a thorough understanding of the present
invention. It will be apparent, however, to one skilled in the art that the present invention
may be practiced without some of these specific details. In other instances, well-known
structures and devices are shown in block diagram form.

[0064] The present invention may include various processes. The processes
of the present invention may be performed by hardware components or may be embodied
in machine-executable instructions, which may be used to cause a general-purpose or
special-purpose processor or logic circuits programmed with the instructions to perform
the processes. Alternatively, the processes may be performed by a combination of
hardware and software.

[0065] Portions of the present invention may be provided as a computer
program product, which may include a machine-readable medium having stored thereon
instructions, which may be used to program a computer (or other electronic devices) to
perform a process according to the present invention. The machine-readable medium may
include, but is not limited to, floppy diskettes, optical disks, CD-ROMs (compact disk
read-only memory), and magneto-optical disks, ROMs (read-only memory), RAMs
(random access memory), EPROMs (erasable programmable read-only memory),
EEPROMs (electrically-erasable programmable read-only memory), magnet or optical
cards, flash memory, or other type of media / machine-readable medium suitable for
storing electronic instructions. Moreover, the present invention may also be downloaded
as a computer program product, wherein the program may be transferred from a remote
computer to a requesting computer by way of data signals embodied in a carrier wave or other propagation medium via a communication link (e.g., a modem or network connection).

[0066] Many of the methods are described in their most basic form, but processes can be added to or deleted from any of the methods and information can be added or subtracted from any of the described messages without departing from the basic scope of the present invention. It will be apparent to those skilled in the art that further modifications and adaptations can be made. The particular embodiments are not provided to limit the invention but to illustrate it. The scope of the present invention is not to be determined by the specific examples provided above but only by the claims below.

[0067] It should also be appreciated that reference throughout this specification to "one embodiment" or "an embodiment" means that a particular feature may be included in the practice of the invention. Similarly, it should be appreciated that in the foregoing description of exemplary embodiments of the invention, various features of the invention are sometimes grouped together in a single embodiment, figure, or description thereof for the purpose of streamlining the disclosure and aiding in the understanding of one or more of the various inventive aspects. This method of disclosure, however, is not to be interpreted as reflecting an intention that the claimed invention requires more features than are expressly recited in each claim. Rather, as the following claims reflect, inventive aspects lie in less than all features of a single foregoing disclosed embodiment. Thus, the claims are hereby expressly incorporated into this description, with each claim standing on its own as a separate embodiment of this invention.
What is claimed is:

1. A method for wear leveling of non-volatile memory comprising:
   counting erase cycles for each of a plurality of memory blocks of a non-volatile memory, the counting of erase cycles for each memory block including:
   incrementing a first count for a physical block address of the memory block, and
   if the memory block is not a spare memory block, incrementing a second count for a logical block address of the memory block; and
   determining whether the non-volatile memory has uneven wear of memory blocks based at least in part on the counting of the erase cycles of the plurality of memory blocks.

2. The method of claim 1, wherein if the non-volatile memory has uneven wear, then:
   identifying a first group of memory blocks of the non-volatile memory having high levels of wear and a second group of memory blocks of the non-volatile memory having low levels of wear, and
   exchanging data from one or more memory blocks of the first group with data from one or more memory blocks of the second group.

3. The method of claim 2, wherein exchanging data between a first memory block and a second memory block of the plurality of memory blocks includes transferring the logical block address from the first memory block to the second memory block.
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4. The method of claim 2, wherein exchanging data from one or more memory blocks
of the first group with data from one or more memory blocks of the second group
includes a series of memory block reclaim operations.

5. The method of claim 1, wherein determining whether the non-volatile memory has
uneven wear of memory blocks comprises generating a line by linear regression to
represent the erase cycles for each physical block address and the erase cycles for
each logical block address.

6. The method of claim 1, wherein determining whether the non-volatile memory has
uneven wear of memory blocks further comprises comparing a slope of the
generated line to a slope threshold.

7. The method of claim 6, wherein the slope of the generated line is compared with
the slope threshold after a predetermined number of erase cycles for the non-
volatile memory have occurred.

8. The method of claim 1, wherein the non-volatile memory is a flash memory.

9. A non-volatile memory device comprising:
a memory array, the memory array including a plurality of memory blocks, each
memory block having a physical block address, and each memory block
either having a logical block address or being a spare memory block;
a memory controller coupled with the memory array, the memory controller to
control the storage of data in the memory array; and
one or more registers to record the number of erase operations for the plurality of
memory blocks of the memory array, the one or more registers including a
count of erase cycles for each physical block address and a count of erase cycles for each logical block address.

10. The device of claim 9, wherein the memory controller is to determine the slope of a line representing the number of erase cycles for each physical block address and the number of erase cycles for each logical block address.

11. The device of claim 10, wherein the memory controller determines the slope of the line after a predetermined number of erase cycles has occurred.

12. The device of claim 10, wherein the memory controller is to compare the slope of the line with a threshold value, the memory controller to perform a switch of memory blocks if the slope of the line exceeds the threshold.

13. The device of claim 12, wherein the switch of memory blocks includes switching data between a first group of the memory blocks having high erase counts with a second group of memory blocks having low erase counts.

14. The device of claim 9, wherein the memory array comprises a flash memory array.

15. A computer system comprising:

   a bus;

   a flash memory device coupled with the bus, the non-volatile memory device including a plurality of memory blocks;

   a dynamic random access memory coupled with the bus; and

   a processor coupled with the bus, the processor to transfer data between the dynamic random access memory and the flash memory device;
wherein the system tracks the number of erase cycles for each of the memory blocks by physical block address and by logical block address.

16. The system of claim 15, wherein the system is to determine whether the flash memory device has uneven wear based at least in part on the number of erase cycles for each of the memory blocks by physical block address and by logical block address.

17. The system of claim 16, wherein the system is to determine whether the flash memory device has uneven wear by comparing the slope of a regression line for the number of erase cycles for each of the memory blocks by physical block address and by logical block address with a slope threshold.

18. The system of claim 16, wherein the system is to determine whether the flash memory device has uneven wear each time a predetermined number of erase cycles has occurred.
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