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DATA STORAGE SYSTEM REBUILD
BACKGROUND

[0001] Disk array data storage systems have multiple storage disk drive devices

- that are arranged and coordinated to form a single mass storage system that

provides high data availability. Data availability relates to the ability of a mass
storage system to access data stored in the storége system while ensuring
continued operation in the evént of a disk or component failure.' Data availability
is often provided through the use of redundancy where data, or relationships
among data, are stored in multiple locations in the storage system. In the event
of disk failure, redundant data is retrieved from the operable portion of the

system and used to regenerate the original data that is lost due to the

component failure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] Figure 1 is a block diagram illustrating a system having a host computer

system and a data storage system.

[0003] Figure 2 is a block diagram illustrating the host computer system and the

data storage system of Figure 1 in more detail.

[0004] Figure 3 is a block diagram illustrating an example of a portion of the data

storage system of Figure 1 as it corresponds to logical disks.

[0005] Figure 4 is a block diagram illustrating a portion of a spare disk in the data

-storage system of Figure 3 during a first stage of rebuild.

[0006] Figure 5 is a block diagram illustrating a portion of the data storage

system of Figure 3 in a second stagé of rebuild.

[0007]. Figure 6 is a flow diagram illustrating a process of rebuildihg a failed disk.
in the storage system of Figure 1.
[0008] Figure 7 is a block diagram illustrating a portion of the data storage

system of Figure 2 in more detail.
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. DETAILED DESCRIPTION

[0009] In the fo.IIoWing detailed desbription, reference is made to the
abcompanying drawings which form a pért hereof, and in which is shown by way
of illustration specific examples in which the disclosure may be practiced. It is to
be understood that}other examples may be utilized and structural or logical
changes may be made without departing from the scope of the present
disclosure. The following detailed description, therefore, is not to be taken in a
limiting sense, and the scope of the presént disclosure is defined by the
appended claims. It is to be understood that features of the various examples
described herein may be combined, in part or whole, with each other, unless

specifically noted otherwise. |

[0010] Two common mechanisms for storing redundant data on disk drives
include mirrored reduhdancy and parity redundancy. In mirrored redundancy,
the data being stored is duplicated and stored in two'separate areas of the
storage system that are the same size and include an original data storage area
and a redundant storage area. In parity redundancy, the original data is stored

in an original data storage area and the redundant data is parity data is stored in

"a storage area size less than the size of the original data storage area.

Additionally, a data storage system may permit data to be stored in multiple
redundancy groups cb-existing within the system. For example, RAID
(Redundant Array of Independent Disks) storage sy_étems are disk array
systems in which part of the physical storage capacity is used to store redundant
data. RAID systems are typically characterized as one of several architectures
or levels, enumerated under the acronym RAID. RAID architectures can include
storage disks configured according to mirrored redundancy, parity-type
redundant storage, and RAID systems can include both mirrored redundanvcy

architectures and parity redundancy architectures.

-[0011] In the event a disk in.a RAID system fails, the data in the.array is "rebuilt,"

which is a process that typically involves issuing multiple read and/or write
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requests to the disk array. Typically, the RAID system is also available for read
and write requests from a host computer during this rebuilding process.
Unfdrtunately, host requesté and rebuild requests often require access to the
same resources in the RAID systems. The contention for resources during
rebuilds often affects either host requests, rebuild requests, or both requests. To
compound matters, many storage systems employ larger and larger disks
capable of storing more and more amounts of data. Accordingly, rebuilding data
in the storage array can take a very long time. Further, failures of other disks

during rebuild can result in permanent data loss.

[0012] Figure 1 illustrates an example computing syster‘n}20 having a host 22
connected to a data storage system 24 via an input/output (I/O) interface bus 26.
Host 22 can be a gene_ral-purpose computing device that can be configured, for
example, as a server or workstation. Host 22 can include a visual display device
28, one or more processing units 30, such as central processing units (CPU) or
general purpose-computing on graphicé processing units (GPGPU), input
devices such as a keyboard 32, and a mouse 34. Other data entry and output
peripherals may also be included, such as a printer, storage, optical drive,
network interfaces, and so forth. In the example, host 22 is coupled to a
network 36, such as a wide area network (WAN) or Internet, to serve data from

the data storage system 24 to one or more clients 38.

[0013] Data storage systém 24 represents a storage array configured to hold
user data and other information in a computer readable form. In one

implementation, data storage system 24 is a hierarchical RAID storage system

that is capable of storing data according to different and/or multiple redundancy

schemes. Host 22 provides an interface for an administrator or other user to
manage the RAID storage system, such as to run diagnostics, evaluate
performance, or set operating parameters. For ease of explanation, data
storage system 24 is described herein as a RAID system, although other types

of storage arrays could alternatively be used.

| [0014] Figure 2 illustrates host 22 and data storage system 24 in more detail.

The host 22 includes one or more processors 30, a volatile memory 42, a



10

15

20

25

30

WO 2015/114643 PCT/IN2014/000074

keyboard 32, a mouse 34, a non-volatile memory 44, and a display 28. An
administrator module 46 is stored in memory 44 and executes on processor 40.
Administrator module 46 can set various parameters of data storage system 24
and also provide management functions such as diagnostics, performance
review, or capacity analysis. Administrator module 46 supports a storage
manager user interface (Ul) 48 that presents a visual interface on the dlsplay 28.
An administrator, via Ul 48, can alter various parameters in data storage system
24 to control the priority given to host 1/0 requests versus rebuild /0 requests,

as discussed in more detail below.

[0015] Data storage system 24 includes a disk array 50 with multiple storage
disks 52, one or more disk array controllers 54, and a system manager 56, such
as a RAID management system. As used in this disclosure, a "disk" refers to
any mass storage device, typically a non-volatile, randomly accessible, and
rewriteable mass storage device. Examples of disks include magnetic disks,
optical disks, and solid state storage devices (SSD), which can include one or
more non-volatile electronic storage elements such as PROMs, EPROMs, or
EEPROMs.

[0016] Disk array controiler 54 is coupled to the disk array 50 via one or more
interface buses 58, such as a small computer system interface (SCSI). system
manager 56 is coupled to the disk array controllers 54 via an interface protocol
60. The disk array controller can include memory 62. The system manager 56
can be embodied in software, firmware, hardware, or a combination thereof, and
can be embodied as a separate component (as shown), within the disk array
controller 54, within the host 22, or other implementation. In one
implementation, system manager 56 is a software module that runs on a
processing unit of data storage system 24, or on processor 30 of computer 22.
Alternatively, system manager 56 may be executed by another processing unit,
be embodied in firmware, or be embodied in hardware such as an application
specific integ.rated circuit (ASIC). | |

[0017] Disk array controller 54 coérdinétes data transfers to and from the disk

array 50. In some examples, multiple disk array controllers are used. One or
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more redundancy groups can be im‘plemented on disk array 50 and one or more
RAID levels can be implemented in each redundancy group. Multiple disk array -
controliers enhance reliability by providing éontinuous‘backup and redundancy in

the event that one controller becomes inoperable. Parallel disk array controllers

‘can have respective mirrored memories 62 coupled together through a link. In

one implementation, the memory 62 is a battery-backed, non-volatile RAM
(NVRAM), although other types of memories could alternatively be used. The
memory 62 can store several types of information; such as a memory map of the
storage space in disk array 50, a read cache for data being read from disk array
50, a write cache for data before it is written to disk array 50. Different

configurations of disk array controller 54 and memory 62 can be used.

[0018] Failure of a disk 52 refers to all or a portion of a disk 52 becoming
inaccessible due to a problem with the disk itself or a component used in
accessing the disk such as a bus. RAID systems are equipped with
mechanisms to detect disk failures. Disk failure can result in a degraded RAID
level if the disk stores data for the RAID level.

[0019] Due to the diffei‘ent RAID levels that may possibly be stored on disk array
50, failures of different disks can result in different RAID levels being rebuilt.
The manner in which the data in the storage array is rebuilt can vary depending
on numerous factors, such as the nature of the failure, the RAID levels
employed in the array, the number of disks in the redundancy group. Examples
of rebuilding data in an array include migrating data to other disks, RAID levels,
or both so that a failed disk is not used, copying data to (or determining what
data to write and writing tr;at data to) a newly installed disk, writing data to a
designated backup or spare disk. Rebuilding of a RAID level typically involves
the reading of data from and/or the writing of data to disk array 50. Additionally,
the rebuilding process may be performed automatically in response to detecting

the failure, or alternatively may be performed in response to a user or

‘administrator request.

[0020] Storage system 24 may use virtualization concepts as a tool to enable

additional functionality and more advanced features. A logical disk is a device
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that provides an area of usable storage capacity on one or more physical disk

drive components in a computer system. Other terms for logical disk include

‘partition, logical volume, and a virtual disk (vdisk). In virtualized- storage area

networks, logical disks are presented to the operativng system on the host 22.
RAID architectures can provide logical disks from the arrays. A logical unit

number, or LUN, is a number used to‘identify a logical unit, subh as a logic disk.

[0021] A virtualization tool presents a logical space for data storage and
manages the process of mapping it to the abtual phyéical location. Virtualization
tools include a meta-data mapping table that translates the incoming (virtual)
disk identifier, and LBA (logical block addressing) to a physical disk identifier and

" LBA. Virtualization granularity depends on the implementation. Some

virtualized systems simply provide minimum granularity with disk aggregation

and the granularity is a physical disk itself. Other virtualization systems break

~down the phySIcaI disks into smaller chunks, or extents, that spread a smgle

virtual disk across many physical disks. A larger chunk includes more data. A

smaller chunk has less data and has higher granularity than a larger chunk.

[0022] Figure 3 illustrates a schematic diagram of a sét of logical disks 100, in
particular LUN 1 101, LUN 2 102, LUN 3 103, and LUN 4 104, having data
allocated in chunks 106 across a set of physical disks 108 of a selected
redundancy group 109 in a storage array 110. In the example of Figure 3,
storage array 108 cén Correspond with storage array 50. Redundancy group
109 in storage array 110 includes disk 1 111, disk 2 112, disk 3 113, disk 4 114,
disk 5 115 and can be configured to include one or more spare disks such as
spare disk 116. In the example, the redundancy group 109 is configured in a
RAID level. Chunks 106 include data in a size of a selected granularity. Figure
3 shows chunks 106 similarly allocated on each disk 1-5, 111, 112, 113, 114,
115, on physical disks 108, for ease of illustration, and other allocation
configurations are possible. A table 120 is used to map addresses of the data in
the logical disks 100 to addresses in the physical disks 108. The table 120 can
also includes metadata 122. In the example, metadata 122 includes information

124 as to which chunks include usable data, such data written to the disk vial I/O
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operations, or have chunks that have vda'ta that has been erased or zeroed, or
not written. In the example, disk 5 115 has failed, and will be rebuilt on spare

disk 116.

[0023] As cost-per-megabyte of storage continues to decrease and data appears
to have an unlimited potential for growth, storage systems are incentivized to
increase data capacity. The time used to complete a data rebuild for a failed
disk increases proportionately with the data capacity of the failed disk using

legacy techniques. The number of disk failures before permanent data loss

occurs varies by architecture, and some architectures can permanently lose data

after two disk failures. If the disk is not rebuilt before the failure of a critical
number of disks in the RAID level, data on the storage system can be
permanently lost, i.e., the data is lost and the lost data is unrecoverable. While
the time to complete a rebuild is proportional to the data capacity of the disk, the
time to complete a rebuild before permanent data loss occurs corresponds with
other factors and typically is not proportional to data capacity. Accordingly some
storage systems may encounter permanent data loss if the time to complete

rebuild is not made faster.

[0024] Legacy systems rebuild data from a disk that has failed onto a spare disk
in one of several manners. In a first manner, a legacy system will rebuild the
logical disks one at a time such as in the order the logical disks were created.
When one logical disk is rebuilt, the legacy system will rebuild another logical
disk until the rebuild of the failed disk is complete. In a second manner, a legacy
system Will rebuild a physical disk in some convenient method, such as by
physical address, cylinder or stripe, sector, line number, or other grouping of
data on a physical disk. RAID systems typically perform an online rebuild, i.e.,
where data is‘ read from remaining disks and written to the spare disk while the
host also performs I/O operations on the remaining disks. This contention for
resources causes a degradation in performance in both serving host /O

requests and rebuild requests.

[0025] Legacy systems have attempted to imprové the pérformance of the disk

array during rebuild in a number of ways. One example legacy method includes
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prioritizing the host workload with the rebuild workload such that one or the other
is preferred. In order to reduce the affect of a rebuild on host workload, request
for host 1/0 méy take priority over the rebuild. This method can extend rebuild
time or reduce host throughput. Another example legacy system a sforage
controller selects a number of redundant storage devices over which to distribute
a write-data based on loads of the processor of the storage controller and the

internal network.

[0026] Figures 4 and 5 illustrate a process of rebuilding the failed disk 5 115 onto
spare disk 6 116 while host 22 continues to serve /O requests and in
accordance with the present disclosure. In many storage systems, logical disks
exist to serve various purposes. Some logical disks 100 can have critical data
where the cost of permanent data loss is relatively very high. Other Iogicél disks
100 can have less critical data where the cost of permanent data loss in the
storage array 108 is not as high or relatively low. For example, some logical
disks 100 are replicated in other storage arrays or in other storage systems. For
these logical disks, the cost of permanent data loss in the storage array 108 is
rela'tively low because other backups exist to rebuild the logical disk. Some
logical disks fnay not include remote backups because of cost or infrastructure
limitations. |

[0027] In‘ order to address this concern, logical disks 100 are assigned a relative
priority, such as in the system manager 56, and the order the logical disks are
rebuilt is based on the priority. For example, each of the logical disks 100 is
assigned a separate relative priority. The order of the rebuild is in order of
highest priority to lowest until the all of the iogical disks 100 are rebuilt on the
spare disk 116. In another example,’c/)ne or more logical disks are given a
relatively higher priority than other logical disks. The order of rebuild is based
first on that priority. Once the prioritized logical disks are rebuilt, the remaining
logical disks can be rebuilt using one or more of the several manners of legacy

syStems or other systems.

- [0028] In-the-example, logical 'disk'3 103 is assigned the highest relative priority

of the logical disks 100 having data stored in the storage 108. Logical disk 4
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104 is assigned the next highest priority. Figure 4 illustrates data chunks 206 of
logical disk 3 10§ being rebuilt first onto spare disk 116. Once logical disk 3 103
has been rebuilt onto spare disk 116, the system manager 56 can begin
rebuilding the logical disk with the next highest priority, i.e., logical disk 4 104.
Figure 5 illustrates data chunks 216 of logical disk 4 104 being rebuilt next onto
spare disk 116. Data chunks from logical disk 1 101 and logical disk 2 102 can -

be rebuilt onto spare disk similarly, in order of priority, or in another manner.

[0029] Figure 6 illustrates an example method 300 to rebuild a failed physical
disk 110 in a storage array 108 in order of priority assigned to the logical disks
100. .One or more selected logical disks are assigned a priority level with
respect to one or more of the other logical disks 100 at 302. In one example, a
system administrator or other user can assign the priority. In another example, a
tool can analyze metadata régardihg'the logical disks 100 to assign the priority.
The tool can take into consideration such information as the type of data stored
in each of the logical disks, whether a logical disks is backed up in another
redundancy group in array 110 or in a remote storage area network, and other
relevant consideration. The tool can weigh these considerations and assign one
or more, such as each, of the logical disks a priority. The highest priority logical
disk is provided to a rebuild queue in the management system 56 at 304. The
logical drive in the rebuild queue is rebuilt on the spare disk according to RAID
techniques at 306. For example, rebuilding a physical disk in a RAID 5
architecture will include rebuilding data and constructing associated parity
information. Once the highest priority logical disk is rebuilt, the next highest
priority logical disk is rebuilt from the queue at 308 until all the logical disks 100

have been rebuilt at 310.

[0030] Often, logical disks 100 can includes irrelevant data such as at unused
portions'of the logical disks. Such irrelevant data includes data that has been
nullified or erased or data at addresses that have not been written to. Read
operations to irrelevant data waste resources particularly if such reads contend
for resources, with host I/O.requests.- ‘Chunks-106-having irrelevant data can be

marked as such in metadata 122.
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[0031] As part of rebuild 306, the metadata 122 can be read from table 120 to
determine which chunks 106 contain irrelevant data. Data chunks with irrelevant
data are not read from the physical disks 108 during the rebuild. Read
operations to the table 120 étored in memory of the storage system 24 ié

performed much more quickly than reads to the physical disks 108. Further,

- reads to table 120 to determine irrelevant data instead of to physical disks 108

eliminates a contention with host I/O requests to the physical disks 108. Chunks

106 containing irrelevant data can be written to the spare disk 116 during rebuild

without interference with host 1/O requests thus impro'ving performance of the

| storage system 24 during rebuild.

[0032] Rebuild 306 can also be based on other policy considerations. In one
example, either the rebuild or the host /O requests can be given priority over the
other. For example, a system administrator or other tool can assign or preselect
a priority to either host requests or rebuild requests. If a priority is assigned, that
priority is taken into consideration during the rebuild operation 306. In one
example, rebuild requests are assigned a high, neutral, or low priority. In the
case of a high priority, host requests are throttled in favor of rebuild requests‘. In
the case of a low priority, rebuild fequests are throttled in favor of host requests.
In the case of a neutral priority, neither host requests nor rebuild request are
throttled, and rebuild is performed in a default mode. In another example,
additio.nal priority levels, such as very high, high, neutral, low, very low, can be

assigned with corresponding relative throttles. In one example of throttling, the

- number of threads in a process dedicated to host requests or rebuild request

can be increased up to a maximum amount, decreased to a minimum amount,

‘or adjusted to some other amount in between maximum and minimum.

[0033] In addition to a preselected rebuild priorities, or instead of 'them, the
system manager 56 can dynamically set rebuild priority during rebuild. A
dynamically set priority takes into consideration system performance and other
information to change priorities'from either default or otherwise preselected

priorities to.further.improve.performance of the-storage-system 24:

10
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[0034] In one example of dynamically setting priorities during the rebuild 306,
one or more of the physical disks 108 in redundancy group 109 can include
features to detect and report on various indicators of reliability that are applied to
anticipate failures in the physical disks. One such set of features can be found
in the Self-Monitoring. Analysis and Reporting Technologies, or SMART, having
technical documentation in the AT Attachment, or ATA, Standard., such- as
Section 4.21 in the revision of September 6, 2008. Rebuild priority can be
increased automatically if a failure of another physical disk 108 in the
redundancy group 109 is anticipated. Alternatively, rebuild priority can be
decreased or set to neutral if physical disks 108 are indicated to be in better than

expected working order.

[0035] In another example of dynamically setting priorities during the rebuild 306,
the system manager 56 can anticipate periods of Iowert host request. The
system manager can be equipped with a tool to track patterns of host requests.
Based on the tracked patterns, the system manager 56 can provide a prediction
as to periods of high and low host activity with respect to the storage system 24.
For example, the patterns can be used to predict periods where the relative
amount host requests is high or the typé of host requests are intensive in
contrast with periods where the relative host usage of storage system 23 ié low.
The system manager applies these predictions to reduce or set to neutral the
rebuild priority during periods of anticipated high host usage to improve host 1/0
performance. The system manager cén also apply these predictions to
accelerate rebuilds during periods of anticipated low host usage to improve

rebuild time.

[0036] Additionally, typical RAID systems serve requests unevénly on the
physical disks 108. For example, some physical disks 108 may be busier than
other disk in the redundancy group 109 serving host requests or rebuild
requests. System manager 56 can track which disks are busier than others, and
then allocate the rebuild 306 to the leés busy drives. In the case where one or
more drives are.busy performing the rebuild 306, the less busy disks can be

accessed to perform rebuild in paraliel.

11
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[0037] The RAID level of the failed disk can also be a factor on rebuilding priority
or on rebuilding acceleratioh. in one example, a rebuild may be accelerated if
the failed disk is part of a RAID level that will permanently lose data if another
disk in the redundancy group fails, or if two disks fail and one is indicated as
anticipated failing from SMART technology. Further, if two different redundancy
groups have failed disks, priority can be given to certain RAID levels over other
RAID levels. In one example, a failed disk in a RAID 5 redundancy group Can

received priority over a failed disk in a RAID 6 redundancy group.

[0038] Figure 7 iIlUstrates system manger 56 in more detail inciuding features
described above. System manager 56 includes a request queue 66, a queue
controller 68, a priority identifier 70, a request dispatcher 72, a rebuild controller
74, and a request processor 76. Rebuild controller 74 manages the rebuilding of
data in any of the one or more RAID levels maintained by disk array 50 in the
event that one or more of disks 52 fails. System manager 56 can be
implemented as hardware, firmware, software, or any combination thereof. For
example, all of part of the system manager 56 can be implemehted as a
computer storage medium storing computer executable instructions to perform a
method. Computer storage media in this disclosure does not include a'transitory

propagating signal. -

[0039] Request queue 66 can include a Iogical'queue structure that is an
abstraction of the actual queue mechanism implementation. Request queue 66
can be implemented in any of a wide variety of manners. Examples of such
implementations include: a single queue may be used into which all I/O requests
- regardless of whether the request is from the host or rebuild - are placed;
multiple queues may be used and 1/O requests piaced' in one queue while
rebuild requests are placed in another queue, or alternatively requests of
different priorities may be placed into different queues; a simple list may be
maintained of the requests and time of receipt of each request and optionally

priority of each request.

[0040] Request queue 66 stores [/O requests targeting disk array 50 and to be

processed by controller 54. These 1/O requests can originate with host 22 or

12
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alternatively rebuild controller 74, and can be input and/or output requests such

~as read requests, write requests, or other requests. In one example, requests

are input to request queue 66 via queue controller 68, although alternatively
requests could be input to request queue 66 directly via host 22 or rebuild
controller 74. Requests can be input to requesi queue 66 in different manners,
such as in the order they are received or according to some other ordering as

discussed.

[0041) Requests are retrieved from request queue 66 by'fequest dispatcher 72
and forwarded to request processor 76 for processing. Processing of a request
varies based on the type of requést, but generally refers to performing any of the
actions necessary to carry out the request. These actions may include, for
example, calculating parity values, writing data to one or more disks, or reading
data from one or more disks. Request dispatcher 72 can retrieve requests from
request queue 66 in the order they were placed in the queue, or alternatively

according to some other ordering.

[0042] Priority identifier 70 determines whether host I/O requests or rebuild {/O
requests should have priority over the other or how much priority one should
have over the other. The behavior of queue controller 68 and/or request
dispatcher 72 may change based on whet.her host 1/O requests or rebuild /O

requests should have priority over the other.

[0043] The system manager 56 also includes a rebuild priority controller 80 for
improving the ‘performance of a rebuild. The rebuild priority controlier 80
includes a prioritizer 82, a priority queue 84, a tracker 86, and a predictor 88.
The prioritizer 82 assigns relative priorities to the logical disks and determines
an order to the logical disks 100 to be rebuilt. The order is presented to rebuild
queue 84, which cah be constructed similarly to the request queue 66. The
prioritizer 82 also assigns RAID level priority, and other rebuild priorities applied
during rebuild.. Dynamic rebuild priorities Can be determined from the tracker 86
and predictor 88. In one example, the tracker 86 receives information regarding
the reliability of the Jvorking_ physical disks-andvprovides it td the predictor 88,

which anticipates failures. Further, the tracker 86 receives data from the priority
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identifier 70 regarding host requests and rebuild request, and predicts periods of
low host requests. Further the tracker 86 receives data from the request
proceséor 76 to determine which disks 108 are being read for rebuild operations
and which disks 108 are processing host requests. This information can be

provided to the predictor 88 to make dynamic determinations.

[0044] An example process is set forth below:

Disk Rebuild Performance Optimizer (inparam: redundancyGroup)

{

//lLuns are rebuilt in order of priority
//List all the policies from the engine

lun_priority //in this example, values are 1 - n
rebuild priority // Values can be high/neutral/low) ( high -> rebuild has
// priority, neutral -> default policy, low -> host
requests
// have priority )
rebuild_adaptive operation // Values can be yes/no . If yes-> firmware will
// track the host request patterns and predict the
// future host workload and adapt the rebuild

// operation priocrity. No-> default behavior)

// Get all the affected luns from the redundancy group and arrange them based on the
//° given.lun priority and raid level policy

For each lun in the redundancy group
{ // Get rebuild priority for the lun
If(lun_priority OR raid_level priority)
{ // Lun will be inserted into the queue based on priority
InsertLunToPriorityQueue (lun , priorityQueue , priority):;
}
}

// Rebuild priority is set higher than the host workload option
// Option to make the rebuild process high priority than the host workload

rebuild priority //For high = 1 and low =0 (default)
IF(rebuild priority)
// Get the resources by reducing the host workload® and accelerating
// .rebuild, i.e., throttle the host workload. The rebuild level = 0 to

// 100 where 0 is least priority

ChangeLunsQueueDepthAndThrottlingLimit ( level):
}

For each lun in priority Queue

{
// Select the next highest priority lun from priority queue

PerformRebuild(lun);

14
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Sub perform rebuild(lun)
{ .
While (Chunks remaining to rebuild for the lun)

{ .
// 3. Option to make the rebuild having higher priority with maximum resource

// when the host workload is less rebuild_adaptive operation //For high = 1
// and low=0(default)

If{rebuild_adaptive_operation)
{

// Monitor the host work load and predict the dip time to accelerate the
// rebuild operation.

If (ExpectedHostWorkload (Chunks_rebuild time) == LESS)
{
SetNumRebuildThreads (MAX) ;
}
Else
{
SetNumRebuildThreads (DEFAULT) ;
}

}

If (another disk drive failure predicted in the same redundancy group)

{
// Accelerate the rebuild and throttle the host workload

SetNumRebuildThreads (MAX) ;
ChangelLunsQueueDepthAndThrottlinglimit ( level);

// 1f rebuild has the highest priority then send the rebuild request as SCSI HOQ

// (Head Of Queue) to the busy drives. Perform Rebuild for data chuncks by
issuing )

// the reads doing data regeneration. For example : For RAID 5 read the data
from

// the remaining drives and XOR

For each disk in set of remaining drives
{
If(disk extent is irrelevant data)
{
// Skip the read operation
}
Else

// Issue the read operation
‘ } '
// Perform XOR

}

15
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[0045] Although sbecific examples have been illustrated and described herein, a
Variety of alternate and/or equivalent implementations may be substituted for the
specific examples shown and described without departing from the scopé of the
present disclosure. | This application is intended to cover any adaptations or
~ variations of the specific examples discussed herein. Therefore, it is intended

that this disclosure be limited only by the claims and the equivalents thereof.
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CLAIMS

1. A method of rebuilding data stored on a failed physical disk in a

storage array, comprising:

assigning a highest priority to a logical disk of a plurality of logical

disks having data stored in the storage array;

selecting the logical disk assigned the highest priority to be rebuilt

prior to other logical disks in the plurality of logical disks; and

dynamically assigning other priorities during rebuilding the failed disk

from the logical disk assigned with the highest priority.

2. The method of claim 1 wherein selecting the other logical disk to be

rebuilt based on an assigned relative priority.

3. The method of claim 1 wherein selecting includes placing the logical
disk assigned the highest priority in a rebuild queue of a storage system

manger.

4. The method of claim 1 wherein dynamically assigning other priorities
includes detecting indicators related to anticipating failures of a working
physical disk in the storage array, and accelerating the rebuilding if the

working physical disk if indications that an anticipated failure are detected.

5. The method of claim 1 wherein dynamically assigning other priorities

" includes predicting periods of low host requests and accelerating rebuilding

during periods of predicted low host requests.
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6. The method of claim 5 wherein predicting periods of low host requests
includes predicting periods of high host requests and decelerating rebuilding
during periods of predicted high host requests.

7. The method of claim 1 wherein dynamically assigning other priorities
includes increasing an amount of threads for rebuilding the failed disk to

accelerate rebuilding.

8.  The method of claim 7 including decreasing an amount of threads for
host requests to accelerate rebuilding.

9. A computer readable storage medium storing computer executable
instructions for controlling a computing device to perform a method of
rebuilding data stored on a failed physical disk in a storage array, the

method comprising:

assigning a highest priority to a logical disk of a plurality of logical

disks having data stored in the storage ar'ray;
tracking data chunks of the logical disks having irrelevant data;

selecting the logical disk assigned the highest priority to be rebuilt
prior to other logical disks in the plurality of logical disks wherein rebuilding
includes not reading data from data chunks having irrelevant data; and

dynamically assigning other priorities during rebuilding the failed disk
from the logical disk assigned with the highest priority.

10.  The computer readable storage medium of claim 9 including writing
irrelevant data to a spare disk to data chunks having irrelevant data.
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11. A system, comprising: to rebuilding data stored on a failed physical

disk in a storage array, comprising:
a host having a memory and a processor; and

a storage array including a plurality of physical disks configured to

store data from a plurality of logical disks, wherein:

each logical disk in the plurality of logical disks having data stored on
the failed physical disk is assigned a distinguishable priority level from

highest priority to lowest priority; and

the plurality of logical disks are rebuilt in an order of highest priority to

lowest priority; and

dynamic priorities are assigned to the logical disks during rebuilding of
the failed disk from the logical disk assigned with the highest priority.

12.  The system of claim 11 wherein the plurality of logical disks includes

all logical disks stored in a redundancy group of the failed physical disk.

13.  The system of claim 11 wherein the priority is assigned based on

whether a logical disk is backed-up in another storage array.

14.  The system of claim 11 wherein the priority is assigned based on

types of data stored in the plurality of logical disks.

15.  The system of claim 11 wherein the highest priority logical disk is
completely rebuilt prior to rebuilding a next highest priority logical disk is

begun.
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