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REAL-TIME MATTING OF FOREGROUND/BACKGROUND IMAGES

[002] INVENTORS: PIERRE BENOIT BOULANGER and YILEI ZHANG
[003] CROSS REFERENCE TO RELATED APPLICATIONS

[004] This application claims priority of U.S. provisional patent application serial no.
61/181,495 filed May 27, 2009 and U.S. regular patent application serial no.
12/727,654 filed March 19, 2010 and hereby incorporates these applications by
reference herein in their entirety.

[005] TECHNICAL FIELD

[006] The present disclosure is related to the separation of foreground and
background images using a fusion of self-registered color and infrared (“IR”) images,
in particular, a sensor fusion system and method based on an implementation of a
closed-form natural image métting algorithm tuned to achieve near real-time
performance on current generation of the consumer level graphics hardware.

[007] BACKGROUND

[008] Many tasks in computer vision involve bi-layer video segmentation. One
important application is in teleconferencing, where there is a need to substitute the
original background with a new one. A large number of papers have been published
on bi-layer video segmentation. For example, background subtraction techniques try
to solve this problem by using adaptive thresholding with a background model [1].
[009] One of the most well known techniques is chroma keying which uses blue

or green backgrounds to separate the foreground objects. Because of its low
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cost, it is heavily used in photography and cinema studios around the world. On
the other hand, these techniques are difficult to implement in real office
environment or outdoors as the segmentation results depend heavily on constant
lighting and the access to a blue or green background. To remediate this
problem, some techniques use learned backgrounds using frames where the
foreground object is not present. Again, those techniques are plagued by
ambient lighting fluctuations as well as by shadows. Other techniques perform
segmentation based on stereo disparity map computed from two or more
cameras [2, 3]. These methods have several limitations as they are not robust to
illumination changes and scene features making dense stereo map difficult to get
in most cases. They also have low computational efficiency and segmentation
accuracy. Recently, several researchers have used active depth-cameras in
combination with a regular camera to acquire depth data to assist in foreground
segmentation [4, 5]. The way they combine the two cameras, however, involves
scaling, re-sampling and dealing with synchronization problems. There are some
special video cameras available today that produce both depfh and red-green-
blue (“RGB”) signals using time-of-flight, e.g. ZCam [6], but this is a very complex
technology that requires the development of new miniaturized streak cameras
which are hard to produce at low cost.

[010] It is, therefore, desirable to provide a system and method for the bi-layer
video segmentation of foreground and background images that overcomes the
shortcomings in the prior art.

[011] SUMMARY

[012] A new solution to the problem of bi-layer video segmentation is provided in

terms of both hardware design and in the algorithmic solution. At the data
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acquisition stage, infrared video can be used, which is robust to illumination
changes and provides an automatic initialization of a bitmap for foreground-
background segmentation. A closed-form natural image matting algorithm tuned
to achieve near real-time performance on currently available consumer-grade
graphics hardware can then be used to separate foreground images from
background images.

[013] Broadly stated, a system is provided for the near real-time separation of
foreground and background images of an object illuminated with visible light,
comprising: an infrared (“IR”) light source configured to illuminate the object with
IR light, the object located in a foreground portion of an image, the image further
comprising a background portion; a color camera configured to produce a color
video signal; an IR camera configured to produce an infrared video signal; a
beam splitter operatively coupled to the color camera and to the IR camera
whereby a first portion of light reflecting off of the object passes through the beam
splitter to the color camera, and a second portion of light reflecting off of the
object reflects off of the beam splitter to the IR camera; an interference filter
operatively disposed between the beam splitter and the IR camera, the
interference filter configured to allow IR light to pass through to the IR camera;
and a video processor operatively coupled to the color camera and to the IR
camera and configured to receive the color video signal and the IR video signal,
the video processor further comprising video processing means for processing
the color and IR video signals to separate the foreground portion of the image
from the background portion of the image and to produce an output video signal

that contains only the foreground portion of the image.
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[014] Broadly stated, a method is provided for the near real-time separation of
foreground and background images of an object illuminated with visible light, the
method comprising the steps of: illuminating the object with infrared (“IR”) light;
producing a color video image of the object, the color video image further
comprising a color foreground portion and a color background portion; producing
an IR video image of the object, the IR video image further comprising an IR
foreground portion and an IR background portion; producing a refined trimap from
the color video image and the IR video image, the refined trimap defining a trimap
image of the object further comprised of a foreground portion, a background
portion and an unknown portion; producing an alpha matte from the color video
image and the refined trimap; and separating the color foreground portion from
the color background portion of the color video image by applying the alpha matte
to the color video image.

[015] Broadly stated, a system is provided for the near real-time separation of
foreground and background images of an object illuminated with visible light,
comprising: means for illuminating the object with infrared (“IR") light; means for
producing a color video image of the object, the color video image further
comprising a color foreground portion and a color background portion; means for
producing an IR video image of the object, the IR video image further comprising
an IR foreground portion and an IR background portion; means for producing a
refined trimap from the color video image and the IR video image, the refined
trimap defining a trimap image of the object further comprised of a foreground
portion, a background portion and an unknown portion; means for producing an

alpha matte from the color video image and the refined trimap; and means for
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separating the color foreground portion from the color background portion of the
color video image by applying the alpha matte to the color video image.

[016] BRIEF DESCRIPTION OF THE DRAWINGS

[017] Figure 1 is a block diagram depicting a system to acquire color and
infrared input images for foreground/background separation.

[018] Figure 2 is a pair of images depicting synchronized and registered color
and infrared images where the color image is shown in gray-scale.

[019] Figure 3 is a pair of images depicting the color image and its
corresponding trimap where the images are shown in gray-scale.

[020] Figure 4 is a block diagram depicting a system for processing the
foreground/background separation of an image pair.

[021] Figure 5 is a flowchart depicting a process for foreground/background
separation of an image pair.

[022] Figure 6 is a flowchart depicting a process of creating and refining a trimap
in the process of Figure 5.

[023] Figure 7 is a flowchart depicting a process of applying a closed-form
natural image matting algorithm on a color image and the refined trimap of Figure
6.

[024] DETAILED DESCRIPTION OF EMBODIMENTS

[025] Referring to Figure 1, a block diagram of an embodiment of data
acquisition system 10 for the bi-layer video segmentation of foreground and
background images is shown. In this embodiment, the foreground of a scene can
be illuminated by invisible infrared (“IR") light source 12 having a wavelength
ranging between 850 nm to 1500 nm that can be captured by infrared camera 20

tuned to the wavelength selected, using narrow-band (£ 25 nm) optical filter 18 to
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reject all light except the one produced by IR light source 12. In a representative
embodiment, an 850 nm IR light source can be used but other embodiments can
use other IR wavelengths as well known to those skilled in the art, depending on
the application requirements. IR camera 20 and color camera 16 can produce a
mirrored video pair that is synchronized both in time and space with video
processor 22, using a genlock mechanism for temporal synchronization and an
optical beam splitter for spatial registration. With this system, there is no need to
align the images using complex calibration algorithms since they are guaranteed
to be coplanar and coaxial.

[026] An example of a video frame captured by the apparatus of Figure 1 is
shown in Figure 2. As one can see, IR image 24 captured using system 10 of
Figure 1 is a mirror version of color image 26 captured by system 10. This is due
to the reflection imparted on IR image 24 by reflecting off of beam splitter 14.
Mirrored IR image 24 can be easily corrected using image transposition as well
known to those skilled in the art.

[027] In one embodiment, system 10 can automatically produce synchronized IR
and color video pairs, which can reduce or eliminate problems arising from
synchronizing the IR and color images. In another embodiment, the IR
information captured by system 10 can be independent of illumination changes;
hence, a bitmap of the foreground/background can be made to produce an initial
image. In a further embodiment, IR light source 12 can add flexibility to the
foreground definition by moving IR light source 12 around to any object to be
segmented from the rest of the image. In so doing, the foreground can be
defined by the object within certain distance from IR source 12 rather than from

the camera.
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[028] One aspect of IR image 24 is that it can be used to predict foreground and
background areas in the image. IR image 24 is a gray scale image, in which
brighter parts can indicate the foreground (as illuminated by IR source 12).
Missing foreground parts must be within a certain distance from the illuminated
parts.

[029] To separate foreground object from background, a closed-form natural
image matting technique [12] can be used. Formally, image-matting methods
takes as input an image 7, which is assumed to be a composite of a foreground
image F and a background image B. The color of the i-th pixel can be assumed
to be a linear combination of the corresponding foreground and background

colors:

030] I; = a;F; + (1 — ay)B; 1)

[031] where (y. is the pixel's foreground opacity. The collection of all ¢y, is

denoted as an alpha matte of the original image 1. With the generated alpha
matte, one has the quantitative representation of how the foreground image and
the background image are combined together, thus enabling the separation of the
two.

[032] In natural image matting, all quantities on the right-hand side of the
compositing equation (1) are unknown, therefore, for a three-channel color
image, at each pixel there are three equations and seven unknowns. This is a
severely under-constrained problem, which requires some additional information
in order to be solved — the trimap. A trimap, usually in the form of user scribbles,

is a rough segmentation of the image into three regions:

[033] i) foreground ( gy, = 1);
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[034] ii) background ( ¢y, = 0); and
[035] iii) unknown.
[036] The matting algorithm can then propagate the foreground/background

constraints to the entire image by minimizing a quadratic cost function, deciding

¢ for unknown pixels.

[037] The fact that user inputs are necessary to sketch out the trimap hinders
the possibility of matting in real-time. In one embodiment, however, IR image 24
in which the foreground object is illuminated by IR source 12 can be used as the
starting point of a trimap and eliminates the need for user inputs. This can
enable the matting algorithm to be performed in real-time. An estimate of the
foreground area can be found by comparing IR image 24 against a

predetermined threshold to produce a binary IRMask that can be defined as:

1,if IR; > T

[038] IRMask; = {G otherwise

@)

[039] where T can be determined automatically using the Otsu algorithm [11].
[040] Using the binary image, one can generate the estimated trimap by some

more morphological operations [12] that can be defined as follows:

[041] F = {plp € IRMask. erosion{(s1)}
[042] B = {p|p € ~(IRMask.dilation(s2))}

[043] Unknown = {plp € ~(F + B)} (3)

[044] where F stands for the foreground mask in the trimap, B stands for the

background mask, and Unknown stands for the undecided pixels in the trimap. s71
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and s2 are user-defined parameters to determine the width of the unknown
region strip. Referring to Figure 3, color image 28 (shown in gray-scale) and its
trimap 30 is shown. Trimap 30 comprises of foreground region 32, background
region 36 and unknown region 34. Trimap 30 can be an 8-bit grayscale image
color-coded as defined below:
0ifieB

[045] Trimap; = 255ifi€eF
\128 if i € Unknown

[046] In one embodiment, accumulated background can be introduced to further
improve the quality of trimap 30. Without discreet user interaction, the fully
automated IR driven trimap generation can be oblivious to fine details, for
example, it can completely neglect a hole in the foreground objects whose radius
is smaller than s2 due to the dilation process in equation (4). To counter this, a
stable background assumption can be made, and a recursive background
estimation method can be used [14] to maintain a single-frame accumulated
background; then the current color image frame can be used to compare against
the accumulated background and get a rough background mask; the holes in the
foreground objects, therefore, can be detected in these rough background masks.
The new background region in trimap 30 can then be a combination of two

sources:

(5)

p € ~(IRMask. dilatian(SZ))}}

0471 B =3p - ;
10471 {p U {pl I, — AccumBg,| < t|

[048] This technique cannot deal with dynamic background, as the accumulated

background would be faulty, hence, no useful background estimates can be
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extracted by a simple comparison between the wrongly accumulated background
and the current color frame.

[049] With the refined trimap and the color image, the closed-form natural image
matting algorithm can be used to separate the foreground from background. In
this embodiment of implementation, speed is a key concern as a real-time system
is being targeted. Those skilled in the art know the high intensity of computation
required by a natural image matting algorithm, thus some customizations can be
made to achieve this. In one embodiment, all the steps mentioned below can be
implemented on a graphics processing unit (“GPU”) to fully exploit the parallelism
of the matting algorithm and to harness the parallel processing prowess of the
new generation GPUs. This processing in whole can be performed at 20 HZ on a
GTX 285 graphics card as manufactured by NVIDIA Corporation of Santa Clara,
California, U.S.A., as an example.

[050] Hardware Implementation

[051] Figure 4 illustrates one embodiment of a system (shown as system 400)
that can carry out the above-mentioned algorithm. The two cameras (color
camera 404 and IR camera 408) can be synchronized or “genlocked’ together
using gunlock signal 412 of color camera 404 as the source of a master clock.
One example of a suitable color camera is a model no. CN42H Micro Camera as
manufactured by ElImo Company Ltd. of Cypress, California, U.S.A. A suitable
example of an IR camera is a model no. XC-E150 B/W Analog Near Infrared
camera as manufactured by Sony Corporation of Tokyo, Japan.

[052] Color video signal 406 from color camera 404 and IR video signal 410
from IR camera 408 can then be combined together using side by side video

multiplexer 416 to ensure perfect synchronization of the frames of the two video
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signals. An example of a suitable video multiplexer is a 496-2C/opt-S 2-channel
S-video Multiplexer as manufactured by Colorado Video, Inc. of Boulder,
Colorado, U.S.A. High-speed video digitizer 420 can then convert the video
signals from multiplexer 420 into digital form where each pixel of the multiplexed
video signals can be converted into 24 bits integer corresponding to red, green or
blue (“‘RGB"). An example of a suitable video digitizer is a VCE-Pro PCMCIA
Cardbus Video Capture Card as manufactured by Imperx Incorporated of Boca
Raton, Florida, U.S.A. In the case of the IR signal, the integer can be set to be
- R=G=B. Digitizer 420 can then directly transfer each digitized pixel info main
memory 428 of host computer 424 using Direct Memory Access (DMA) transfer
to obtain a frame transfer rate of at least 30Hz. Host computer 424 can be a
consumer-grade general-purpose desktop personal computer. The rest of the
processing will be carried out with the joint effort of central processing unit
(“CPU”) 432 and GPU 436, all interconnected by PCI-E bus 440.
[053] In one embodiment, the method described herein can be Microsoft®
DirectX® compatible, which can make the image transfer and processing directly
accessible to various programs as a virtual camera. The concept of virtual
camera can be useful as any applications such as Skype®, H323 video
conferencing system or simply video recording utilities can connect to the camera
as if it was a standard webcam. In another embodiment, host computer 424 can
comprise one or more software or program code segments stored in memory 428
that are configured to instruct one or both of CPU 432 and GPU 436 to carry out
the methods described herein. In a representative embodiment, the software can
be configured to instruct GPU 436 to carry out the math-intensive calculations

required by the methods and algorithms described herein. As known to those
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skilled in the art, a general purpose personal computer with a CPU operating at 3
GHz can perform up to approximately 3 giga floating-point operations per second
(“GFLOP”) whereas the NVIDIA GTX 285 graphics card, as described above, can
perform up to approximately 1000 GFLOP. In this representative embodiment,
host computer 424 can comprise the software that can control or instruct GPU
436 to carry out the closed-form natural image matting algorithm including, but
not limited to, the steps for data preparation, down-sampling, image processing
and up-sampling as noted in step 520 as shown in Figures 5 and 7, and as
described in more detail below, whereas the steps concerning the receiving of the
color and IR video signals from the color and IR cameras, and their integration
with the DirectX® framework, can be carried out by CPU 432 on host computer
424,

[054] Referring to Figures 5, 6 and 7, one embodiment of the method (shown as
process 500 in Figure 5) described herein can include the following steps.

[055] 1. Acquire color and infrared images at steps 504 and 508, respectively.
[056] 2. At step 512 (which is shown in more detail in Figure 6), use Otsu
thresholding to get the initial IRMask at step 604.

[057] 3. Use morphological operations on the IRMask at step 608 to get the
initial trimap at step 612.

[058] 4. Compare the accumulated background from step 544 and the color
image from step 504 at step 616 to create a accumulated background mask at
step 620.

[059] 5. Combine the initial trimap from step 612 and the accumulated

background mask from step 620 to obtain a refined trimap at step 516.
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[060] 6. At step 520 (which is shown in more detail in Figure 7), down-sample
the color image from step 504 at steps 704 and 708, and down-sample the
refined trimap from step 516 at steps 712 and 716.

[061] 7. Prepare the matting Laplacian matrix for the linear sparse system using
the down-sampled color image and refined trimap from steps 708 and 716 at
steps 720 and 724.

[062] 8. Solve the linear sparse system using CNC solver at step 728 to get the
down-sampled foreground alpha matte at step 732.

[063] 9. Up-sample the foreground alpha matte at step 736 to get the final alpha
matte at step 524.

[064] 10. Extract foreground and background from the color image at step 528
using the final alpha matte from step 524.

[065] 11. Use the extracted background at step 536 to refine the accumulated
background at step 540 to produce the accumulated background at step 544.
[066] 12. The extracted foreground at step 532 can then be composited with a
new background or simply sent over to the receiving end of the teleconferencing
without any background image.

[067] Referring the Figure 7, the following discusses step 520, as shown in
Figure 5, in more detail.

[068] Step 1: Down-sampling of the color input image and the refined trimap.
[069] At steps 704 and 712, color image input 504 and refined trimap 516 can
be down-sampled, respectively. The down-sampling rate should be carefully
chosen as too large of a sampling rate would degrade the alpha matte result too
much, while too small of a sampling rate would not improve the speed as much.

In one embodiment, a down-sampling rate of 4 applied on a 640*480 standard
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resolution image (i.e., down-sampled to 160*120) can provide a good balance
between performance and quality. It is obvious to those skilled in the art that a
bi-linear interpolation, a nearest-neighbour interpolation or any other suitable
sampling technique can be used to achieve this. In a representative
embodiment, a bi-cubic interpolation can be applied.

[070] For the trimap, it is important to notice that “0”, “128" and “255" are the
only valid values. Thus, after the initial pass of the down-sampling process, a
thresholding pass can be applied to set the new trimap values to the nearest
acceptable values.

[071] Step 2: Preparation of the matting Laplacian.

[072] At steps 720 and 724, a closed-form natural image matting matrix of the

color input image can be created using a linear sparse system. For an input

image size of W and h , let N=w=*h ywhere the Laplacian L can be a
NN matrix whose (E,_f jﬁ th element can be defined as:
8 —— (L + (I — )
U gl i el (6)
[073] Zk|(i,j)ews .
(Zet+58) G- m)
#H

[074] where:
[075] % is the element whose 3x3 square neighbourhood window;
[076] @& should contain both ¢ th and / th element, therefore, it is easy to see

that¢ and/ have to be close enough to have a valid set of ¥ ;

5 5,.:{ 1ifi=j
[077] ©i is the Kronecker delta where ~ ¥~ 10 otherwise:

[078] vkl is the size of the neighbourhood window:
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[079] I%f and I}' are the * th and J th 3x1 RGB pixel vector from the color
image;
[080] & is a 3x1 mean vector of the colors in the window @ ;

[081] YXis a 3x3 covariance matrix;

[082] I3 is the 3x3 identity matrix; and

[083] € is a user-defined regularizing term.
[084] To actually extract the alpha matte matching the trimap, the following

equation is to be solved:

085] a = argmin(a’La + A(a” — bI)D.(a — b))

[086] where:
[087] & is the alpha matte;
[088] 4 is some large number;

[089] Ds is a ¥ *¥ diagonal matrix whose diagonal elements are one for
constrained pixels (foreground or background in the trimap) and zero for
unknown pixels;

[090] b is the vector containing the specified alpha values for the constrained
pixels and zero for all other pixels.

[091] This amounts to solving the following sparse linear system:

[092] (L + AD.)a = Ab, (8)

[093] Step 3: Solving the linear sparse system.
[094] It is obvious to those skilled in the art that solving sparse linear systems is

a well-studied problem, resulting in a lot of existing solutions. In a representative
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embodiment, a Concurrent Number Cruncher (“CNC") sparse linear solver [13]
can be used at step 728, which is written in Compute Unified Device Architecture
computer language (“CUDA™") and can run on GPUs in parallel, which can
further ensure the solver to be one of the fastest available. The alpha matte can
be obtained at step 732 after the solver converges.

[095] Step 4: Up-sampling to recover the alpha matte of the original size.

[096] At step 736, bi-cubic interpolation can be used in the up-sampling of the
down-sampled foreground alpha matte.

[097] Although a few embodiments have been shown and described, it will be
appreciated by those skilled in the art that various changes and modifications
might be made without departing from the scope of the invention. The terms and
expressions used in the preceding specification have been used herein as terms
of description and not of limitation, and there is no intention in the use of such
terms and expressions of excluding equivalents of the features shown and
described or portions thereof, it being recognized that the scope of the invention
is defined and limited only by the claims that follow.
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WE CLAIM:
1. A system for the near real-time separation of foreground and background
images of an object illuminated with visible light, comprising:

a) an infrared (“IR") light source configured to illuminate the object with
IR light, the object located in a foreground portion of an image, the
image further comprising a background portion;

b) a color camera configured to prodube a color video signal;

c) an IR camera configured to produce an infrared video signal;

d) a beam splitter operatively coupled to the color camera and to the
IR camera whereby a first portion of light reflecting off of the object
passes through the beam splitter to the color camera, and a second
portion of light reflecting off of the object reflects off of the beam
splitter to the IR camera;

e) an interference filter operatively disposed between the beam splitter
and the IR camera, the interference filter configured to allow IR light
to pass through to the IR camera; and

f) a video processor operatively coupled to the color camera and to
the IR camera and configured to receive the color video signal and
the IR video signal, the video processor further comprising video
processing means for processing the color and IR video signals to
separate the foreground portion of the image from the background
portion of the image and to produce an output video signal that

contains only the foreground portion of the image.
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2. The system as set forth in claim 1, wherein the video processing means
further comprises means for producing a trimap image of the object from
the color video signal and the IR video signal.

3. The system as set forth in claim 2, wherein the video processing means
further comprises means for producing an alpha matte from the color video
signal and the trimap image.

4. The system as set forth in claim 3, wherein the video processing means
further comprises means for applying the alpha matte to the color video
signal to separate the foreground portion of the image from the
background portion of the image.

5. The system as set forth in claim 3, wherein the means for producing the
alpha matte further comprises means for carrying out an algorithm to
produce the alpha matte.

6. The system as set forth in claim 5, wherein the algorithm comprises a
closed-form natural image matting algorithm.

7. The system as set forth in claim 1, wherein the video processor comprises
a video digitizer for digitizing the color and IR video signals, and a general
purpose computer operatively connected to the video digitizer, the general
purpose computer further comprising:

a) a central processing unit (“CPU");

b) a graphics processing unit (“GPU”) operatively connected to the
CPU; and

c) a memory operatively connected to the CPU and the GPU, the
memory configured to contain at least one program code segment

comprising instructions for one or both of the CPU and the GPU to
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separate the foreground portion of the image from the background
portion of the image and to produce an output video signal that
contains only the foreground portion of the image.
The system as set forth in claim 7, wherein the at least program code
segment comprises instructions for one or both of the CPU and the GPU
to produce a trimap image of the object from the color video signal and the
IR video signal using an Otsu thresholding technique.
The system as set forth in claim 7, wherein the at least program code
segment comprises instructions for one or both of the CPU and the GPU
to produce an alpha matte from the color video signal and the trimap
image using a closed-form natural image matting algorithm.
The system as set forth in claim 2, wherein the video processing means
further comprises means to produce and refine an accumulated
background image of the background portion of the image.
The system as set forth in claim 10, wherein the means for producing the
trimap image is operatively configured to produce the trimap image of the
object from the color video signal, the IR video signal and the accumulated

background image.
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A method for the near real-time separation of foreground and background

images of an object illuminated with visible light, the method comprising

the steps of:

a)

b)

d)

f)

illuminating the object with infrared (“IR") light;

producing a color video image of the object, the color video image
further comprising a color foreground portion and a color
background portion;

producing an IR video image of the object, the IR video image
further comprising an IR foreground portion and an IR background
portion;

producing a refined trimap from the color video image and the IR
video image, the refined trimap defining a trimap image of the
object further comprised of a foreground portion, a background
portion and an unknown portion;

producing an alpha matte from the color video image and the
refined trimap; and

separating the color foreground portion from the color background
portion of the color video image by applying the alpha matte to the

color video image.

The method as set forth in claim 12, wherein the step of producing the

refined trimap further comprises the steps of:

a)

b)

applying an Otsu thresholding technique to the IR video signal to
produce an initial IR mask;
performing morphological operations on the initial IR mask to

produce an initial trimap image; and
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C) combining the color video image with the initial trimap to produce
the refined trimap.

The method as set forth in claim 12, wherein the step of producing the

alpha matte further comprises the steps of:

a) down-sampling the color video image;

b) down-sampling the IR video image;

c) applying a closed-form natural image matting algorithm to the
down-sampled color and IR video images to produce a Laplacian N
x N matrix of the color video image;

d) converting the Laplacian N x N matrix to a sparse linear system;

e) solving the sparse linear system to produce a down-sampled
foreground alpha matte; and

f) up-sampling the down-sampled foreground alpha matte to produce
the alpha matte.

The method as set forth in claim 12, further comprising the step of refining

the separated color background portion to produce an accumulated

background image of the object.

The method as set forth in claim 15, wherein the refined trimap is

produced from the color video image, the IR video image and the

accumulated background image.

A system for the near real-time separation of foreground and background

images of an object illuminated with visible light, comprising:

a) means for illuminating the object with infrared (“IR”) light;
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b) means for producing a color video image of the object, the color
video image further comprising a color foreground portion and a
color background portion;

C) means for producing an IR video image of the object, the IR video
image further comprising an IR foreground portion and an IR
background portion;

d) means for producing a refined trimap from the color video image
and the IR video image, the refined trimap defining a trimap image
of the object further comprised of a foreground portion, a
background portion and an unknown portion;

e) means for producing an alpha matte from the color video image and
the refined trimap; and

f) means for separating the color foreground portion from the color
background portion of the color video image by applying the alpha
matte to the color video image.

18.  The system as set forth in claim 17, further comprising:

a) means for down-sampling the color video image;

b) means for down-sampling the IR video image;

C) means for applying a closed-form natural image matting algorithm
to the down-sampled color and IR video images to produce a
Laplacian N x N matrix of the color video image;

d) means for converting the Laplacian N x N matrix to a sparse linear
system;

e) means for solving the sparse linear system to produce a down-

sampled foreground alpha matte; and
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f) means for up-sampling the down-sampled foreground alpha matte
to produce the alpha matte.

19.  The system as set forth in claim 17, further comprising means for refining
the separated color background portion to produce an accumulated
background image of the object.

20.  The system as set forth in claim 19, wherein the refined trimap is produced
from the color video image, the IR video image and the accumulated

background image.
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