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DIFFERENTATED PRIORITY LEVEL 
COMMUNICATION 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. This application claims priority from International 
Application No. not yet available, entitled “Differentiated 
Priority Level Communication filed in the Canadian Receiv 
ing Office on Dec. 23, 2008 and hereby incorporated by 
reference herein. 

FIELD OF THE INVENTION 

0002 The present invention relates to the field of network 
communication and more particularly to the field of network 
communication with different priority levels for different 
types of data. 

BACKGROUND 

0003 Packet-based networks such as the internet tend to 
employ best-effort forwarding strategies whereby packets 
travel through the network with no particular guarantees 
regarding travel time or jitter. In certain instances, however, 
network services require or would benefit from certain guar 
antees or preferential treatment and systems have been devel 
oped to provide higher priority for certain packets and to 
guarantee certain Quality of Service (QoS) standards for 
these packets. Providing improved quality of service for cer 
tain packets adds burden on network resources such that it is 
not usually possible to maintain the highest levels of QoS for 
every packet travelling through a network section. In this 
context it is necessary to limit the assignment of high-priority 
to only packets associated with critical services or services 
that require high QoS. Typically, high QoS services require 
special packet handling at the various network devices (e.g. 
routers) that packets travel through in the network. Most 
Solutions for providing improved QoS for certain packets 
prescribe that the packets carry a priority level indicator to be 
used by the network devices to identify the priority level of 
the packet. Unfortunately, most sources of data packets (e.g. 
at the customer premise) cannot be trusted to assign their own 
priority level to packets, as it is in the best interest of each to 
declare a high priority. This makes it difficult for carriers to 
discriminate between those packets that should truly be 
entitled to improved QoS and those that should not. 
0004. In the context of the above, it can be appreciated that 
there is a need in the industry for an improved scheme for 
managing priority level assignment at the customer premise. 

SUMMARY OF THE INVENTION 

0005. In accordance with a first broad aspect, the present 
invention provides a method comprising receiving priority 
information from a trusted Source, the priority information 
being indicative of an association between at least one iden 
tifier and a respective priority level. The method further com 
prises determining a particular identifier associated with data 
received from a communication entity. The method still fur 
ther comprises determining a particular priority level associ 
ated with the databased on the particular identifier and the 
priority information. The method still further comprises pri 
oritizing at least a portion of the data on a basis of the par 
ticular priority level. 
0006. In accordance with a second broad aspect, the 
present invention provides a network access component for 

Jun. 24, 2010 

use at a customer premise. The network access component 
comprises an interface. The interface is adapted to receive 
data destined to be forwarded over a data network from a 
communication entity at the customer premise. The interface 
is also adapted to receive from a server priority information 
indicative of an association between at least one identifier and 
a respective priority level. The network access component 
also comprises a processing element. The processing element 
is operative for determining from the data a particular iden 
tifier associated with the data. The processing element is 
further operative for determining, on the basis of the particu 
lar identifier and the priority information, a particular priority 
level for the data. The processing element is further operative 
for prioritizing at least a portion of the data on a basis of the 
particular priority level. 
0007. In accordance with a third broad aspect, the present 
invention provides a server. The server comprises an inter 
face. The interface is operative for communicating with a 
network access component at a customer premise, the net 
work access component having a trust relationship with the 
server. The interface is also operative for communicating with 
a communication entity at the customer premise. The server 
also comprises a processing element. The processing element 
is operative for causing a transmission via the interface of a 
particular identifier to the communication entity. The pro 
cessing element is also operative for obtaining priority infor 
mation indicative of an association between at least one iden 
tifier and a respective priority level, the at least one identifier 
including the particular identifier. The processing element is 
also operative for causing a transmission via the interface of 
the priority information to the network access component. 
Obtaining comprises retrieving priority information from a 
priority information database. 
0008. In accordance with a fourth broad aspect, the present 
invention provides a method for execution on a server that is 
trusted by a network access component at a customer 
premise. The method comprises transmitting a particular 
identifier to a device at the customer premise, the particular 
identifier being associated with a respective priority is level. 
The method further comprises transmitting to the network 
access component priority information indicative of an asso 
ciation between the particular identifier and the respective 
priority level. 
0009. In accordance with a fifth broad aspect, the present 
invention provides a method for transmitting data for trans 
port over a network. The method comprises, comprising the 
step of conveying a request for an identifier associated with a 
priority level to a server that is trusted by a network access 
component. The method further comprises the step of receiv 
ing a particular identifier from the server in response to the 
request. The method still further comprises the step of gen 
erating data for transmission overa data network. The method 
still further comprises the step of transmitting the data along 
with the particular identifier to the network access compo 
nent. 

0010. These and other aspects and features of the present 
invention will now become apparent to those of ordinary skill 
in the art upon review of the following description of specific 
embodiments of the invention and the accompanying draw 
1ngS. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0011. A detailed description of examples of implementa 
tion of the present invention is provided hereinbelow with 
reference to the following drawings, in which: 
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0012 FIG. 1 shows a network architecture in accordance 
with a non-limiting embodiment; 
0013 FIG. 2 shows an intercommunicative arrangement 
of components in the architecture of FIG. 1, including a 
server, a network access component and a general-purpose 
computer in accordance with a first exemplary embodiment; 
0014 FIG. 3 shows a block diagram of a network access 
component in accordance with a non-limiting embodiment; 
0015 FIG. 4 shows a block diagram of the server, the 
network access component and the general-purpose com 
puter shown in FIG. 2 in accordance with the first exemplary 
embodiment; 
0016 FIG. 5A shows a message flow diagram among the 
general-purpose computer, the network access component 
and the server shown in FIG. 2 in accordance with a first 
aspect of the first exemplary embodiment; 
0017 FIG. 5B shows another message flow diagram 
among the general-purpose computer, the network access 
component and the server shown in FIG. 2 in accordance with 
another aspect of the first exemplary embodiment; 
0018 FIG. 6 shows a block diagram of the server shown in 
FIG. 2 in accordance with a non-limiting embodiment; 
0019 FIG. 7 shows an exemplary identifier database in 
accordance with a non-limiting embodiment; 
0020 FIG. 8 shows a block diagram of the server, the 
network access component and a VoIP telephone shown in 
FIG. 2 in intercommunicative arrangement in accordance 
with a second exemplary embodiment embodiment; and 
0021 FIG. 9 shows a message flow diagram among the 
VoIP telephone, the network access component and the server 
shown in FIG. 2 in accordance with a the second exemplary 
embodiment. 
0022. In the drawings, embodiments of the invention are 
illustrated by way of example. It is to be expressly understood 
that the description and drawings are only for purposes of 
illustration and as an aid to understanding, and are not 
intended to be a definition of the limits of the invention. 

DETAILED DESCRIPTION 

0023 FIG. 1 shows a network architecture comprising a 
data network 115, a server 120 and customer premise equip 
mentata customer premise 110. At the customer premise 110. 
a plurality of customer devices 130A-F are in communication 
with a network access component 105 that provides and regu 
lates access to the data network 115 for the entire customer 
premise 110. The customer devices 130A-F may be in direct 
communication with the network access component 105 
through local links 175 or in indirect communication with the 
network access component 105 through a router 140. The 
network access component 105 connects to the data network 
115 via a network link 160. 
0024. The data network 115 can be any network of data 
processing equipment and can include network equipment 
Such as routers 125 interconnected in any particular arrange 
ment and may include the server 120, as in the example 
shown. For illustrative purposes, the data network 115 will be 
considered to be a carrier-operated data network serving to 
provide connectivity to customer equipment at customer pre 
mises (including customer premise 110) and optionally to 
other networks. In the example provided here, the data net 
work 115 is an IP network, in communication with other IP 
networks such as portions of the internet. As such, access to 
the data network 115 provided by the carrier can also provide 
access to the internet. The present invention is not intended to 
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be limited by any particular type or definition of the data 
network 115 and indeed other definitions are possible includ 
ing those that would include the customer premise 110 within 
the data network 115. Alternatively, the data network 115 
could simply be the internet. It is to be understood that 
although the data network 115 will be exemplified here as a 
packet-based IP network, the data network 115 may be any 
data network Supporting any type and format of data and 
could, for example, comprise circuit-switched portions and/ 
or packet-switched portions. 
0025. The data network 115 supports differentiated ser 
vice for databased on a certain priority level of the data. Any 
particular means of providing differentiated service may be 
employed in the data network 115 such as known QoS 
resource reservation control mechanisms; the invention is not 
intended to be limited by any particular means of providing 
differentiated service. The plurality of priority levels may, for 
example, each represent either certain rules according to 
which associated data should be treated (by network equip 
ment), a certain delivery guarantee for the associated data, a 
certain priority to be given to the associated data (over other 
data), or any combination thereof. Any data being transmitted 
by the network access component 105 over the data network 
115 can be assigned a particular priority level in a manner that 
will be described herein. In addition to the data network 115, 
the network access component 105 may process data inter 
nally based on the priority level. For example, the network 
access component 105 may feature different egress queues 
for various priority levels (the higher priority queues receiv 
ing preferential selection) and may have different processing 
rules for different priority levels. It is also to be understood 
that this invention is not limited to any particular number of 
priority levels. In the simplest case, there may be only two 
priority levels, a “regular-priority' level, and a “high-prior 
ity' level, where, for example, all regular-priority level data is 
treated with a best-effort approach and always takes second 
place to high-priority data. Alternatively, there may be many 
different levels of priority each of which may have complex 
rules, requirements or restrictions associated therewith. 
0026. In the example provided here, the carrier owns and 
operates the data network 115 to which it provides access; 
however, this should not be seen as necessary. In fact, the data 
network 115 might not belong to the carrier, but the carrier 
may, for example, rent a certain amount of resources from a 
foreign network operator or otherwise act as an intermediary 
between the foreign network operator and its customers. In 
the examples provided here, the carrier provides internet 
access (acting as an ISP) as well as other internet-based 
services including VoIP and IPTV. However, the carrier may 
provide only access to one Such service or to other network 
services. The carrier may also merely allow or regulate access 
to a network operated by another entity. The carrier operates 
server 120, which, as will be described herein, allows the 
carrier to control the assignment of priority levels to data 
originating from the customer premise 110. 
0027. As shown in FIG. 1, many different customer 
devices at the customer premise 110 may communicate over 
the data network 115 via the network access component 105. 
In the example shown, a general-purpose computer 130A, a 
digital VoIP telephone 130B and an IPTV set 130C are con 
nected directly to the network access component 105, while a 
VoIP phone system 130D (provided by the combination of a 
POTS-type phone with an analogue telephony adapter, ATA 
as is known in the art), a WiFi-enabled mobile phone 130E (a 
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mobile phone that can engage in VoIP communication over a 
WiFi connection) and a laptop computer 130F are connected 
to the network access component 105 via the router 140. 
Thus, besides traditional internet use, many other connectiv 
ity services, including VoIP and IPTV services, rely on the 
network access provided by the network access component 
105. Certain customer devices are connectivity service 
devices dedicated to a single type of connectivity service and 
therefore engage only in communication sessions related to 
this connectivity service such as, for example, the VoIP tele 
phone 130B which serves uniquely for VoIP communication. 
Other customer devices, such as the computer 130A may have 
several Software entities or applications running on them, 
each of which may engage in a communication session asso 
ciated with a different type of connectivity service. For 
example, the computer 130A may implement a VoIP client 
and a traditional web browser. Each entity, whether software 
and/or hardware, that engages in a communication session 
over the data network 115 via the network access component 
105 will be considered hereinto be a “communication entity”. 
In the present example, local links 175 are Ethernet connec 
tions although any other suitable type of connection may be 
used, including for example USB, WiFi (e.g. 802.11g), IEE 
1394, SCSI or PCI connections. In this example, connections 
170s between customer devices 130D-F and the router 140 
are 802.11g connections, but it will be appreciated that other 
types of connections may be used as well. 
0028. The network link 160 linking the network access 
component 105 to the data network 115 can be implemented 
over any suitable connection medium and may comprise 
physical cabling (e.g. electrical or optical) or a wireless con 
nection to network equipment within the data network 115. In 
the example provided here, the network link 160 is a DSL 
connection over telephony wires which may also be used for 
POTS-type telephony. Of course, the network link 160 could 
also be implemented, for example, over a coaxial cable of the 
type used to provide internet access over a cable TV distribu 
tion system. In the example provided, the network link 160 is 
associated with a network access account which, in turn, is 
associated with a customer. The customer can be, for 
example, an individual that purchases or subscribes to net 
work access from the carrier or a business. 

0029. At the customer premise 110, a network access com 
ponent 105 regulates access to the data network 115. The 
network access component 105 is shown here as a standalone 
broadband modem, however the network access component 
105 can be any entity regulating, enabling or providing access 
to the data network 115. The network access component 105 
does not necessarily need to be physically separated from all 
other items shown at the customer premise 110 and could be, 
for example, integral with a computer or VoIP phone at the 
customer premise 110. 
0030. As shown in FIG.3, the network access component 
105 comprises a processing element 305, an interface 310 and 
a memory element 320. The interface 310 allows communi 
cation between the network access component 105 and the 
data network 115 as well as between the network access 
component 105 and the various customer devices 130A-F. In 
the example shown, the interface 310 comprises a local com 
munication component 311 for communication over the local 
links 175 (only one shown in FIG. 3) with the customer 
devices 130A-F and a network communication component 
312 for communication over the network link 160 with the 
data network 115. 
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0031. The local communication component 311 receives 
data from a connected customer device and sends it for pro 
cessing to the processing element 305. The local communi 
cation component 311 may comprise physical elements and 
in this example, it comprises hardware for receiving RJ45/ 
8P8C connectors. 

0032. The network communication component 312 is 
adapted for exchanging data with the data network 115 over 
network link 160. The network communication component 
312 receives data for forwarding over the data network 115 
and sends it, suitably formatted, over the data network 115. 
The network communication component 312 also receives 
data packets from the data network 115 for processing by the 
processing element 305 and/or transmitting to a customer 
device. The network communication component 312 can 
serve a plurality of functions and in the non-limiting example 
shown, it permits communication with the server 120, which 
is accessible through the data network 115. The network 
communication component 312 can be Suited for communi 
cating with the server using established protocols. 
0033. The processing element 305 is in communication 
with the interface 310 for processing data received at the 
interface 310. In the example shown here, the processing 
element 305 is a dedicated processing unit, although it is to be 
understood that the processing element 305 could be any 
Suitable processing entity. For example, the processing ele 
ment 305 could be implemented by the processing intelli 
gence of a general- or multi-purpose computer or may be 
distributed over multiple processing units. The invention is 
not intended to be limited to a particular form for the process 
ing element 305 and one skilled in the art will appreciate that 
many different arrangements could provide the functionality 
of the processing element 305 as described herein. 
0034. The memory element 320 is in communication with 
the processing element 305. In this example, the memory 
element 320 is physically separated from the processing ele 
ment and communicates (e.g., over a bus), with the process 
ing element 305. Alternatively, the memory element 320 
could be integral with the processing element 305. The 
memory element 320 may be dedicated to a single purpose or 
may be multi-purposed, and in a non-limiting example, it 
holds a list or local identifier database321 of “identifiers' and 
associated respective “priority levels', as will be described 
below. 
0035) Specifically, the processing element 305 processes 
data received at the interface 310 in accordance with a “pri 
ority level associated with the data. The priority level asso 
ciated with the data is actually associated with an “identifier” 
that is received along with the data. In certain cases, all data 
originated by a particular communication entity (e.g. a par 
ticular VoIP phone or VoIP software client) has a common 
priority level and accordingly, a single identifier may be asso 
ciated with all data originated by this communication entity. 
This identifier may be unique to the particular communica 
tion entity or shared among communication entities at a same 
priority level. Alternatively, individual communication ses 
sions engaged in by a communication entity may each be 
assigned different priority levels, in which case data specific 
to a certain communication session may have a different 
identifier than data specific to a certain other communication 
session. The communication sessions may each have unique 
identifiers, or a common identifier may be shared among 
communication sessions at a same priority level (either within 
the originating communication entity or globally for the cus 
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tomer premise 110 or data network 115). It will be appreci 
ated that even single instances of transmission Such as single 
packets may have individual priority levels and associated 
identifiers. Furthermore, in each of the above examples, iden 
tifiers may be persistent or time-varying. 
0036. The server 120 maintains an association between 
identifiers and priority levels and provides it to the network 
access component 105, as will be further described below. 
Specifically the server 120 is in a communicative relationship 
with the network access component 105 and can be any 
network-accessible computing equipment. An exemplary 
embodiment of the server 120 is shown in FIG. 6. In this 
example, server 120 comprises a processing element 615, an 
identifier database 610 and a server interface 620. The server 
interface 620 is adapted for exchanging data with the data 
network 115 and is used to communicate with the network 
access component 105. A link 165 connects the server 120 to 
the data network 115 and can be implemented over any suit 
able connection medium, including physical cabling (e.g. 
electrical or optical) or a wireless connection to network 
equipment within the data network 115. The server interface 
620 receives data from the processing element 615 and trans 
mits it, suitably formatted, over the data network 115. Also, 
the server interface 620 receives data packets from the data 
network 115 for processing by the processing element 615. 
The server interface 620 can be suited for communicating 
with the network access component 105 using established 
protocols. 
0037. The processing element 615 is in a communicative 
arrangement with the serverinterface 620 and has access to an 
identifier database 610, which is shown here as being within 
server 120, but could be external as well (e.g. accessed 
through the server interface 620). Although it is shown hereas 
a single entity, one skilled in the art will readily appreciate 
that the functionality of the server 120 as described herein 
could be spread among multiple physical devices. The server 
120 is shown here as being within the data network 115, 
however the server 120 could be located outside of the data 
network 115. In such a case, communication between the 
server 120 and the network access component 105 may be 
partially supported by data network 115 (if, for example, the 
server 120 is part of another data network connected to the 
data network 115), or may be entirely implemented outside of 
the data network 115 (e.g. via a direct link to the network 
access component 105). 
0038. As will be described below, the server 120 serves as 
a trusted Source of information to the network access compo 
nent 105. To this end, a mechanism is provided to establish a 
trust relationship between the network access component 105 
and the server 120. Any particular mechanism may be used, 
the invention not being limited to one Such mechanism. In one 
specific example, the IP address (or other location identifier) 
of the server 120 can be hard-wired into the network access 
component 105 or coded into software or firmware running 
on the network access component 105. Thus the network 
access component 105 can communicate with that particular 
IP address knowing that it is communicating with the server 
120. Alternatively, the network access component 105 may 
obtain the IP address of the server 120 from another known 
server, such as an authentication server that allows access to 
the data network 115 (alternatively still, the known authenti 
cation server itself may serve as the server 120). In another 
embodiment, the server 120 knows the IP address (or other 
location identifier) for the network access component 105 and 
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initiates communication with the network access component 
105. An authentication sequence is initiated in order for the 
network access component 105 to determine that the server 
120 is indeed the trusted source. The authentication sequence 
may be any suitable exchange between the server 120, the 
network access component 105, and optionally other trusted 
entities and in one example of authentication sequence, the 
server provides the network access component 105 with con 
fidential information that is only known to the network access 
component 105 and the server 120. In yet another embodi 
ment, neither the server 120 nor the network access compo 
nent 105 know the network location of one another, but they 
discover each other using known network searching methods 
and establish a trust relationship using an authentication 
sequence that confirms their respective identities to one 
another. 
0039 Encryption and/or digital certificates in a known 
manner in communications between the server 120 and the 
network access component 105 may be used to provide added 
security and prevent impostor entities from impersonating the 
server 120. Encryption and/or digital certificates may also be 
used to prevent unauthorized network access components 
from gaining access to the server 120. 
0040. To illustrate certain aspects of the invention, a spe 
cific exemplary embodiment will now be described with ref 
erence to the figures. 
0041 FIG. 2 illustrates prioritization of communications 
in accordance with a non-limiting example. A communica 
tion entity 205 engages in a network communication session 
with another entity over the data network 115. The commu 
nication entity 205 sends data 220 along with an identifier 215 
to the network access component 105. As will be discussed 
below, in this example the identifier 215 was previously 
received at the communication entity 205 from the server 120, 
however this may not be the case in other embodiments. The 
network access component 105 receives priority information 
230 from the server 120 and based on the priority information 
230 and the identifier 215 received with data 220, it prioritizes 
at least a portion of the data 220 and transmits prioritized data 
240 over the data network 115. 

0042. The invention is not intended to be limited to any 
particular format for the data 220 but in this particular 
example, the data 220 is IP packet data and includes a packet 
210 having a header 211 and a payload 212. The header 211 
comprises information regarding the payload 212, the desti 
nation of the packet 210 and the communication entity from 
which it originates. In this example, the header 211 also 
comprises the identifier 215. However, this particular 
arrangement is exemplary only, and the identifier 215 does 
not need to be provided in the header 211 of the packet 210 but 
needs only be generally provided to the network access com 
ponent 105 by the communication entity 205 with the data 
220. The data 220 may include connectivity service data, such 
as VoIP data or IPTV data, which may be comprised within 
the payload 212 of the packet 210. 
0043. In this example, the communication entity 205 is a 
carrier VoIP software client 405 running on the general-pur 
pose computer 130A. The general-purpose computer 130A is 
depicted in FIG. 4 in a highly simplified diagram showing 
only certain components relevant to the present example. The 
general-purpose computer 130A is running several Software 
modules including a web browsing client 410, a third-party 
VoIP software client 415 using the network access provided 
by the network access component 105 to implement VoIP 
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services offered by a business entity other than the carrier, and 
the carrier VoIP software client 405 implementing VoIP ser 
vices offered by the carrier. 
0044) The general-purpose computer 130A also com 
prises an interface for communicating with the network 
access component 105 over local link 175. In the example 
shown, the local link 175 is an Ethernet connection and the 
interface is a LAN interface 420. The LAN interface 420 is in 
communication with the carrier VoIP software client 405, the 
web browsing client 410 and the third-party VoIP software 
client 415, each of which communicates over the data net 
work 115 via the LAN interface 420 and the network access 
component 105. It is to be understood that the interface can be 
any interface permitting communication with the network 
access component 105 and could take many forms other than 
the LAN interface 420. 

004.5 FIGS. 5A and 5B illustrate an exemplary flow of 
events corresponding to the particular first example being 
presently described. The carrier VoIP software client 405 is 
provided either directly by the carrier operating the server 120 
or under agreement therewith (or is otherwise recognized by 
the carrier), and is programmed to communicate with the 
server 120 and receive therefrom an identifier associated with 
a given priority level (i.e. a priority level assigned to the 
service supported by the VoIP software client 405). To this 
effect, the carrier VoIP software client 405 may communicate 
through the network access component 105 using the LAN 
interface 420 in a known manner. As will be described in more 
detail below, the communication between the carrier VoIP 
software client 405 and the server 120 may include an authen 
tication sequence allowing the server 120 to confirm that it is 
indeed communicating with the carrier VoIP software client 
405 before providing any identifier. The third-party VoIP 
Software client 415, in contrast, is not programmed to receive 
an identifier from the server 120 and therefore does not know 
to communicate with the server 120 (nor could it pass the 
authentication sequence if it was programmed—or modi 
fied to communicate with the server 120) and therefore 
does not receive therefrom an identifier associated with a 
given priority level. 
0046) With reference to FIG. 5A, in this example, when 
the carrier VoIP software client 405 is initiated (e.g., by a 
user—not shown—at general-purpose computer 130A) it 
polls the server 120 to determine if there is any particular 
identifier it should be using in communications with the net 
work access component 105. In this example, the carrier VoIP 
software client 405 sends an identifier request 520, in this 
case as a packet communication via the network access com 
ponent 105. The identifier request 520 may include informa 
tion about (i) the customer associated with network link 160 
(e.g., a network access account number), (ii) the carrier VoIP 
software client 405 itself (e.g. a communication entity ID), 
(iii) the user at the general-purpose computer 130A (e.g. user 
ID and password), and/or (iv) a destination with which com 
munication is to be established by the carrier VoIP software 
client 405. In the present example, the identifier request 520 
includes information identifying the particular carrier VoIP 
software client 405, the user name and password of a user at 
the general-purpose computer 130A, and information identi 
fying the particular customer associated with the networklink 
160. The information included in the identifier request 520 
can be used in the authentication sequence referred to above. 
It should be understood that any known model of authentica 
tion sequence could take place between the server 120 and the 
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carrier VoIP software client 405. Optionally, information 
indicative of a desired priority level may also be communi 
cated in the identifier request 520, the server 120 being opera 
tive to decide whether or not to grant the desired priority level, 
and in the negative to select another priority level. The iden 
tifier request 520 described herein is exemplary only and 
could alternatively lack any of its contents described above or 
may include any additional information. In a simple alternate 
example, the identifier request 520 is merely a message 
requesting an identifier. Furthermore, although the identifier 
request is sent upon initiation or start-up of the carrier VoIP 
software client 405 in this example, it may be sent upon other 
triggering events such as upon the initiation of a communi 
cation session. 

0047. By sending the identifier request 520, the carrier 
VoIP software client 405 is requesting a priority level for the 
data it will Subsequently send via the network access compo 
nent 105. In the non-limiting example provided here, the 
carrier VoIP software client 405 and the server 120 are con 
figured to arrange for a single priority level for all VoIP calls 
made using the carrier VoIP software client 405. Thus, when 
the carrier VoIP software client 405 sends an identifier request 
520, it expects a single identifier in response, which will 
correspond to a priority level applicable to all outgoing VoIP 
data. Alternatively, however, many identifier requests could 
be sent by any one communication entity, each requesting an 
identifier corresponding to a respective communication ses 
sion or, in Some cases, instance of transmission. For example, 
aVoIP client could request a different identifier for each VoIP 
call initiated at the onset of each VoIP call. As mentioned 
above, information in this case held in the identifier request 
520 may include information about the communication or 
session (e.g. call origin/destination) for which the identifier is 
requested. 
0048. Upon receiving the identifier request 520, the server 
120 determines which, if any, identifier is to be supplied to the 
carrier VoIP software client 405. There are many possible 
bases for the determination of whether an identifier is to be 
supplied. In this example, the processing element 615 of the 
server 120 analyses the information contained in the identifier 
request 520 and validates it against an authorization database 
430 (depicted in FIG. 4), which in this example is a locally 
stored database (but could alternatively be remote) containing 
valid usernames and passwords for each customer account. 
The server 120 also determines what kind of communication 
entity generated the identifier request 520 and in this case 
finds that the source of the request 520 is a carrier VoIP 
software client. Based on this, the server 120 determines an 
appropriate priority level and supplies the identifier 215 asso 
ciated with that priority level to the carrier VoIP software 
client 405. Additionally, the server 120 may take into account 
other considerations external to the particular communication 
entity, customer or session, when determining the appropriate 
priority level to assign such as current networkload, resource 
availability, time of day and past behavior at the customer 
premise 110 (e.g., typical duration of VoIP calls, amount of 
high-priority network utilization, etc. . . . ). 
0049. The authorization database 430 contains the infor 
mation necessary for validating the incoming identifier 
request 520. An example of an authorization database 430 is 
shown in FIG. 7. Here the authorization database 430 com 
prises customer identifiers (in a non-limiting example where 
each customer has a unique IP address, the IP address is used 
in the list as customer account identifier, however any other 
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customer identifier could be used), a communication entity 
identifier defining what kind of communication entity has 
issued the request, a userID, a corresponding password and a 
priority level. Wildcards 710 may be present in the database in 
case certain information is not needed to determine priority 
level. The authorization database 430 shown here is purely 
exemplary and one will appreciate that the contents of such an 
optional database can widely vary depending on the basis on 
which the server 120 is to determine whether to supply an 
identifier, and if so which identifier to supply. For example, in 
the case where carrier VoIP software client 405 expects a 
different identifier for different sessions, session information 
could be included in the authorization database 430. 

0050. Once the processing element 615 has consulted the 
authorization database 430 and identified a particular priority 
level, the processing element 615 looks up the particular 
priority level in the identifier database 610 and determines the 
identifier 215 associated with the priority level. The identifier 
database 610 stores an association between at least one iden 
tifier (including the identifier 215) and a respective priority 
level. In the present example, the identifier database 610 
stores a list of identifiers (including the identifier 215) and 
their respective priority levels. However, depending on the 
particular embodiment of the invention, the identifier data 
base 610 can vary in form and content. While, the server 120 
here holds one single identifier for each priority level in the 
identifier database 610, it is to be understood that there may 
be multiple identifiers for a single priority level and some 
priority levels might not have a corresponding identifier. In 
particular, there may be no identifier associated with the 
lowest possible (or default) priority level. In such a case, 
when the server 120 receives an identifier request and deter 
mines that the appropriate priority level for the requesting 
communication entity is the lowest (or default), the server 120 
may simply not respond, or respond that no identifier is avail 
able. One will appreciate that the data network 115 may, in 
certain cases, Support only two priority levels, in which case 
a single identifier might be used to designate all high priority 
level data, while the low priority level has no identifier. For 
the purposes of illustration, a plurality of possible identifiers 
will be assumed. 

0051. The identifiers stored in the identifier database 610 
are carrier-specific identifiers meaning that control and dis 
tribution of the identifiers used lies with the carrier. The 
carrier-specific identifiers may be generated at any particular 
location and provided to the server 120 in any suitable man 
ner. In a non-limiting example, the carrier-specific identifiers 
are generated by a remote computer and sent to the server 120, 
possibly in an encrypted communication, over the data net 
work 115. In the particular example shown here, however, the 
carrier-specific identifiers are generated at the server 120 by 
an identifier generation logic 435, which, although shown in 
FIG. 4 as being within processing element 615, could be a 
separate entity. In this example, the carrier-specific identifiers 
are time-varying; the identifier associated with each priority 
level is deliberately changed periodically and replaced with a 
new identifier. The carrier-specific identifier can be changed, 
for example, once a day although the period could be smaller 
or larger. As explained above, the carrier-specific identifiers 
could also be static, or semi-permanent (e.g. be changed only 
when carrier staff determines that the need to do so has 
arisen). Also, generation of the carrier-specific identifiers 
may be triggered by other events. In an alternate embodiment, 
the identifier generation logic 435 may generate a new iden 
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tifier for each identifier request (such as identifier request 
520) which it then stores in the identifier database 610. 
0.052 Certain decisions made at the server 120 may be 
based on whether a particular communication entity is 
“expected to communicate via the network access compo 
nent 105. A communication entity may be expected to com 
municate the network access component 105 for any of a 
plurality of reasons. In the present example, the identifier 
request 520 comprises enough information for the server 120 
to identify the carrier VoIP software client 405 from which it 
originates and the network access component 105 through 
which it is sent. Based on this, the processing element 615 of 
the server 120 identifies the expectation that the carrier VoIP 
software client 405 will communicate via the network access 
component 105. A separate database (not shown) may store 
an association between the network access component 105 
and at least one communication entity expected to be com 
municating through it. Alternatively, another database may 
store this association; for example, the authorization database 
430 may include an entry for every communication entity at 
the customer premise 110 and an identification of the network 
access component 105 associated with each entry. In another 
embodiment, the network access component 105 may itself 
provide the server 120 with an identification of every com 
munication entity to which it is connected. Alternatively still, 
another entity, Such as a network management server may 
keep track of the communication entities expected to com 
municate via the network access component 105 and provides 
a list of these to the server 120. 
0053. The processing element 615 can generate responses 
to identifier requests. In this example, once the identifier 215 
determined, the processing element 615 generates a response 
to identifier request 525. Referring back to FIG. 5A, the 
response to identifier request 525 communicates the identifier 
215 to the carrier VoIP software client 405. The response to 
identifier request 525 is a communication between the server 
120 and the carrier VoIP software client 405 and may be 
transmitted via the network access component 105. Had the 
sever 120 not determined an identifier (e.g. because there is 
no identifier for the determined priority level, or because the 
authentication sequence failed), the response to identifier 
request 525 may have indicated a “default' identifier, or may 
have been indicated that no identifier applies, or the response 
to identifier request 525 may simply not have been sent at all. 
0054 The communication entity 205, in this case carrier 
VoIP software client 405, receives the response to identifier 
request 525 and stores the identifier 215 contained thereinfor 
use in communications to be carried out via the network 
access component 105. 
0055 As mentioned above, the server 120 acts as a trusted 
source of information for the network access component 105. 
The network access component 105 is programmed or hard 
wired to request priority information from the server 120. The 
priority information received from the server 120 will instruct 
the network access component 105 as to how to prioritize 
various data received from the communication entities 103a 
f 
0056. In order to receive priority information from the 
server 120, the network access component 105 sends a prior 
ity information request 510. The priority information request 
510 is a message indicating to the server 120 that the network 
access component 105 wants to receive up-to-date priority 
information. It may include information on the network 
access component 105 itself (e.g. hardware type information, 
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Software version, etc. . . . ), on the customer premise 110 or 
customer and on the communication entity(ies) communicat 
ing via the network access component 105. The priority infor 
mation request 510 may also include information defining a 
motivation for the request or an indication of a particular 
priority information sought. For example, if the network 
access component 105 receives data from a communication 
entity with an identifier that is not recognized, the network 
access component 105 may send the server 120 a priority 
information request 510 specifically for the unknown identi 
fier. By So doing, the network access component 105 may also 
be informing the server 120 that the communication entity 
associated with the unknown identifier (which, however, 
might not be unknown to the server 120) is expected to com 
municate through this particular network access component 
105. Alternatively still, the priority information request 510 
may be a simple or empty message, the sending of which 
alone indicates the need for priority information. In the 
present example, however, the priority information request 
510 comprises an identifier of the customer premise 110, such 
as an IP address. 
0057. In the present example, the network access compo 
nent 105 sends the priority information request 510 periodi 
cally, but it should be noted that the network access compo 
nent 105 can be configured to send the server 120 the priority 
information request 510 at any suitable occasion. For 
example, a priority information request may be sent automati 
cally upon initialization, which in this example is the booting 
up of the network access component 105. Thus, with refer 
ence to FIG. 5A, the priority information request 510 may 
precede the identifier request 520. It will also be appreciated 
that the network access component 105 could also send a 
priority information request upon receipt of data from a com 
munication entity with an unrecognized identifier. 
0.058 Communications between the server 120 and the 
network access component 105 can take on any suitable for 
mat. In the example shown here, the server 120 is within the 
data network 115 and can communicate with the network 
access component 105 using established protocols, such as 
the TR-069 protocol; however, other communication 
schemes can be used. 
0059. Upon receiving the priority information request 
510, the server 120 may perform some verifications based on 
information contained in the priority information request 
510, to determine whether the network access component 105 
that has sent the priority request 510 is authorized to receive 
the priority information 230. To this end, an additional net 
work access component authorization database (not shown) 
may be provided. In other embodiments, the server 120 may 
perform verifications based on information contained in the 
priority information request 510 to determine which priority 
information to send to the network access component 105. To 
this end, additional databases may be provided in the server 
120. In the present example, however, the server 120 accepts 
the priority information request 510 without additional veri 
fication. 

0060. The processing element 615 of the server 120 pre 
pares the priority information 230 to send to the network 
access component 105 based on information contained in the 
identifier database 610. As shown in FIG. 2, in the present 
example the priority information 230 is a list of all the iden 
tifiers (including the identifier 215) and their corresponding 
priority level, however the priority information 230 could 
take a number of different formats. For example, the priority 
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information 230 could contain only a subset of all the identi 
fiers or only information specifically requested in the priority 
information request 510, such as the priority level associated 
with a particular identifier that was sent in the priority infor 
mation request 510. Alternatively, in an embodiment where 
there are multiple identifiers for each priority level, the pro 
cessing element 615 could obtain from the identifier database 
610, only those identifiers corresponding to communication 
entities expected to be communicating through the network 
access component 105 that has sent the priority information 
request 510. 
0061. In the example shown here, the priority information 
230 is sent in response to the priority information request 510. 
However, priority information may be sent under different 
circumstances as well. For example, priority information may 
be sent to the network access component 105 upon genera 
tion, by the identifier generation logic 435, of a new identifier 
(e.g. in the case where the identifier generation logic 435 
generates a new identifier at every instance of an identifier 
request). Optionally in this case, the processing element 615 
of the server 120 may only send priority information to the 
network access component 105 if it determines that the 
newly-generated identifier relates to a communication entity 
that is expected to communicate via the network access com 
ponent 105. Other instances of changes in the identifier data 
base 610, for example if the identifiers are periodically 
replaced with new ones, may trigger a conveyance of priority 
information to the network access component 105 to provide 
it with updated priority information reflective of the changes 
in the identifier database 610. Alternatively still, priority 
information may be sent to the network access component 
105 at periodical intervals. Priority information 535 shown in 
FIG. 5B is an example of such periodic transmission; it is 
transmitted without a priority information request simply 
because a certain period of time has elapsed since, for 
example, the last transmission of priority information to the 
network access component 105. 
0062. The network access component 105, having 
received the priority information 230, prioritizes the data 220 
received from the carrier VoIP software client 405 on the basis 
of the priority information 230 and the identifier 215 received 
with the data 220. The exact steps undertaken by the network 
access component 105 depend on the particular embodiment 
of the invention. In the present example, the network access 
component 105 has received a set of identifiers and respective 
priority levels and stores this information as the list 321 in the 
memory element 320. 
0063. It is recalled that when a communication entity such 
as the carrier VoIP software client 405 wants to send data over 
the data network 115, it sends to the network access compo 
nent 105 the data 220 with the identifier 215 that it has 
previously received from the server 120. This is also shown in 
FIG. 5B. As mentioned previously, the data 220 and the 
identifier 215 can be sent by any suitable method and in any 
suitable format. Here, however, the identifier 215 is placed in 
an unused field of the header 211 of the packet 210 (here, an 
IP packet). The packet 210 carries VoIP data in the payload 
212. This represents a layer 3 approach to transmitting the 
identifier 215 to the network access component 105. One 
possible location for the identifier 215 in the header 211 is the 
“option” field defined in IETF RFC 791. Alternatively, a layer 
5 approach could be employed whereby the optional exten 
Sion header field defined in IETF RFC 1889 RTP is used to 
carry the identifier 215. Alternatively still, a special header 
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(containing the identifier 215) could be inserted into SIP 
messages as permitted by IETF RFC 3261, which would be 
ignored by devices that do not understand the meaning of the 
header. Thus the identifier 215 could be carried in SIP signal 
ing messages. 
0064. The data 220 could span over multiple packets or in 
otherwise organized discrete components. While the identi 
fier 215 may be included in every packet used to convey the 
data 220, this is not a necessary condition. If the data 220 is to 
be received by the network access component 105 in multiple 
discrete increments or packets (e.g., with other data from 
other communication entities arriving between increments) 
and the identifier is only included in an early packet Such as 
packet 210, the network access component 105 may use other 
identifying methods to determine the source of incoming 
packets and thereby determine whether the identifier 215 
received with any earlier packet is associated with the later 
received data. Identifying methods may include assessing the 
MAC address of the source, identifying another communica 
tion entity ID in the packet, or performing deep packet inspec 
tion to find other identifying information. Thus the identifier 
215 may be only sent once (e.g., or once per session, once 
upon initialization of the sending communication entity, peri 
odically, etc. . . . ) or with every data packet. 
0065. The network access component 105 receives the 
data 220 with the identifier 215 therein and determines the 
identifier 215. In the present example, the network access 
component 105 finds the appropriate field in the header 211 
and extracts the identifier 215. The network access compo 
nent 105 then determines whether the identifier 215 is among 
the identifier(s) identified in the priority information 230 
received from the server 120. It is recalled that, in the present 
example, the various identifier(s) (which could be all the 
identifiers in the identifier database 610 and their respective 
priority levels, or only those expected to be received by the 
network access component 105) will be stored, along with 
respective priority levels, in the local identifier database 321 
held in the memory element 320. The network access com 
ponent 105 attempts to find the identifier 215 in its local 
identifier database 321. If it is found, the network access 
component 105 determines the priority level associated with 
the identifier 215. 

0066 Once a given priority level associated with the iden 
tifier 215 received with the data 220 is determined from the 
data 220 received from the communication entity 205, the 
data 220 (or at least a portion thereof) is prioritized accord 
ingly. Prioritizing the data 220 can involve special processing 
of the data 220 by the processing element 305 or any other 
operation that will affect the manner in which the data 220 is 
conveyed to its destination. For example, the processing ele 
ment 305 may treat the data 220 with an urgency that depends 
upon the given priority level, for example by placing the data 
220 in a particular queue that is “popped with a frequency 
corresponding to the given priority level (alternatively, the 
data 220 could also be placed in a position in a queue propor 
tional to the given priority level Such that it exits the queue 
ahead of other data). 
0067 Prioritizing the data 220 can also involve its modi 
fication by the network access component 105. In a non 
limiting example, certain fields of the data 220 may be modi 
fied to signal certain QoS requirements to network equipment 
in the data network 115. For example, if DiffServ values (or 
similar indicators) are used in the data network 115 to provide 
differentiated service, the network access component 105 
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may choose to set the DiffServ value contained in the header 
211 of the received packet 210 to a value indicative of the 
differentiated service (i.e. priority level) required for the data 
220. This can be done by simply adding (or overwriting) a 
DiffServ value (or similar indicator) to the data 220 (e.g. in 
the header 211 of the packet 210). Alternatively, a sufficiently 
high priority level associated with the identifier 215 or other 
condition may indicate that the communication entity 205 
which has originated the data 220 (in this case, the carrier 
VoIP software client 405) can be “trusted” to set the DiffServ 
value (or similar indicator) for the data 220 (i.e. the DiffServ 
value received with the data 220 is to be trusted). For example, 
the network access component 105 may selectively accept the 
DiffServ value (or similar indicator) and forwards the data 
220 with the DiffServ value (or similar indicator) unchanged 
if the priority level of the data 220 is sufficiently high (e.g. 
above a certain threshold). Otherwise, the network access 
component 105 can delete the DiffServ value (or similar 
indicator) or overwrite it with a default DiffServ value (or 
similar indicator) or a DiffServ value (or similar indicator) 
selected based on the priority level of the data 220. In this 
manner, the network access component 105 can serve as a 
gateway to a data network 115 where DiffServ values (or 
similar QoS indicators) can be trusted, addressing the prob 
lem of untrustworthy communication entities illegitimately 
availing themselves of high-priority service. Advantageously, 
the network access component 105 may protect the data net 
work 115 from inappropriate use of its differentiated services 
by ensuring that the DiffServ value (or similar QoS indicator) 
of all data flowing into the data network 115 via the network 
access component 105 is accorded a DiffServ value received 
from or approved by a trusted source, such as the server 120. 
0068. The prioritized data 240 is forwarded by the net 
work access component 105 over the data network 115 in any 
suitable manner or format as determined by the particular 
communication arrangement and technology used. Prioritiz 
ing the data 220 can dictate a special forwarding scheme. Such 
as forwarding the data 220 in a particular way or format or 
even over a particular network link, in an embodiment where 
multiple Such links are present (e.g. all associated with the 
same customer). 
0069. While in this exemplary embodiment each priority 
level had a single identifier associated therewith, in an alter 
nate embodiment, there may be many different identifiers that 
are associated with any one priority level. For example, if the 
data network 115 is connected to many different customer 
premises, there may be a set of identifiers associated with 
each priority level for each customer premise. Alternatively, 
the identifier(s) used by each communication entity may be 
unique. In Such cases, the identification database 610 may 
include, for each priority level, an entry for each identifier 
associated therewith. Additional information may be 
included to class these entries, such as by an identification of 
the customer premise for which each entry applies (e.g. an IP 
address, if each customer premise has its own unique IP 
address). The authorization database entries may also 
include, in this case, identifiers associated with each priority 
level, thus making it unnecessary to consult the identifier 
database 610. If this is the case, the authorization database 
430 can be regarded as an identifier database regardless of 
whether a separate database exists. Any manner of combining 
the information of the authorization database 430 and the 
identifier database 610 may be used to replace the two data 
bases with a single one performing the functions of both. 
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0070 A second non-limiting exemplary embodiment will 
now be described with reference to FIGS. 8 and 9. The second 
exemplary embodiment comprises many elements described 
in detail in the discussion pertaining to the first exemplary 
embodiment, above and unless specified otherwise, or readily 
apparent otherwise to a person skilled in the art, like elements 
in this exemplary embodiments may have any of the forms or 
functions described above in connection with the first exem 
plary embodiment. 
0071. In this example, the communication entity 205 is a 
piece of hardware that implements the functionality of a 
connectivity service such as IPTV or VoIP. An exemplary 
arrangement is shown in FIG. 8. For illustrative purposes a 
VoIP telephone 130B is used as an example. The VoIP tele 
phone 130B depicted here is a digital telephone designed for 
VoIP communication, although a POTS-type phone with an 
ATA would function in a similar way. The VoIP telephone 
130B communicates with the network access component 105 
over the local link 175 and may comprise an interface for 
interfacing with the network access component 105 via the 
local link 175. 

0072. In the present example, the identifier 215 takes the 
form of a unique hardware identifier815. A hardware identi 
fier can be any identifier that is uniquely and permanently 
associated with a particular piece of hardware. In this case, 
the hardware identifier 815 is associated with the VoIP tele 
phone 130B. It should be understood that the term “unique' is 
used here in relative terms and it is not necessary for the 
hardware identifier 815 to be universally unique. The hard 
ware identifier 815 can be unique within a certain domain 
such as within the customer premise 110 or within aparticular 
set of devices or customer domains expected to be served by 
a particular server 120 or carrier. Furthermore, the hardware 
identifier815 may be imperfectly unique, even within a given 
domain, if the probability of repeated hardware identifiers is 
relatively low. In addition, the hardware identifier could be 
unique insofar as it varies according to a pattern that is itself 
“unique', as defined herein. It should also be understood that 
the term “permanent' is also used here in relative terms, and 
it is not necessary for the hardware identifier815 to be static 
for all time. For example, the hardware identifier 815 may 
remain the same for the particular piece of hardware it is 
associated with until specially reprogrammed, e.g. by an 
operator. Generally speaking, however, the hardware identi 
fier 815 is said to be permanent because it may remain the 
same for the duration of the piece of hardware's life or a 
significant portion thereof. The hardware identifier815 could 
also be permanent insofar as it varies according to a pattern 
that is itself "permanent’, as defined herein. Accordingly, in a 
suitable, non-limiting example, the hardware identifier 815 
that designates VoIP telephone 130B can be the MAC (media 
access control) address of the VoIP telephone 130B. 
0073. As described above, the local link 175 can be any 
Suitable connection between the network access component 
105 and the VoIP telephone 130B. In the present example, the 
local link 175 is an Ethernet link through which packet-based 
communication is established using known protocols. In the 
present example, the MAC address of the VoIP telephone 
130B is included with every data packet sent from the VoIP 
telephone 130B to the network access component 105. 
0074. In the present example, the MAC address of the 
VoIP telephone 130B is used as the hardware identifier815 
and is known by the server 120 to be associated with a par 
ticular priority level for the data sent from the VoIP telephone 
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130B. As such, unlike in the first exemplary embodiment, it is 
not up to the VoIP telephone 130B to request an identifier 
from the server 120. Rather, the server 120 is previously made 
aware of the hardware identifier 815 (here, the MAC address 
of the VoIP telephone 130B) and its associated particular 
priority level. 
(0075. In the present example, the hardware identifier815 
is known to the server 120 because it has been previously 
provided thereto. Any suitable way of providing the hardware 
identifier815 to the server 120 may be used, and the hardware 
identifier815 may be provided to the server 120 from any of 
a variety of sources. In the present example, the VoIP tele 
phone 130B is one of a large number of VoIP telephones 
provided by the carrier (or by another entity) each having a 
known MAC address. The MAC addresses (or otherhardware 
identifiers) of all the VoIP telephones (or other device types) 
provided by the carrier (or another entity) may all have a 
common portion, such as a common prefix. These identifiers 
of the VoIP telephones are provided to the server 120 by a 
network management entity Such as a network technician 
directly accessing the server 120 or by a network manage 
ment computer communicating with the server 120, e.g. over 
the data network 115. The server 120 populates the identifier 
database 610 with the identifiers received and an association 
to a particular priority level for each identifier. In a non 
limiting example, the carrier may come out with a new line of 
VoIP telephones and a decision is made by the carrier that any 
data they transmit over the data network 115 should be pro 
vided a given priority level (say, priority “4”). MAC addresses 
of all the VoIP telephones (or simply their common prefix) in 
the product line are entered, along with the associated priority 
level (“4”), into the server 120 by a technician. The server 120 
updates its identifier database 610 to include the identifiers 
received and their respective priority levels. 
(0076 FIG. 9 illustrates an exemplary flow of events cor 
responding to aparticular embodiment of the second example 
described here. Conveyance by the network access compo 
nent 105 of a priority information request 900 shown here is 
optional and can be done in any manner described above in 
relation to the priority information request 510. For example, 
the network access component 105 may, upon initialization, 
send a request for all identifiers it should be on the lookout for. 
In a non-limiting example, the priority information request 
900 may include the hardware identifiers of devices that the 
network access component 105 has previously been (or is 
currently) connected to. To this end, the processing element 
305 of the network access component 105 may configured to 
automatically accumulate the hardware addresses (or identi 
fiers) of communication entities with which the network 
access component 105 connects and to store these hardware 
identifiers in the memory element 320. Alternatively, the 
server 120 may keep track of which devices have been con 
nected to the network access component 105, in which case 
the priority information request 900 only needs to contain 
sufficient information for the server 120 to identify the net 
work access component 105. As with the priority information 
request 510, the priority information request 900 may be 
conveyed in response to various triggers. In this case, the 
priority information request 900 is conveyed responsive to the 
initialization of the network access component 105. Alterna 
tively, priority information requests may be triggered periodi 
cally to maintain an updated local identifier database 321. 
0077. Upon receiving the priority information request 
900, the server 120 may identify any communication entity 
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expected to be connected to the network access component 
105 and determines a hardware identifier and an associated 
priority level for each such communication entity. The deter 
mined hardware identifier(s) and associated priority level(s) 
is(are) then conveyed back to the network access component 
105 as priority information 901. There may be other triggers 
for the conveyance of the priority information 901, which 
conveyance is not necessarily Solicited by the network access 
component 105. Other triggers have been suggested above 
and include periodic updates of the priority information pro 
vided to the network access component 105. The server 120 
may also send the priority information 901 to the network 
access component 105 upon receipt of new hardware identi 
fiers (e.g. entered into the server 120 by a technician, as 
described above) or other updates of the identifier database 
610. It should be noted that the priority information request 
900 is optional, and may be completely absent in an embodi 
ment where priority information is, for example, only sent to 
the network access component 105 periodically and not 
responsive to a specific request. 
0078. In the present example, when the local link 175 is 
initialized, for example when the communication entity 205 
is initialized or when it is first connected to the network access 
component 105, the VoIP telephone 130B communicates its 
presence to the network access component 105 in a presence 
communication 905 (sometimes referred to as a “discovery' 
stage). The presence communication 905 can be any initial 
communication with the network access component 105. For 
example, the presence communication 905 may be part of a 
discovery or handshaking procedure between the network 
access component 105 and the VoIP telephone 130B. As 
shown in FIG. 9, in this example, the presence communica 
tion 905 includes the hardware identifier 815 of the VoIP 
telephone 130B. Alternatively, the presence communication 
905 may not include the hardware identifier815 or may be 
completely absent. In this case, the hardware identifier 815 
may first be communicated with the first envoy of data (e.g., 
VoIP data) from the communication entity 205 or the network 
access component 105 may request the hardware identifier 
815 from the VoIP telephone 130B upon establishment of the 
local link 175. 

0079. Here, however, the presence communication 905 
comprises the hardware identifier 815. Upon receipt of the 
hardware identifier 815, the processing element 305 of the 
network access component 105 proceeds to verify whether it 
knows the priority level associated with the received hard 
ware identifier815. To do so, the network processing element 
305 may consult the local identifier database 321. In this 
example, the local identifier database 321 comprises priority 
information 901 that has previously been received from the 
server 120. In this example, the local identifier database 321 
specifically stores hardware identifiers and associated respec 
tive priority levels. It may also include identifiers which do 
not have any associated priority levels. 
0080. In the present example, the hardware identifier815 
received in the presence communication 905 is not found by 
the processing element 305 to be in the local identifier data 
base 321. The processing element 305 generates a new prior 
ity information request 910 specifically to obtain the priority 
level, if any, associated with the hardware identifier815. The 
priority information request 910 includes the hardware iden 
tifier815. Although the priority information request 910 was 
generated because the hardware identifier 815 was found to 
be absent from the local identifier database 321, a similar 
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request may be generated even if the hardware identifier 815 
is present in the local identifier database 321, for example if 
the hardware identifier 815 has been in the local identifier 
database 321 for a certain amount of time without having 
been updated. 
I0081 Assuming that the server 120 has, upon receipt of 
the priority information request 910, determined that the 
hardware identifier 815 is associated with a given priority 
level, the server 120 sends priority information 915 to the 
network access component 105 in response to the request 
910. The priority information 915 may include only an indi 
cator of the given priority level. Optionally, the response 915 
may also include the hardware identifier815 as well, to avoid 
potential confusion if multiple priority information requests 
are pending. In an alternate simple embodiment where only 
two priority levels are used, the response 915 may be Bool 
ean: “yes” this is priority data or 'no' it isn't. 
I0082. When the VoIP telephone 130B engages in a com 
munication session, data 920 is sent to the network access 
component 105 in much the same manner as described above 
in respect of data 220. In particular, data 920 may be pack 
etized or otherwise arrive in discrete increments and the hard 
ware identifier 815 is included with the data. In the present 
example, data 920 is packet data and comprises data packets 
each having a header and a payload. The data 920 may com 
prise connectivity service data (in this case, VoIP data) in the 
payload of the packet. Since in this example the hardware 
identifier815 is a MAC address and the communication link 
175 is an Ethernet link, the hardware identifier 815 may be 
included with every packet of data sent from the VoIP tele 
phone 130B. However, the data 920 may be sent in other 
forms, including non packet-based forms. Furthermore, as 
mentioned above, in other examples, the hardware identifier 
815 may be another unique identifier identifying the VoIP 
telephone 130B and this identifier may be sent by any suitable 
means with the data 920, such as by any of the methods 
described above in the discussion pertaining to the first exem 
plary embodiment. 
I0083. Upon receiving the data 920, the processing element 
305 of the network access component 105 identifies the hard 
ware identifier815 received therewith and attempts to find it 
in the local identifier database321 to find a respective priority 
level associated wit the hardware identifier 815. In this 
example, the hardware identifier815’s priority level has been 
previously received with priority information 915 and the 
hardware identifier and associated priority level are both 
stored in the local identifier database 321. The processing 
element 305 therefore finds the hardware identifier815 in the 
list 321 and also obtains from the list the priority level asso 
ciated with the hardware identifier 815. Had the hardware 
identifier 815 not been found in the local identifier database 
321 (e.g. if the presence communication 905 had never take 
place, and the hardware identifier 815 had never been 
received by the network access component 105), the process 
ing element 305 may then have generated another priority 
information request, similar to priority information request 
910, specifically to obtain the priority level, if any, associated 
with the hardware identifier 815. Alternatively, if the hard 
ware identifier 815 is not found in the list 321, the data sent 
with the hardware identifier 815 may be assumed to be asso 
ciated with a low priority level. 
I0084. Once a priority level associated with the hardware 
identifier815 received with data 920 has been determined, the 
data 920 may be prioritized and forwarded as prioritized data 
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940 in much the same manner as described above in the 
discussion pertaining to the first exemplary embodiment. For 
example, prioritizing the data 920 can involve special pro 
cessing of the data 920 by the processing element 305 or any 
other operation that will affect the manner in which the data 
920 is conveyed to its destination. For example, the process 
ing element 305 may treat the data 920 with an urgency that 
depends upon the given priority level, for example by placing 
the data 920 in a particular queue that is “popped with a 
frequency corresponding to the given priority level (alterna 
tively, the data 920 could also be placed in a position in a 
queue proportional to the given priority level Such that it exits 
the queue ahead of other data). 
0085 Prioritizing the data 920 can also involve its modi 
fication by the network access component 105. In a non 
limiting example, certain fields of the data 920 may be modi 
fied to signal certain QoS requirements to network equipment 
in the data network 115. For example, if DiffServ values (or 
similar QoS indicators) are used in the data network 115 to 
provide differentiated service, the network access component 
105 may choose to set the DiffServ value (or similar QoS 
indicator) contained in the headers of the packets in the data 
920 to a value indicative of the differentiated service (i.e. 
priority level) required for the data 920. This can be done by 
simply adding (or overwriting) a DiffServ value (or similar 
QoS indicator) to the data 920 (e.g. in the headers of the 
packets in the data 920). Alternatively, a sufficiently high 
priority level associated with the identifier 815 or other con 
dition may indicate that the communication entity 205 which 
has originated the data 920 (in this case, the VoIP telephone 
130B) can be “trusted” to set the DiffServ value (or similar 
QoS indicator) for the data 920 (i.e. the DiffServ value 
received with the data 920 is to be trusted). For example, the 
network access component 105 may selectively accept the 
DiffServ value (or similar QoS indicator) and forward the 
data 920 with the DiffServ value (or similar QoS indicator) 
unchanged if the priority level of the data 920 is sufficiently 
high (e.g. is above a certain threshold). Otherwise, the net 
work access component 105 can delete the DiffServ value (or 
similar QoS indicator) or overwrite it with a default DiffServ 
value (or similar QoS indicator) or a DiffServ value (or simi 
lar QoS indicator) selected based on the priority level of the 
data 920. In this manner, as in the first example provided, the 
network access component 105 can serve as a gateway to a 
data network 115 where DiffServ values (or similar QoS 
indicators) can be trusted, addressing the problem of untrust 
worthy communication entities illegitimately availing them 
selves of high-priority service. Advantageously, as in the first 
example provided, the network access component 105 may 
protect the data network 115 from inappropriate use of its 
differentiated services by ensuring that the DiffServ value (or 
similar QoS indicator) of all data flowing into the data net 
work 115 via the network access component 105 is accorded 
a DiffServ value (or similar QoS indicator) received from or 
approved by a trusted source, such as the server 120. 
I0086. As in the first example provided, the prioritized data 
940 is forwarded by the network access component 105 over 
the data network 115 in any suitable manner or format as 
determined by the particular communication arrangement 
and technology used. Prioritizing the data 920 can dictate a 
special forwarding scheme, such as forwarding the data 920 
in a particular way or format or even over a particular network 
link, in an embodiment where multiple Such links are present 
(e.g. all associated with the same customer). 
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I0087 Although in this example, priority information such 
as priority information 901 and priority information 915 was 
received from the server 120, other embodiments may omit 
the server 120. For example, if the network access component 
105 is furnished by the carrier that operates the data network 
115, it may be furnished with the local identifier database321 
already populated with the information necessary for the 
processing element 305 to identify the priority level, if any, 
associated with any hardware identifier it might receive. For 
example, the local identifier database321 may comprise a list 
of all existing hardware identifiers and respective priority 
levels. Alternatively, this list could be shortened by providing 
only a certain subset of hardware identifiers that share a 
priority level, such as a MAC address prefix that is common 
(and, optionally, unique) to all pieces of hardware having a 
certain priority level. Alternatively still, the list could contain 
only hardware identifiers associated with communication 
entities expected to communicate via the network access 
component 105. If a hardware identifier sought in the local 
identifier database 321 is not found therein (or is found not to 
be associated with any particular priority level), the process 
ing element 305 may prioritize the corresponding data 
according to a default priority level. Thus it is to be appreci 
ated that in the absence of server 120, the processing element 
305 may verify hardware identifiers received with data 
against the local identifier database 321 to determine a prior 
ity level associated with the received data without consulting 
any external devices. 
I0088. It is to be understood that although two particular 
examples of the present invention have been provided, many 
other possible embodiments are achievable, for example by 
Substituting a certain aspector format of a given example with 
another possible aspect or format as Suggested herein or as 
would be known to be possible to a person skilled in the art. 
Furthermore, where no obvious incompatibilities are found, 
equivalent portions of the first and second example provided 
may be interchanged to obtain another embodiment. 
I0089. In the second example provided, the communication 
entity 205 was a VoIP telephone 130B, and the identifier was 
a hardware identifier815. It is to be understood, however, that 
in other embodiments, the communication entity 205 may not 
necessarily be a piece of hardware and, accordingly, the hard 
ware identifier 815, may be replaced with other types of 
identifiers unique for the communication entity 205. For 
example, if the communication entity 205 is a software com 
munication entity, the identifier may be a unique Software 
identifier hardcoded within the software communication 
entity that may serve in much the same way as the hardware 
identifier 815 described above. In such a case the identifier, 
while known and recognized by the server 120, might not 
provided to the communication entity by the server 120. 
0090 Although the network access component 105 has 
been shown as separate from customer devices 130A-F, it 
should be understood that a network access component may 
be integral with a customer device. For example, a general 
purpose computer Such as computer 130A may incorporate 
the functionality of the network access component 105. For 
example, a hardware component may be provided on the 
motherboard of the general-purpose computer and commu 
nicate therewith over a built-in bus. In such a case, the local 
communication component 311 of the interface 310 may be 
adapted for communication over the bus. Similarly, the net 
work access component 105 may take the form of an expan 
sion card connected to a general-purpose desktop via a PCI 



US 2010/0158006 A1 

local bus. Alternatively still, some or all of the functionality of 
the network access component 105 may be directly provided 
by the hardware of the general-purpose computer. The gen 
eral-purpose computer may have a program Stored in memory 
that instructs the general-purpose computer's central process 
ing unit (CPU) to perform the functions of the processing 
element 305 described above. Likewise the memory element 
320 storing the local identifier database 321 may simply be a 
portion of the memory that stores data and instructions for the 
general-purpose computer. In such a case, the local commu 
nication component 311 of the interface 310 may be a means 
of exchanging data with other Software running on the gen 
eral-purpose computer. The network communication compo 
nent 312 of the interface 310 may include a physical connec 
tion for a network cable connected to the general-purpose 
computer, e.g., over a USB interface. As such, a network 
access component may be embodied by a combination of a 
Software program installed on a general-purpose computer a 
USB network adapter. Although in the instant example func 
tionality of the network access component 105 is provided by 
single consumer device, other consumer devices may be pro 
vided network access via a connection to the general-purpose 
computer. Furthermore, although in this example, the func 
tionality of the network access component 105 is provided by 
a general-purpose computer, it is to be understood that other 
types of devices could similarly implement network access 
component functionality. 
0091 Although the examples provided herein were 
focused on a single customer with customer premise 110, and 
a single network access component, it is to be appreciated that 
the data network 115 may interconnect many such customer 
premises and may be linked to many network access compo 
nents. As such, the server 120 may replicate the functionality 
shown here for each Such network access component, the 
various databases in the server 120 being adapted to store 
information appropriately. 
0092. Furthermore, although in the examples provided a 
single carrier has been assumed, it is to be understood that the 
various aspects attributed to the carrier (such as operation of 
the server 120, operation of the data network 115 or providing 
the VoIP telephone 130B) could be performed by another 
entity under agreement with the carrier. For example, custom 
ers of another network, operated by the carrier but that is 
connected to the data network 115, could also be served by the 
server 120, for example under an agreement between the 
operators of the other network and the data network 115. 
0093. The various embodiments that have been presented 
herein were illustrated for the purpose of describing, but not 
limiting, the invention. Various modifications will become 
apparent to those skilled in the art and are within the scope of 
this invention, which is defined by the attached claims. 

1. A method comprising: 
a. receiving priority information from a trusted Source, the 

priority information being indicative of an association 
between at least one identifier and a respective priority 
level; 

b. determining a particular identifier associated with data 
received from a communication entity; 

c. determining a particular priority level associated with 
the databased on the particular identifier and the priority 
information; and 

d. prioritizing at least a portion of the data on a basis of the 
particular priority level. 
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2. A method as defined in claim 1, wherein determining the 
particular priority level comprises: 

consulting the priority information to determine whether 
the particular identifier is one of the at least one identi 
fier; and 

responsive to determining that the particular identifier is 
one of the at least one identifier, setting the particular 
priority level to be the priority level respectively associ 
ated with the particular identifier. 

3. A method as defined in claim 1, wherein determining the 
particular priority level comprises: 

consulting the priority information to determine whether 
the particular identifier is one of the at least one identi 
fier; and 

responsive to determining that the particular identifier is 
not one of the at least one identifier, setting the particular 
priority level to be a default priority level. 

4. A method as defined in claim 1, wherein the at least one 
identifier and respective priority level are included in the 
priority information. 

5. A method as defined in claim 1, wherein prioritizing at 
least a portion of the data includes editing the data so as to 
include therein a particular priority indicator indicating the 
particular priority level for network equipment in the data 
network. 

6. A method as defined in claim 5, wherein editing the data 
comprises overwriting a portion of the data comprising an 
initial priority indicator with the particular priority indicator. 

7. A method as defined in claim 1, wherein prioritizing at 
least a portion of the data comprises: 

identifying an initial priority identifier included with the 
data, the initial priority indicator indicating an initial 
priority level for networkeduipment in the data network; 

determining whether the initial priority level corresponds 
to the particular priority level; and 

if the initial priority level does not correspond to the par 
ticular priority level, overwriting the initial priority indi 
cator with a particular priority indicator indicating the 
particular priority level. 

8. A method as defined in claim 1, wherein prioritizing the 
at least a portion of the data includes placing the at least a 
portion of the data in a queue corresponding to the given 
priority level. 

9. A method as defined in claim 1, further comprising 
forwarding the at least a portion of the data over a data 
network. 

10. A method as defined in claim 1, wherein the particular 
identifier uniquely identifies the communication entity 
among a group of communication entities. 

11. A method as defined in claim 10, wherein the particular 
identifier is a MAC address. 

12. A method as defined in claim 1, wherein the method is 
executed by a network access component at a customer pre 
mises, and wherein the communication entity is located at the 
customer premises. 

13. A method as defined in claim 1, wherein at least one of 
the at least one identifier is associated with a communication 
entity expected by the trusted Source to transmit data through 
the network access component. 

14. A method as defined in claim 13, wherein the commu 
nication entity expected by the trusted source to transmit data 
through the network access component is known by the 
trusted source to have previously transmitted data through the 
network access component. 
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15. A method as defined in claim 1, the particular identifier 
having been previously provided to the communication entity 
by the trusted source. 

16. A method as defined inclaim 15, each of the at least one 
identifier having been generated by the trusted Source. 

17. A method as defined in claim 16, wherein the trusted 
Source is a server operated by a carrier controlling access to 
the data network, and wherein each of the at least one iden 
tifier is specific to the carrier. 

18. A method as defined in claim 1, wherein the commu 
nication entity is a Software communication service client. 

19. A method as defined in claim 1, wherein the commu 
nication entity is a hardware connectivity service device. 

20. A method as defined in claim 1, wherein the data 
includes communication service data. 

21. A method as defined in claim 20, wherein the commu 
nication service data is at least one of VoIP data and IPTV 
data. 

22. A method as defined in claim 1, further comprising 
sending a request to the trusted Source for the priority infor 
mation, wherein the priority information is received from the 
trusted source in response to the request. 

23. A method as defined in claim 22, wherein the data is 
received prior to sending the request and wherein the request 
includes the particular identifier. 

24. A method as defined inclaim 23, each of the at least one 
identifier having been included in the request. 

25. A method as defined in claim 22, further comprising 
looking up the particular identifier in a local identifier data 
base to determine whether a priority level is known to be 
associated with the particular identifier, wherein the request is 
sent responsive to determining that no priority level is known 
to be associated with the particular identifier. 

26. A method as defined in claim 25, wherein upon receipt 
of the priority information, the priority information is stored 
in the local identifier database. 

27. A method as defined in claim 22, wherein the request is 
sent Subsequent to powering on of a network access compo 
nent. 

28. A network access component for use at a customer 
premise, the network access component comprising: 

a. an interface adapted to: 
i. receive data destined to be forwarded over a data 

network from a communication entity at the customer 
premise; and 

ii. receive from a server priority information indicative 
of an association between at least one identifier and a 
respective priority level; and 

b. a processing element operative for: 
i. determining from the data a particular identifier asso 

ciated with the data; 
ii. determining, on the basis of the particular identifier 

and the priority information, a particular priority level 
for the data; and 

iii. prioritizing at least a portion of the data on a basis of 
the particular priority level. 

29. A network access component as defined in claim 28, 
wherein the interface is further adapted to forward the at least 
a portion of the data over the data network, and wherein the 
prioritizing the at least a portion of the data comprises causing 
the interface to forward the at least a portion of the data over 
the data network. 
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30. A network access component as defined in claim 29, 
wherein the at least a portion of the data includes communi 
cation service data. 

31. A network access component as defined in claim 30, 
wherein the communication service data is at least one of 
VoIP data and IPTV data. 

32. A network access component as defined in claim 28, 
wherein the interface comprises a local communication com 
ponent adapted for exchanging information with the commu 
nication entity and a network communication component 
adapted for exchanging information over the data network. 

33. A network access component as defined in claim 32, 
wherein the local communication component is adapted for 
communication over a local area network. 

34. A network access component as defined in claim 32, 
wherein the network communication entity is adapted for 
communication with a packet-based data network. 

35. A network access component as defined in claim 28, 
wherein the at least one identifier and the respective priority 
level are included in the priority information. 

36. A network access component as defined in claim 28, 
wherein the particular identifier uniquely identifies the com 
munication entity among a group of communication entities. 

37. A network access component as defined in claim 36, 
wherein the particular identifier is a MAC address. 

38. A network access component as defined in claim 28, 
each of the at least one identifier having been generated by the 
SeVe. 

39. A network access component as defined in claim 38, 
wherein the server is operated by a carrier controlling access 
to the data network, and wherein each of the at least one 
identifier is specific to the carrier. 

40. A network access component as defined in claim38, the 
particular identifier having been generated by the trusted 
Source and Subsequently sent to the communication entity by 
the trusted source. 

41. A network access component as defined in claim 28, 
wherein the processing element is further operative for gen 
erating a request for priority information and causing the 
interface to transmit the request to the server. 

42. A network access component as defined in claim 41, 
wherein the request for priority information includes the par 
ticular identifier. 

43. A network access component as defined in claim 41, 
further comprising a local identifier database, the processing 
element being further operative for causing the priority infor 
mation to be stored in the local identifier database. 

44. A network access component as defined in claim 43, 
wherein the processing element is further operative for look 
ing up the particular identifier in the local identifier database 
and for causing the interface to transmit the request upon a 
failure to find the particular identifier in the local identifier 
database. 

45. A network access component as defined in claim 41, 
wherein the processing element is further operative for 
detecting establishment of a communication link between the 
interface and the communication entity. 

46. A network access component as defined in claim 45. 
wherein the request for priority information is triggered by 
detection of the establishment of a communication link 
between the interface and the communication entity. 

47. A network access component as defined in claim 28, 
wherein the network access component is a broadband 
modem. 
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48. A server comprising: 
a. an interface operative for: 

i. communicating with a network access componentata 
customer premise, the network access component 
having a trust relationship with the server; 

ii. communicating with a communication entity at the 
customer premise; 

b. a processing element operative for: 
i. causing a transmission via the interface of a particular 

identifier to the communication entity; 
ii. obtaining priority information indicative of an asso 

ciation between at least one identifier and a respective 
priority level, the at least one identifier including the 
particular identifier; and 

iii. causing a transmission via the interface of the priority 
information to the network access component. 

wherein said obtaining comprises retrieving priority informa 
tion from a priority information database. 

49. A server as defined in claim 48, further comprising the 
priority information database. 

50. A server as defined in claim 48, wherein the processing 
unit causes the priority information to be transmitted to the 
network access component in response to receipt at the inter 
face of a request for priority information from the network 
access component. 

51. A server as defined in claim 50, further comprising a 
first authorization database comprising information defining 
authorized conditions for transmittal of the priority informa 
tion; wherein the processing unit is further operative for vali 
dating at least a portion of the information contained in the 
request against the first authorization database prior to caus 
ing transmission of the priority information to the network 
access component. 

52. A server as defined in claim 49, wherein the interface is 
further operative for receiving a request for an identifier from 
the communication entity; and wherein the processing unit 
causes the particular identifier to be transmitted to the com 
munication entity in response to receipt of the request for an 
identifier. 

53. A server as defined in claim 52, further comprising a 
second authorization database containing information on 
authorized conditions for transmittal of the particular identi 
fier; wherein the processing unit is further operative for vali 
dating at least a portion of the information contained in the 
request against the second authorization database prior to the 
transmission of the particular identifier to the communication 
entity. 

54. A server as defined in claim 49, further comprising 
identifier generating logic for generating the at least one 
identifier and storing the at least one identifier in the identifier 
database. 
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55. A method for execution on a server that is trusted by a 
network access component at a customer premise, compris 
ing: 

a. transmitting a particular identifier to a device at the 
customer premise, the particular identifier being associ 
ated with a respective priority level; and 

b. transmitting to the network access component priority 
information indicative of an association between the 
particular identifier and the respective priority level. 

56. A method as defined in claim 55, further comprising: 
a. receiving from the network access component a request 

for priority information; and 
b. Selecting the priority information from a database based 

at least in part on information contained in the request. 
57. A method as defined in claim 55, further comprising: 
a. receiving from the device a request for an identifier; 
b. selecting the particular identifier from an identifier data 

base based at least in part on information contained in 
the request. 

58. A method as defined in claim 55, further comprising 
generating the particular identifier and associating the par 
ticular identifier with the respective priority level. 

59. A method for transmitting data for transport over a 
network, comprising the steps of: 

conveying a request for an identifier associated with a 
priority level to a server that is trusted by a network 
access component; 

receiving a particular identifier from the server in response 
to the request; 

generating data for transmission over a data network; and 
transmitting the data along with the particular identifier to 

the network access component. 
60. A method as defined in claim 59, wherein the particular 

identifier and at least a portion of the data are combined 
together into a data packet prior to transmission to the net 
work access component. 

61. A method as defined in claim 60, wherein the data 
packet comprises a header and a payload, and wherein com 
bining comprises placing the particular identifier into the 
header and placing the at least a portion of the data into the 
payload. 

62. A method as defined in claim 59, wherein the request 
comprises information identifying at least one of a customer, 
a user, a connectivity service and a connectivity service ses 
Sion. 

63. A method as defined in claim 59, wherein the request is 
conveyed to the server via the network access component. 
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