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(57) Abstract

A transaction processing system, which may be a telecommunications service platform, includes a network interface which in use is
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both to initial messages at the beginning of a transaction, and to intermediate messages during the subsequent processing of a transaction.
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OVERLOAD PREVENTION IN A SERVICE CONTROL POINT (SCP)

The present invention relates to a transaction processing system in a
communications network, and in particular to the prevention of overloading of the
transaction processing system by inbound traffic.

In designing communications networks, there is a need to provide
efficiency in the use of network resources, whilst ensuring that the network
functions reliably under widely varying traffic levels. The firét of these criteria
makes it desirable to operate service platforms at close to their maximum capacity.
This however carries a risk of the platform failing if a sudden peak in traffic leads
to the maximum capacity being exceeded. This is a particular problem for service
control platforms (SCP's) in an intelligent network. SCP's are often connected to
other components of the network by non circuit-related signalling systems.
Although the limited number of available circuits acts as a constraint which
protects other elements of the network from overload, no such constraint applies
to the inbound signals directed to the SCP. Therefore, the SCP is particularly
vulnerable to overload. Such overload may be manifested as a lack of processing
power, lack of free memory, or exhaustion of available internal communication
bandwidth.

According to a first aspect of the present invention, there is provided a
transaction processing system for use in a communications network, the system
including:

a) a network interface for communicating signalling for inbound traffic

b) a governor programmed with a static limit value for the rate of traffic-
related signalling, and

c) a transaction processor which is responsive to the governor and which
is arranged to release an inbound transaction when the static limit value is
reached.

Preferably the transaction processing system comprises a service platform
for use in a telecommunications network. The service platform may be a service
control platform (SCP) used in an intelligent network. Alternatively the service
platform might take the form of a computer-based system using CTl (computer

telephony integration) technologies to provide intelligent services for a telephony
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network. The invention is also applicable, for example, to systems which carry out
real-time processing of internet (TCP/IP) packets.

The present invention protects the service platform or other transaction
processing system by providing it with a governor. The governor compares the
rate of inbound calls to the platform with a static limit or threshold, and causes
calls to be released when the limit is exceeded. The inventors have found that this
approach is flexible and powerful in protecting the platform, and functions
effectively even when it is uncertain which of the platform resources determines
the point of overload. Surprisingly, the use of a static limit is found to give better
results than directly monitoring the available resources on the platform to
determine the point of overioad. The operation of the governor can be made
substantially independent of the detailed design of the service platform, and can
protect network resources which may not be sited locally within the platform.

Preferably the transaction processing system further comprises:

d) an overload controller which is connected to the governor and which is
arranged to output control signals onto the network to reduce the rate of inbound
transactions to the transaction processing system when the static limit value is
exceeded. Preferably the governor is programmed with a first, lower static limit
value, and a second, higher static limit value, and is arranged to signal to the
overload controller when the first, lower static limit value is reached, and is
arranged to release an inbound call only when the second, higher static limit value
is reached.

The combination of a rate governor and an overload controller is found to
be particularly advantageous. Then call release events caused by the governor
serve as an input to the overload controlier. The overload controller may then, for
example, reduce the rate of inbound calls by sending a call-gapping instruction to
an originating switch. Still further advantages can be gained in this context by
operating the governor with two limit values, or equivalently by using two

governors each with a different respective limit value. Then, at call rates between

the lower limit value and the upper limit value, the governor causes a pseudo-

rejection of an inbound call, in which the call is still admitted, but a rejection event
is signalled to the overioad controller. As is further explained in the detailed

description below, the use of pseudo-rejections enables more efficient handling of
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calls in circumstances where the rate-limiting network resource precedes the
governor in the transaction processing chain.

Preferably the governor is arranged to respond to the total rate of both
initial traffic-related signals and predetermined intermediate traffic-related signals.

As is further discussed in the detailed description below, it s
advantageous if the governor responds to the rate of intermediate traffic-related
signals, such as those associated with the setting up of a call leg from an
originating switch to a network intelligent peripheral, as well as responding to inital
signals. The governor is then able to handle different transactions with widely
varying processing overheads.

Preferably the transaction processing system further comprises:

e) a governor controller which is connected to the governor and which is
arranged to set automatically the value for the static limit value. Preferably the
system includes a plurality of processing systems, each of the processing systems
comprising a transaction processor and a governor which is connected to the
respective transaction processor,
and the governor controller is connected to the plurality of processing systems and
sets independent respective values for the static limit values in the different
respective governors.

These preferred features of the invention enhance the resilience and
responsiveness of the transaction processing system by setting the static limit
value automatically, and distributing call processing between several processors,
each with their own governor. The governors do not necessarily refer to a
governor controller on every call. The governor may refer to the controller
periodically for a sample of calls. This the reduces the processing overheads.

Preferably the governor controller is programmed with a target transaction
rate for the system, and is arranged to set the static limit values in the different
respective governors so that the total admitted transaction rate substantially
matches the said target transaction rate. Preferably the governor controller
includes a monitor input which is connected to the plurality of processing systems
and which receives status data for the processing systems, and the governor
controller is arranged to amend the values for the rate limits in the different
respective governors when the said status data indicates that the number of

functioning transaction processors has changed. This enables the governor to
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balance the limit values of the different transaction processors so as to maintain as
far as possible a desired global transaction rate for the overall system even in the
event of one of the component processing systems failing.

Preferably, the governor controller is arranged to monitor the identity of
network switches which, in use, direct inbound signalling to the transaction
processing system, and the governor controller is arranged, when signalling is
received from a switch which normally uses another transaction processing
system, automatically to increase a target call rate for the transaction processing
system.

This preferred feature of the invention extends the functionality of the
governor controller, in such a way that it can respond automatically to changes in
the condition of the communications network when, for exampie, another service
platform fails. Monitoring the identity of the switches which communicate with
the platform makes it possible to achieve this extended functionality without
requiring additional inter-platform signaliing.

According to a second aspect of the present invention, there is provided a
communications network including a transaction processing system in accordance
with the first aspect.

According to another aspect of the present invention, there is provided a
method of operating a transaction processing system in a communications
network, the method comprising:

a) communicating between the communications network and a governor
located in the transaction processing system signalling for an inbound transaction;

b) in the governor, comparing the current rate of transactions processed
by the transaction processing system with a static limit value; and

c) causing the transaction to be released when the static limit value is
reached.

According to another aspect of the present invention, there is provided a
service platform for use in a communications network, the platform including:

a network interface for receiving signalling for inbound calls

a static governor programmed with a predetermined call rate threshold,
and

a call processor which is responsive to the static governor and is arranged

to release an inbound call when the predetermined call rate threshold is reached.
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According to another aspect of the present invention, there is provided a
method of operating a communications network including:

a) comparing a rate of events in a network resource with a threshold rate
by incrementing a leaky bucket counter in response to signalling events; and

b) applying different weights to the increments of step (a) for different
signalling events, the weights depending on the degree loading of the network
resource associated with the different signalling events.

This aspect of the invention is not limited to use in preventing overload ofﬁ
a control platform by inbound signalling, but is generally applicable to the
prevention of overloading of network resources. The invention also encompasses
a platform for use in such a method.

Systems embodying the present invention will now be described in further
detail, by way of examplie only, with reference to the accompanying drawings, in
which:

Figure 1 is a schematic of a communications network embodying the
present invention;

Figure 2 is a schematic of a service platform for use in the network of
Figure 1;

Figures 3a and 3b are diagrams illustrating rejection events in the service
platform of Figure 2;

Figure 4 is a diagram showing event flows in the platform of Figure 2;

Figure 5 is a diagram illustrating the balancing of governor threshoids
across several sites;

Figure 6 is a diagram showing a shared memory network which is used in
implementing the platform of Figure 2;

Figure 7 shows the physical architecture used to implement the platform
of Figure 2; and

Figure 8 is a flow diagram for a governor embodying the invention;

Figure 9 shows an alternative embodiment.

A telecommunications network which uses an IN {Intelligent Network)
architecture includes a service control point 1, which is also termed herein the
Network Intelligence Platform (NIP}. The service control point 1 is connected to
trunk digital main switching units (DMSU's}) 2 ,3 and to digital local exchanges
(DLE's) 4,5. Both the DMSU's and the DLE's function as service switching points
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{SSP's). At certain points during the progress of a call, the SSP's transfer control
of the call to the service control point. The service control point carries out
functions such as number transiation and provides a gateway to additional
resources such as a voice messaging platform.

As shown in Figure 2, the service control point 1 in this example includes
an overload control server (OCS) 21, a number of transaction servers 22, and a
communications server 23. The communications server 23 provides an interface
to a common channel signalling network. The transaction serVers are linked to a
common back end system 24 which is responsible for management functions such
as the collection of call statistics. In operation, when an initial detection point
occurs, for example in a call made via DLE 4 and DMSU 2, then the SSP (DMSU)
communicates an initial detection point (IDP) message via the C7 common channel
signalling network to the service platform 1. The call is subsequently processed
within one of the transaction servers 22, for example by translating an 0800
number into an equivalent destination number, and the results of the processing
are returned via the signalling network to the DMSU 2 which may then. for
example, route the call via the other DMSU 3 and DLE 5 to the destination.

As noted in the introduction above, there is a potential risk that the rate of
call-related signalling reaching the service platform may exceed that which the
platform is able to cope with. This might result in unacceptable degradation in the
performance of the platform, or even complete failure of the platform. To prevent
this, the transaction servers 22 include static governors 220. The static governors
220, which may be embodied as software modules running on the processors
which implement the transaction servers, monitor the rate of in-bound call-related
signalling at a respective transaction server and cause a call to be released once a
predetermined static call rate threshold or limit value has been reached. The
governors also signal rejection events to the overload control server. ldeally, the
governor would be iocated as close as possible to the signalling entry point into the
service platform, so that it has the earliest possible opportunity to detect a peak in
traffic before preceding systems, such as communication servers, have become
congested. In the present implementation, the governor is located within the call
processing protocol layer. For some calls, the governor operates only on the initial
message for the call. Positioning the governor in the call processing layer ensures

that it has sufficient knowledge of the incoming message to distinguish initial
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messages from other messages generated by the same call. This position also
facilitates generation of a call rejection message, since that is one of the functions
of the call processing protocol layer. A further advantage is that the governor has
access to data on offered calls and the identity of originating SSP's.

The Overload Control Server (OCS) responds to call release events
signalled by the governor by sending call-gapping instructions to originating SSP's.
Each such instruction carries an interval and duration timer. Admission of a call by
the SSP results in an initial detection point (IDP) and starts the gap interval timer.
When the interval ends, the next offered call is admitted. This process repeats
until the duration time expires.

In the present example, the call processing layer is the INAP {Intelligent
Network Application Protocol) layer specified in the ITU standard for Intelligent
Networks. The initial message in this case is an INAP InitalDP operation. To
release the call, a ReleaseCall operation is used, and a reason for the release is
specified. This results in a tone or announcement being played to the originator of
the call. A nodal global title is contained in a calling address which is retrieved
from the TCAP (Transaction Capabilities Application Part) TC-Begin message. This
title is used to identify uniquely the originating SSP for each call.

The governor in each transaction server limits the rate of admitted calls
using what is termed a "leaky bucket" algorithm. As described in the present
applicant’'s International Patent Application PCT/GB 94/02512, the leaky bucket is
a counter which is decremented regulariy at a fixed rate, the leak rate. I[n the
present example, the governor adds a drip to the bucket, that is to say increments
the counter, every time an initial message is received for a new call by the
respective transaction server and the call is accepted. Once the bucket is filled to
a level such that a reject threshold is reached, then all calls are rejected until the
bucket has leaked. The bucket leaks at a rate which is equal to the governed
mean arrival rate. The bucket leak rate and the reject threshold are both set by the
governor controlier in the OCS. The operation of the algorithm is then as follows:
1. The bucket starts with a fill level of O and receives a drip of value 1 every time
that a new call is admitted.

2. All drips which would take the fill level above an "onset" level have no effect

on the fill level.
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3. When a drip would take the bucket above its onset level, the call should be
rejected.

4. The bucket leaks at a rate equal to the governor threshold.

The effect of the aigorithm is to ensure that when the offered traffic rate exceeds
the governor threshold, then the admitted rate is limited to the threshold value.

In the present implementation, the governor triggers two types of rejection
event, termed "real rejection” and "pseudo rejection”. A separate call rate
threshold is maintained for each type of rejection event, and separate respective
leaky bucket counters are used. The real rejection event is used as described
above. In this type of rejection event, as illustrated in Figure 3b, the governor
generates a release call message so that calls are rejected once the predetermined
call rate threshold is reached. This is appropriate if the bottleneck, that is to say
the resources which would otherwise be overloaded, comes after the governor in
the call processing chain. However, sometimes the bottleneck precedes the
governor. This implies that once the call has got as far as the governor, there is
likely to be sufficient capacity foillowing the governor to handle the call. In this
case, rather than causing the call to be released, it is more efficient to allow the
processing of the call to continue. In this case a pseudo rejection event is used.
The initial message is passed on to the post-governor systems for further
processing. At the same time, a rejection event is signalled to the overload control
function of the OCS, so that the OCS acts to reduce the incoming call rate,
thereby protecting the potentially overloaded resources in the pre-governor
systems. The pseudo rejection event threshold is set to a lower value than the real
rejection event threshold. For example, the pseudo rejection event threshold might
be set to 100 calls/sec and the real rejection event threshold might be set to 120
calls/sec. Then, if the current call rate is, say, 110 calls/sec then a pseudo
rejection event is triggered. If the call rate reaches, say, 120 calls/sec, then a real
rejection event is triggered.

Figure 4 iflustrates the event flows in three types of situation. In region a,
the current call rate is below both thresholds, and no rejection occurs. In region b,
the current call rate is above the pseudo rejection event threshold and below the
real rejection event threshold. In region c, the current call rate is above both the
pseudo rejection event threshold and real rejection event threshold. The event

locations shown in the diagram are, from left to right, the signalling network
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(CTN), the governor, the governor controller, the overload control function (OCF), a
node membership change function (NMCF), and the back-end system.

As illustrated in Figure 2, the service platform may in practice be
implemented as a multiplicity of transaction servers, referenced 1 to n, each of
which has its own governor. The use of several transaction servers both increases
the capacity of the platform, and enhances its ability to withstand localised
component failures. The governor controller is designed to maintain as far as
possible the overall platform throughput in the event of one of the transaction
servers failing. To this end, the governor controller includes a monitoring function.
In the present implementation the governor controller communicates with the
transaction servers using a memory channel network, and the monitoring function
is implemented using a Node Member Change Function (NMCF) which is
associated with the memory channel network. In use, the monitoring function
determines how many of the transaction servers in the service platform site are
active. The governor controller then takes a target allocated rate for the site,
which target rate may have been set previously by a network management
function, and divides it by the number of transaction servers available. The
governor controlier ensures that the resuiting threshold values which are allocated
to the transaction servers do not exceed the maximum rate which a transaction
server is capable of handling. As an added safety measure, each governor is
programmed with a maximum threshold value. The governor defaults to this
maximum threshold value if it finds itself operating in isolation, for exampie as a
result of the site governor controller failing.

In an alternative embodiment which is shown in Figure 5, a service
platform is split between three sites, M,N,P. Each site has a number of transaction
servers, together with a communications server and an overload contro! server.
The transaction servers include respective governors, and a governor controllier is
jocated in each overload control server, as described previously with reference to
the service platform of Figure 2. The different sites are connected to a common
back-end system. In the Figure, four of the network SSP's are shown. The SSP'S
have nodal global titles A, B, C & D. Each SSP connects to a single one of the
service platform sites. In the Figure, the preferred connections are shown by
arrows with solid lines. Alternative, second choice connections are shown by

arrows with dashed lines. If a particular service platform site fails, all the SSP's
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currently using that site as their first choice switch to their respective second
choice sites.

While the network might be provided with a central operations unit which
balanced the threshold values across the different sites, the present preferred
implementation uses governors and governor controllers in the sites which
automatically balance the thresholds across the sites. The governor controller in
each site registers all traffic offered to the site, and monitors the identity of each
SSP which is directing signalling to the site. From the number of different SSPi
identities which are encountered in a predetermined period of time, the governor
controller calculates how many SSP's are connected to it. The target threshold
value for the site is then set accordingly. For example, if there are three sites with
a total accumulated target of 900 calls/sec and one SSP fails, then assuming that
the SSP's previously connected to the failed site are equally split between the
remaining two, then each of the remaining sites sees calls from one additional call
which it had not previously seen. This is detected by the governor controller in
each remaining site. The governor controller raises the target governor settings in
the transaction servers in the respective site to take account of the increased
traffic handled by the site.

A manual override mechanism may be included in the SCP's for use, for
example, to stop other sites increasing their traffic levels when one SCP is taken
out of use.

Tables 1a and 1b below illustrate in further detail the balancing of

thresholds in the network of Figure 5.
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Global Variables at Site VI Variables at Site N Variables at Site P
Max. whole NIP call | 900 | Active TS (out 2 Active TS (out 2 Active TS {out of 2) 2
rate of 2) of 2)
Max. individual TS | 200 | Requested Gov. | 300 | Requested 300 | Requested Gov. | 300
call rate Rate Gov. Rate Rate
Default TS rate (no | 150 | Active TS Rate 150 { Active TS | 150 | Active TS Rate 150
0cCs) Rate
Active NIP sites 3 Achieved Gov. | 300 | Achieved 300 | Achieved Gov. Rate | 300
Rate Gov. Rate
Global Achieved Rate | 900

TABLE 1b
Global Variables at Site M Variables at Site N Variables at Site P
Max. whole NIP call [ 900 | Active TS ({out 2 Active TS 1 Active TS (out of 2) [ N/A
rate of 2) {out of 2)
Max. individual TS | 200 | Requested Gov. | 450 | Requested 450 | Requested Gov. | N/A
call rate Rate Gov. Rate Rate
Default TS rate (no | 150 | Active TS Rate 200 | Active TS | 200 | Active TS Rate N/A
0OCS) Rate
Active NIP sites 2 Achieved Gov. | 400 | Achieved 200 | Achieved Gov. Rate | N/A
Rate Gov. Rate
Global Achieved Rate | 600

Table 1a shows the setting for the variables when the status of the entire NIP, that
is the three sites and the common back end system is normal. Table 1b shows
how these settings change when one site (site P) fails, and one transaction server
fails at site N. Although for ease of illustration only a few SSP's are shown in the
Figure, in a real network some hundreds of SSP's may be connected to three SCP
sites. Accordingly, when one of the sites fails, every other SCP site will have a
number of SSP's which switch to it as the second choice SCP site.

Figure 7 shows the physical implementation of the service platform of
Figure 2. Of particular relevance to the invention are the DEC Alpha 4100
transaction servers and the DEC Alpha 4100 overload control servers. The
governors and governor controliers are implemented as software modules running

on these servers. These use a shared memory communications link termed

SUBSTITUTE SHEET (RULE 26)
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"Memory Channel" (MC). Memory Channel systems are available commercially
from DEC. The memory channel is used to implement the node member change
function NMCF. As noted above, this allows the governor controller to monitor
how many active transaction servers there are. The memory channel also provides
an efficient means for the transaction servers to communicate with central
services on the OCS such as the governor controller and the OCF. Figure 6
illustrates the operation of the memory channel network. The Memory Channel
technology provides a lock facility as part of its API (abplication program
interface). MC guarantees {within a set time) to release a lock if the node (server)
fails. The governor controller is pre-programmed with the identities of transaction
servers. The governor controller regularly attempts to grab the lock belonging to
each of the transaction servers. If it manages to get one of the locks it knows
that a previously active transaction server has now failed. f it can no longer obtain
a lock (while previously it could) it knows that a transaction server is now active.

In this implementation, the following information flows are communicated
via the memory channel: the pseudo and real rejection thresholds; the count of an
offered call and its associated SSP ID. The threshold values are simply data items
held in the memory channel. Governor controller software on the OCS writes to
the values while software methods on the transaction servers allow the values to
be read. For each offered call, software on the transaction server accesses a
common count of calls and then, while locking the count, increments the value of
the count.

In the examples described above, it is assumed that each call made to the
SCP results in approximately the same load for the SCP. This approximation gives
acceptable results even where there is some variance in the loading associated
with different calls. For example, some calls may involve simple number
translation, in which case the SCP handles an initial DP followed by
FurnishCharginginformation, SendCharginglnformation and Connect signais, while
other calls may combine number translation with a call statistics operation. {These
events and signals, and other such events and signals referred to beiow, are
formally defined in the ITU INAP standard, and the terminology used here is taken
from that standard.) In this latter case, an extra RequestReportBCSMEvent
operation is required. This results in an extra message, EventReportBCSM, being

sent from the SSP to the SCP to indicate the state of the call. This involves a
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relatively small increase in the processing load on the SCP. As a result the
governor can function effectively simply by adding a single drip to the leaky bucket
counter for each InitialDP, irrespective of the call type.

In some situations, the SCP may be required to handle different calls which
impose widely varying loads. This is the case when some of the calls involve
multiple legs. Such calls involve arming detection points at the SSP, using the
RequestReportBSCMEvent, as interrupted. In this case, when the SCP triggers a
detection point, e.g. for busy, then the control of the call remains with the SCP.
The SCP in this case may have multiple interactions with the SSP following a
single InitialDP (initial Detection Point) event. Furthermore, the service may now
involve the use of an Intelligent Peripheral, such as a voice messaging platform.
The SCP then has to set a temporary leg to the Intelligent Peripheral to allow voice
interaction. At the same time, other calls signalled to the SCP may still involve
nothing more than simple number translation.

In the scenario described in the preceding paragraph, if the governor is
programmed on the assumption that each initialDP is associated with the
processing load of a simple number translation, then when the actual received calls
have multiple legs the capacity of the SCP is likely to be exceeded. On the other
hand, if the rate limits are set on the assumption that each InitialDP is associated
with a multiple-legged call, then when the majority of the calls are for simple
number transiation the resources of the SCP will be under-utilised. To overcome
these problems, in an alternative implementation of the invention, the governor is
programmed to add a drip to the leaky bucket counter not onily when an InitialDP
message is received at the SCP, but also when other operations are sent to or from
the SCP, e.g. when an EventReportBCSM message is received provided that the
event report is an interrupted EDP (event detection point}. Since the call has
already been admitted at this stage, any resulting rejection event is of the pseudo-
rejection type. When the service involves legs to an intelligent peripheral, then the
occurrence of an EstablishTemporaryConnection operation is treated as a further
trigger for incrementing the leaky bucket counter. In this case the trigger relates
to a signal sent from the SCP to the SSP, rather than vice versa as in the other
examples. Again, any reject event is a pseudo-reject.

A further feature of this alternative implementation uses a variable drip -

that is to say the leaky bucket counter is incremented by different amounts
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depending on the nature of the event which caused the drip. A drip associated
with an InitialDP may have a value of 2, while a drip associated with an
EventReportBCSM may have a unit value of 1. Determining the appropriate drip
values for different events, and the threshold for the governor, may be carried out
by prototyping and testing a particular platform and/or from modeliing using
representative service times for different types of call. In principal any or all of the
intermediate signalling events occurring at the service platform may be used to
trigger the adding of a drip to the leaky bucket counter. For ease of
implementation, all such events may be treated as potentially adding a drip, but for
selected events the weight of the drip may be set to zero.

Figure 8 is a flow diagram for a governor which use variable-weight drips,
as described in the immediately preceding paragraphs. For the sake of clarity, the
periodic dripping from the leaky bucket counters is omitted from the illustrated
event flows. This may be viewed as a concurrent external event. At step s1, a
message event occurs at the governor as it receives or transmits a signal via the
network interface. The governor determines the event type, step s2. I the event
is determined to be an InitialDP (IDP) then the value of the drip weight is set, e.g.,
equal to 3, step s3. The value of a variable r_currentlevel, which is the current
level of the leaky bucket counter for real rejection events, is read, step s4. The
drip weight is added to r_currentlevel and the result is written to a temporary
register "temp", step s5. In step s6 the value of temp is compared with real |,
that is the limit value for real rejection events. If the limit value is exceeded then
in step s7 the governor sends notification of a real rejection event to the OCS. In
step sB the governor causes the call to be released. If the limit value is not
exceeded, then in step s9 (Figure 8iii) the drip is added to the bucket as the
variable r_currentlevel is set equal to the value held in the temporary register. The
value p_currentlevel of the level of the leaky bucket counter for pseudo rejection
events is read, step s10, and the drip weight is added to that value and is written
into the temporary register, step s11. In step s12, the value of temp is compared
with pseudo |, that is the limit value for pseudo-rejection events. [f the limit value
is exceeded, then in step s13 the governor sends notification of a pseudo rejection
event to the OCS. If the limit value is not exceeded, then in step s14 the drip is
added to the bucket as the variable p_currentlevel is set equal to the value held in

the temporary register.
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Intermediate events, subsequent to an IDP event and the admission of a
call, are used to add to the level in the leaky buckets for real and pseudo rejection.
For exampie, if the intermediate event is an EstablishTemporaryConnection (ETC)
signal sent from the SCP to the SSP, then the drip weight is set equal to, e.g., 2,
step s15 (Figure 8ii). For another intermediate event, EventReportBCSM (ERBE)
the drip weight is et equal, e.g., to 1, step s16. Similarly other weights may be
set for other intermediate events. In steps 17 to 20, the appropriate drip values
are added to both the leaky buckets. The governor, in this example, adds drips to 7

the leaky buckets for all event flows between the SCP and SSP. These events

comprise:
From SSP to SCP
¢ [nitialDP

o EventReportBCSM

¢ ActivityTest result
and from SCP to SSP

e FurnishCharginginformation

e SendCharginginformation

¢ Connect

e ActivityTest

* EstablishTemporaryConnection

* RequestResportBCSMEvent
Every one of these operations has an assigned drip value. The InitialDP is a special
case as it can be rejected without dripping. As already noted, some events may

be assigned a zero value for the drip.

Figure 9 shows a preferred implementation of the invention using different
drip weights. The SCP in this example includes a transaction server call processing
module 91, a Transaction Capabilities Application Part (TCAP) server 82, a TCAP
back end processor 93 and a communications server 94. A transfer module 95
links the TCAP server 92 to an Advanced Transaction Server 96 which is
responsible for certain advanced transactions. As in the previously described
embodiments, the TCAP server includes a governor which uses a leaky bucket

algorithm.
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The load on the transaction server is due to he processing of mesages
crossing the six interfaces labelled 1 to 6 in the figure, and hence that load can be
modelled as a weighted sum of message rates across these interfaces. Similarly
signalling network load can be modelled as a weighted sum of messages across
the 2 interfaces labelled 1 and 4 in the figure. Drip weights in the governor are set
to be proportional to the amount of load implied by each message. There is a
configurable drip size defined for each message type at each interface. Table 2

below lists the different messages for each of the interfaces (i/f} shown in the

Figure.
Table 2
i/f Messages
1 IDP, EventReport, ETCFail, Abort, Error
2 IDP, EventReport, INAP Control
3 FCI, SCI, Connect, RequestReport, INAP Control
4 FCl, SCI, Connect, ReguestReport, ETC, ReleaseCall, CallGap, Error,
Abort
5 IDP, EventReport, ETCFail, INAP Control
6 FCI, SCi, Connect, RequestReport, ETC, ReleaseCall, INAP Control

This requires the provision of 5+3+5+9+4+7 =33 configurable drip sizes. In a
relatively simple implementation of the invention only the IDP (initial detection
point) at interface 1 contributes to the level in the governor leaky bucket and its
drip size is unity. In an implementation where the only permissible way for the TS
to shed load is to return ReleaseCall for an incoming IDP, rather than passing the
IDP to TS Call Processing, then the real-rejection Governor leaky bucket cannot fill
beyond the level at which IDPs are rejected, because only IDPs which are accepted
result in a drip into the bucket. However in preferred impiementations, follow-on
messages for a call at any interface are not rejected, even if the governor leaky
bucket level is greater than the level at which incoming IDP’s (“new load”) are

rejected.

As an example, in an implementation as shown in Figure 9, for a service

which, e.g., is handled by the ATS, drip weights (termed here “sizes”) for different
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messages and different interfaces may be set as follows: Using the notation
<message > (<interface number>) to specify a drip size, the drips added have the
following weighting matrix IDP(1), IDP(2), INAP Control(3), IDP(5}, SCI{6), FCI(6),
Connect(6), SCI{4), FCIl(4), Connect{4). Here the INAP Control message is the
message which indicates to the TCAP Server that the message should be passed
to an ATS.

As a second example, consider the drips into the governor bucket as a result of an
IDP which is rejected because the Governor bucket level is above the threshold
level at which IDPs are rejected. Then the drips added have sizes IDP(1),
ReleaseCall(4). This models the load more accurately than implementations which
in which rejected calls are assumed to result in zero loading of the Transaction

Server.

In implementing a platform in accordance with the invention and using a leaky
bucket in the governor, it is not necessary to leak the bucket every time a
message-related drip is added to it. It is only necessary to determine the correct
level when an IDP arrives and a decision must be made whether to process, or to
release, the call. Thus the bucket should be leaked immediately before this decision

is to be made, but need not be leaked at any other time.

The bucket fill level, drip sizes, and the amount drained out at each leak time are
all intrinsically real numbers, not integers. For maximum flexibility in setting drip
sizes and for clarity and maintainability of code, it is desirable to represent them as
float or double types, rather than using integers with scaling. With floating-point
hardware this is very unlikely to incur a performance penalty. Only tests including
an inequality (>, <, > =, < =) are then used when comparing two floating point

numbers: tests for equality are not reliable.

in the implementation discussed above with respect to Figure 9, a
weighting matrix is used with two dimensions corresponding to interface location
and message event identity. The weights in that example are determined in
relation to a single assumed bottleneck location, for example at the TCAP server.
The capability of the governor can be further extended by considering a number of
different potential bottlenecks, any one of which may become the true bottieneck

depending on call mix. There are then two weighting matrices to be used in
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determining drip weights {or equivalently a single three-dimensional matrix) one
having dimensions of message-type and interface which relates to the load implied at
the local box (here the Transaction Server) by messages across the on-box and off-
box interfaces, the other having dimensions of message-type and bottleneck, which
relates to load implied at remote bottlenecks by messages across the interfaces which

communicate with that bottleneck.

For example, a reporting engine may be the bottleneck if all calls require real-time
reports on their success or failure; signalling network processing for routing may
be the bottleneck if there are large numbers of short signalling messages; signalling

link bandwidth may be the bottleneck if average signalling message length is large.

Multiple bottlenecks are protected by the governor as follows: for each
potential bottleneck, evaluate the loading at that bottleneck implied by each
message. As an example, the loading at a reporting engine may be due only to
INAP Event Reports received in a NotifyAndContinue mode, thus only this message
type would have a nonzero weight; loading of signalling routing processors would
be equal for all messages; and loading of signalling links would be in proportion to

the length of the message.

The absolute values depend on the chosen ({arbitrary) leak rate of the
Governor bucket and on the capacity of the bottleneck: for example, if the
reporting engine can handle 200 call outcome reports per second, and the
Governor leak rate is 1.0 per second, each Event Report should have a weight of
0.005. If a routing processor in the signalling network can handle 250 messages
per second and there are 4 such processors in a load-sharing scheme, each

message should have a weight of 0.001.

The result is a matrix of governor drip weights, with {say) columns
indexed by bottleneck and rows indexed by message type. To protect against
congestion at all potential bottlenecks, choose for each message the maximum
weight appearing in its row, i.e. the weight corresponding to the bottleneck at
which that message implies the greatest loading. It is then this value which is
substituted in the interface/message-type matrix previously described. Accordingly
different entries in the interface/message matrix are then determined by different

potential bottleneck locations.
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Using the simple example above, if the reporting engine and the signalling
routing processors were the only two potential bottlenecks, then Event Reports
received in NotifyAndContinue mode should be assigned a weight of 0.005 (the
maximum of their two weights of 0.005 and 0.001) and all other messages should
be assigned a weight of 0.001 {the maximum of their two weights of O and
0.001). The reporting engine bottleneck in the example would have a load implied by
event reports across the interfaces from TCAP Server to TSCP and TS to ATS. The
signalling network bottieneck would have a load implied by all the messages across 7
the network interface to TCAP Server. These different weights may be implemented
by a three-dimensional weighting matrix with dimensions of message type, interface

index, and bottleneck index.

Although described above in relation to leaky bucket counters, the
principle of using different weights in counting signalling events in a transaction
processing system may also be used in implementations in which other forms of
rate monitoring are used. Also differential weighting may be used with leaky
buckets to protect network resocurces in other contexts, apart from their use in the
governor of the present invention. For example they may be used in outbound rate
control for prevention of focussed overload at destination number in a public
switched telephone network (PSTN), as described in the present applicant’s
European patent EP-B-334612, granted 4 Aug 93, priority date 21 March 1988,

the contents of which are incorporated herein by reference.
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CLAIMS

1. A transaction processing system for use in a communications network, the
system including:

a) a network interface for communicating signalling for inbound traffic

b} a governor programmed with a static limit value for the rate of traffic-
related signalling, and

c) a transaction processor which is responsive to the governor and which
is arranged to release an inbound transaction when the static limit value is

reached.

2. A transaction processing system according to claim 1, further comprising:

d) an overload controlier which is connected to the governor and which is
arranged to output control signals onto the network to reduce the rate of inbound
transactions to the transaction processing system when the static limit value is

exceeded.

3. A transaction processing system according to claim 1 or 2, in which the
governor is arranged to respond to the total rate of both initial traffic-related

signals and predetermined intermediate traffic-related signals.

4. A transaction processing system according to claim 3, in which the said
predetermined intermediate traffic-related signals comprise signals associated with

the setting of an interrupt detection point.

5. A transaction processing system according to claim 4, in which the said

intermediate traffic-related signals comprise interrupt £ventReportBSCM messages.

8. A transaction processing system according to any one of claims 3 to 5, in
which the governor is arranged to weight differently the contribution to the total
call rate of the said initial traffic-related signals and the contribution to the total

call rate of the said intermediate traffic-related signals.



WO 98/57504 ' PCT/GB98/01628

10

15

20

25

30

) 21

7. A transaction processing system according to 2, or any one of claims 3 to 6
when dependent on claim 2, in which the governor is programmed with a first,
lower static limit value, and a second, higher static limit value, and the governor is
arranged to signal to the overload controller when the first, lower threshold is
reached, and is arranged to release an inbound call only when the second, higher

threshold is reached.

8. A transaction processing system according to claim 2 or 7, in which the said
control signals comprise call gap messages which are addressed to a switch

which, in use, is connected to the transaction processing system.

9. A transaction processing system according to any one of the preceding claims,
further comprising:
e) a governor controller which is connected to the governor and which is

arranged to set automatically the value for the static limit value.

10. A transaction processing system according to claim 9, comprising a plurality
of processing systems, each of the processing systems comprising a transaction
processor and a governor which is connected to the respective transaction
processor,

and in which the governor controller is connected to the plurality of processing
systems and sets independent respective static limit values in the different

respective governors.

11. A transaction processing system according to claim 10, in which the governor
controller is programmed with a target transaction rate for the system, and is
arranged to set the static limit values in the different respective governors so that
the total admitted transaction rate substantially matches the said target

transaction rate.

12. A transaction processing system according to claim 11, in which the governor
controller includes a monitor input which is connected to the plurality of processing
systems and which receives status data for the processing systems, and in which

the governor controller is arranged to amend the static limit values in the different
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respective governors when the said status data indicates that the number of

functioning transaction processors has changed.

13. A transaction processing system according to any one of claims 9 to 12, in
which the governor controller is arranged to monitor the identity of network
switches which, in use, direct inbound signalling to the transaction processing
system, and in which the governor controller is arranged, when signalling is
received from a switch which normally uses another transaction processing
system, automatically to increase a target transaction rate for the transaction

processing system.

14. A communications network including a transaction processing system

according to any one of the preceding claims.

15. A method of operating a transaction processing system in a communications
network, the method comprising:

a) communicating signalling for an inbound transaction between a
communications network and a governor;

b) in the governor, comparing the current rate of calls processed by the
transaction processing system with a static limit value; and

¢) causing the inbound transaction to be released when the static limit

value is reached.

16. A method according to claim 15, further comprising outputting control signals
onto the network, and thereby reducing the rate of inbound calls to the
transaction processing system, in response to a call rejection event triggered by

the governor.

17. A method according to claim 16, including communicating a rejection event
signal from the governor to an overload controller when a rejection event occurs,

and subsequently outputting the said controls signals from the overload controlier.

18. A method according to claim 17, including communicating the said rejection

event signal to the overload controller when a first, lower static limit value is
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reached, and both signalling to the overload controller and releasing the inbound

call only when a second, higher static limit value is reached.

19. A method according to any one of claims 15 to 18, in which in step (b) the
governor compares the total rate of both initial traffic-related signals and

intermediate traffic-related signals with the said threshold.

20. A method according to claim 19, in which the said predetermined intermediate
traffic-related signals comprise signals associated with the setting of an interrupt

detection point.

21. A method according to claim 20, in which the said intermediate traffic-related

signals include interrupt EventReportBSCM messages.

22. A method according to any one of claims 19 to 21, in which the contribution
to the total call rate of the initial traffic-related signals and the contribution to the

total call rate of the intermediate traffic-related signals are weighted differently.

23. A method, system or network according to any one of the preceding claims,
in which the transaction processing system is a service platform for use in a

telecommunications network.

24. A method according to any one of claims 15 to 23, in which the governor
increments a leaky bucket counter in response to signals communicated between

the system and the communications network.

25. A service platform for use in a communications network, the platform
including:

a) a network interface for receiving signalling for inbound calls

b) a static governor programmed with a predetermined call rate threshold,

and
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c) a call processor which is responsive to the static governor and is
arranged to release an inbound call when the predetermined call rate threshold is

reached.

5 26. A method according to claim 24, in which the governor applies different
weights to leaky bucket increments (“drips”) associated with different respective

message types passed in connection with the processing of the call.

27. A method according to claim 24 or 26, in which the governor applies different
10 weights to leaky bucket increments (“drips”) associated with the passing of
messages over different respective interfaces in the platform in connection with

the processing of the call.

28. A method according to claim 27 when dependent on claim 26, in which a
15 weighting matrix having dimensions of message-type and interface identity is
applied to the said leaky bucket increments , and in which different entries in the
said matrix have a value determined for different bottlenecks in the processing of

the signalling for the call.

20 29. A method according to any one of claims 15 to 28, including determing the
current rate of calls processed by applying different weights to different signalling
events associated with the processing of calls by the transaction processing

system.

25 30. A method according to claim 29, in which different weights are applied for
signalling events across different signalling interfaces in the transaction processing

system.

31. A method according to claim 29 or 30, in which different weights are applied

30 to signalling events corresponding to different message types.

32. A method of operating a communications network including:
a) comparing a rate of events in a network resource with a threshold rate

by incrementing a ieaky bucket counter in response to signalling events; and
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b) applying different weights to the increments of step (a) for different
signalling events, the weights depending on the degree loading of the network

resource associated with the different signalling events.

5 33. A platform for use in a communications network including:

a) a leaky bucket counter arranged to be incremented in response to
signalling events, in use the counter comparing a rate of events in a network
resource with a threshold rate; and 7

b) means for applying different weights to the increments of the leaky

10 bucket for different signalling events, the weights depending on the degree of

loading of the network resource associated with the different signalling events.

34. A method according to any one of claims 24, and 26 to 32, including applying
a three-dimensional weighting matrix having dimensions of message-type, interface

15 index and bottleneck index.
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