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reliability metrics. The information bits may be allocated to the polarized bit-channels based on the reliability metrics of the ditferent
polarized bit-channels and the overall capacity of a transmission. That is, the bit locations of a transmission may depend on the reliability
metrics of different polarized bit-channels and the overall capacity of the transmission. To facilitate puncturing, the overall capacity of
the transmission may be adjusted and the unpolarized bit-channels may be partitioned into polarized bit-channels based on the adjusted
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MUTUAL-INFORMATION BASED RECURSIVE POLAR CODE CONSTRUCTION
BACKGROUND

(60601} The following relates generally to wireless communication and more specifically

to mutual-information based recursive polar code construction.

[0002] Wireless communications systems are widely deploved to provide various types of
communication content such as voice, video, packet data, messaging, broadcast, and so on.
These systems may be capable of supporting compmunication with multiple users by sharing
the available system resources {e.g., fime, frequency, and power). Examples of such multiple-
access systemns include code division multiple access (CDMA) systems, time division
multiple access {TDMA) systems, frequency division multiple access (FDMA) systems, and
orthogonal frequency division mouliiple access (OFDMA) systerns, (e.g., a Long Term
Evolution (L'TE) system, or a New Radio (NR) system). A wirveless mudtiple-access
communications system may include a nurnber of base stations or access network nodes, each
simultancously supporting communication for multiple communication devices, which may

be otherwise known as user equipment (UE).

[6003] Code blocks may be encoded by a transmitting device (e.g., a base station or UE)
using an encoding algorithm. Error correcting codes may be used to introduce redundancy in
a code block so that transmission errors may be detected and corrected. Some examples of
encoding algorithms with error correcting codes include convolutional codes (CCs), low-
density parity-check (LDPC) codes, and polar codes. Some coding techuigues, such as polar
coding, use reliability metrics during encoding and decoding such that information bits may
be loaded on channel instances {of the encoder or decoder) that are associated with favorable
{e.g., high) reliability metrics. Sclection of channel instances used for information bits may
present challenges when implemented in a system where a flexible bit rate for processing bits

for a transmission is desired.

SUMMARY
[6604] In some cases, a codeword encoded using a polar code may be punctured. For
example, to achieve a given code rate with an encoder having lengths determined by a power
function (e.g., 27, more bits may be generated from encoding than are transmitted for the
given code rate. A punctured bit may be a bit for which no information is transmitted (e.g.,

the bif is skipped), or a bit that is used for another purpose {e.g., transmission of a reference
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signal, efc.). Puncturing roay inchude, for example, shortening puncturing (or known bit
puncturing}, in which a set of most significant bits (M3Bs) or later-generated bits of a
codeword are punctured, and block puncturing {(or unknown bit puncturing), in which a set of
least significant bits (LSBs) or earlier-generated bits of a codeword are puncuured. The
present disclosure describes technigues for encoding and decoding a codeword using a polar

code when one or more bits are punctured.

166051 A method for wireless communication is described. The method may include
receiving a codeword over a wireless channel, the codeword being encoded using a polar
code, identifving a sct of punctured bit locations in the received codeword, identifying a set
of bit locations of the polar code used for information bits for the encoding, wherein the set of
bit locations s determined based at least in part on recursively partitioning bit-channels of the
polar code for each stage of polarization and assigning portions of a number of the
information bits of each partition of each stage of polarization to bit-channel partitions based
on a muteal information transfer function of respective aggregate capacities of the bit-channel
partitions, and wherein a target mutual information for a first polarization stage is determined
as a function of the number of the information bits and a number of un-punctured bhit
locations in the reccived codeword, and decoding the received codeword according to the

polar code to obtain an nformation bit vector at the set of bit locations.

[0606] An apparatus for wireless communication is described. The apparatus may include
means for receiving a codeword over a wireless channel, the codeword being encoded using a
polar code, means for identifying a set of punctured bit locations in the received codeword,
means for identifying a set of bit locations of the polar code used for information bits for the
encoding, wherein the set of bit locations is determined based at least in part on recursively
partitioning bit-channels of the polar code for cach stage of polarization and assigning
portions of a number of the information bits of each partition of cach stage of polarization to
hit-channel partitions hased on a routual information transfer function of respective aggregate
capacitics of the bit-channel partitions, and wherein a target mutoal information for a first
polarization stage is determined as a function of the number of the information bits and a
number of un-puncturcd bit locations in the received codeword, and means for decoding the
received codeword according 1o the polar code to obtain an information bit vector at the set of

bit locations.
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[0607] Another apparatus for wireless comnumnication is described. The apparatus may
inchude a processor, memory in electronic communication with the processor, and
mstructions stored in the memory. The mstructions may be operable to cause the processor t©
receive a codeword over a wireless channel, the codeword being encoded using a polar code,
identity a set of punciured bit locations in the received codeword, identify a set of bit
locations of the polar code used for information bits for the encoding, wherein the set of bit
locations is determined based at least in part on recursively partitioning bit-channels of the
polar code for each stage of polarization and assigning portions of a number of the
information bits of each partition of each stage of polarization to bit-channel partitions based
on a mutual information transfer function of respective aggregate capacitics of the bit-channel
partitions, and wherein a target mutual information for a first polarization stage is determined
as a function of the number of the information bits and a number of un-punctured bit
locations in the reccived codeword, and decode the received codeword according to the polar

code to obtain an information bit vector at the set of bit locations.

[00608] A non-transitory computer readable medium for wireless communication is
described. The non-transitory computer-readable medium may include instructions operable
to cause a processor o receive a codeword over a wireless channel, the codeword being
encoded using a polar code, 1dentify a set of punctured bit locations in the received
codeword, identify a set of bit locations of the polar code used for information bits tor the
encoding, wherein the set of bit locations is determined based at least in part on recursively
partitioning bit-channels of the polar code for each stage of polanzation and assigning
portions of a number of the information bits of each partition of cach stage of polarization to
bit-channel partitions based on a mutual information transfer function of respective aggregate
capactties of the bit-channel partitions, and wherein a target mutual information for a furst
polarization stage is determined as a functon of the number of the wformation bits and a
number of un-punctured bit locations in the received codeword, and decode the received
codeword according to the polar code to obtain an information bit vector at the set of bit

locations.

100609] In some examples of the method, apparatus, and non-transitory computer-readable
mediom described above, the target mutual information may be determined as the number of
the information bits divided by the number of un-punctured bit locations in the reccived

codeword. In some examples of the raethod, apparatus, and non-transitory computer-readable

medium described above, the set of punctured bit locations correspond to non-shortening
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based puncturing of the received codeword. In some examples of the method, apparatus, and
non-transitory computer-readable medinm described above, for the first polarization stage, a
capacity of each corresponding bit-channel of the set of punctured bit locations may be set to
zero. In some examples of the method, apparatus, and non-transitory computer-readable

medium described above, the non-shortening based puncturing comprises block puncturing.

(0610 in some examples of the method, apparatus, and non-transitory computer-readable
medium described above, for the each stage of polarization, a capacity of each bit-channel of
cach of the bit-channel partitions may be determined based on bit-channcl capacities of input
bit-channels from the previous stage of polarization and the mutual information transfer
function. In some examples of the method, apparatus, and non-transitory computer-readable
mediom described above, the set of punctured bit locations correspond to shortening-based
puncturing of the received codeword, and a number of the punctured bif locations may be
added to the number of the information bits for assigning to the bit-channel partitions for the

first recursive partitioning.

10611} In some examples of the method, apparatus, and non-transitory computer-readable
mediom described above, for the first polarization stage, a capacity of sach corresponding
bit-channcl of the set of punctured bit locations may be set to unity. In some examples of the
method, apparatus, and non-transitory computer-readable medium described above, the
identifying the set of bit locations comprises shortening a preliminary sct of bit locations
determined as a result of the recursively partitioning of the bit-channels by the number of the
punciured bit locations. In some cxampies of the method, apparatus, and non-transitory
computer-readable medivm described above, the mutual information transfer function may be

based on a binary erasure channel {BEC) function and a correction term.

[6012] A method for wirckess communication is described. The method may include
receiving a codeword that is encoded using a polar code, identifying a set of hit locations of
the polar code used for information bits for the encoding, wherein the set of bit locations is
determined based at least in part on recursively partitioning hit-channels of the polar code for
cach stage of polarization and assigning portions of a number of the information bits of each
partiton of each stage of polarization to hit-channel partitions based on a muteal information
transter function of respective aggregate capacitics of the bit-channel partitions, and wherein

the mutual information transfer function is based on a BEC function and a comection term,



WO 2018/152694 PCT/CN2017/074381

5
and processing the received codeword according to the polar code to obtain an information

bit vector at the set of bit locations.

[0013] An apparatus for wireless communication is described. The apparatus may include
means for receiving a codeword that is encoded using a polar code, means for identifying a
set of bit locations of the polar code used for information bits for the encoding, wherein the
set of bit locations is determined based at least in part on recursively partitioning bit-channels
of the polar code for cach stage of polarization and assigning portions of a number of the
information bits of each partition of cach stage of polarization to bit-channel partitions based
on a mutual information transfer function of respective aggregate capacitics of the bit-channel
partitions, and wherein the mutual information transfer function is based on a BEC function
and a correction term, and means for processing the received codeword according to the polar

code to obtain an information bit vector at the set of bit locations.

[6614] Another apparatus for wireless communication is described. The apparatus may
include a processor, memory in electronic communication with the processor, and
mstructions stored in the memory. The mstructions may be operable to cause the processor o
receive a codeword that is encoded using a polar code, identify a set of bit locations of the
polar code used for information bits for the encoding, wherein the set of bit locations is
determined based at east in part on recursively partitioning bit-channels of the polar code for
cach stage of polarization and assigning portions of a nurobher of the information bits of each
partition of cach stage of polarization to bit-channel partitions based on a muotual information
transfer function of respective aggregate capacities of the bit-channel partitions, and wherein
the mutual information transfer function is based on a BEC function and a correction term,
and process the received codeword according to the polar code to obtain an information bit

vector at the set of bit locations.

[0615] A non-transitory computer readable medium for wireless commuimnication 18
described. The non-transitory computer-readable medium may include instructions operabie
tO cause a processor (o receive a codeword that is encoded using a polar code, identify a set
of bit locations of the polar code used for information bits for the encoding, wherein the set of
bit locations s determined based at least in part on recursively partitioning bit-channels of the
polar code for each stage of polarization and assigning portions of a number of the
information bits of cach partition of each stage of polarization to bit-channel partitions based

on a muteal wformation transfer function of respective aggregate capacities of the bit-channel
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partitions, and wherein the mutual information ransfer function is based on a BEC function
and a correction ierm, and process the received codeword according to the polar code to

obtain an information bit vector at the set of bit locations.

[0616] In some examples of the method, apparatus, and non-transitory computer-readable
wedium described above, the correction term may be based on a function of a bit-channel
capacity of the each stage of polarization and a capacity imnhalance factor. In some cxamples
of the method, apparatus, and non-traunsitory computer-readable medium described above, the
correction term comprises an offset factor applied to the bit-channel capacity. In some
exampies of the method, apparatus, and nou-transitory computer-readable medium described
above, the correction term comprises a scaling factor applied to the offset bit-channel
capacity. In some examples of the method, apparatus, and non-transitory computer-readable
wedium described above, the correction term comprises an offset applied to the scaled and

offset bit-channel capacity.

{66171 A method for wircless communication is described. The method may inciude
wlentifving a set of punctured bit locations for transmission of a codeword, the codeword to
be generated from an information bit vector using a polar code, identifying a set of bit
locations of the polar code to be used for information bits of the information bit vector,
wherein the set of bit locations is determined based at Ieast in part on recursively partitioning
hit-channels of the polar code for each stage of polarization and assigning portions of a
number of information bits of each partition of each stage of polarization to bit-channel
partitions based on a mutual information {ransfer function of respective aggregate capacities
of the bit-channel partitions, and wherein a target mutual information for a first polarization
stage is determined as a function of the number of the information hits and a number of un-
punctured bit locations in the received codeword, encoding the information bit vector mapped
to the set of bit locations using the polar code to obtain the codeword, and transmitting the
codeword over a wireless channel, wherein the transmitting comprises puncturing the

codeword at the set of punctured bit locations.

[0018] An apparatus for wircless communication is described. The apparatus may include
means for identifying a set of punctured bit locations for transmussion of a codeword, the
codeword to be generated from an information bit vector using a polar code, means for
identifying a sct of bit locations of the polar code to be used for information bits of the

information bit vector, wherein the set of bit locations is determined based at least in part on
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recursively partitioning bit-channels of the polar code for each stage of polarization and
assigning portions of a number of information bits of each partition of cach stage of
polarization to hit-channel partitions based on a mutual information transfer function of
respective aggregate capacities of the bit-channel partitions, and wherein a target mutual
information for a first polarization stage 1s determined as a function of the number of the
information bits and a mumber of un-punctured bit locations in the received codeword, mearns
for encoding the information bit vector mapped to the set of bit locations using the polar code
to obtain the codeword, and means for ransmitting the codeword over a wireless channcl,
wherein the transmiiting comprises puncturing the codeword at the set of punctured bit

locations.

[0619] Another apparatus for wireless communication is described. The apparatus may
include a processor, memory in electronic communication with the processor, and
instructions stored in the memory. The instructions may be operable to cause the processor to
identify a set of punctured bit locations for transmussion of a codeword, the codeword to be
generated from an information bit vector using a polar code, identify a set of bit locations of
the polar code to be used for information bits of the information bit vector, wherein the set of
bit locations is determined based at least in part on recursively partitioning bit-channels of the
polar code for each stage of polarization and assigning portions of a number of information
bits of each partition of cach stage of polarization to bit-channel partitions based on a mutual
information transfer function of respective aggregate capacitics of the bit-channel partitions,
and wherein a target mutual information for a first polarization stage is determined as a
function of the number of the information bits and a number of un-puncured bit locations in
the received codeword, encode the information bit vector mapped to the sct of bit locations
using the polar code to obtain the codeword, and wansmit the codeword over a wireless
channel, wherein the transmitting comprises puncouring the codeword at the set of punctured

bit locations.

[6626] A non-transitory computer readable medium for wireless commumnication is
described. The non-transitory computer-readable medium may include instructions operabie
to cause a processor to identify a set of punctured bit locations for transmission of a
codeword, the codeword to be generated from an information bit vector using a polar code,
identify a set of bit locations of the polar code to be used for information bits of the
information bit vector, wherein the set of bit locations is determined based at feast in part on

recursively partitioning bit-channels of the polar code for each stage of polarization and
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assigning portions of a number of formation bits of ecach partition of cach stage of
polarization to bit-channel partitions based on a mutual information transfer function of
respective aggregate capacities of the bit-channel partitions, and wherein a target mutual
information for a first polarization stage is determined as a function of the number of the
information bits and a nomber of un-puncomred bit locations in the received codeword, encode
the information bit vector mapped to the set of bit locations using the polar code to obtain the
codeword, and transmit the codeword over a wireless channel, wherein the transmitting

comprises puncturing the codeword at the set of punctured bit locations.

10621} In some examples of the method, apparatus, and non-transitory computer-readable
medium described above, the target mutual information may be determined as the number of
the information hits divided by the number of un-punctured bit locations in the received
codeword. In some examples of the method, apparatus, and non-transitory computer-readable
medium described above, the set of punctured bit locations correspond to non-shortening
based puncturing of the received codeword. In some examples of the method, apparatus, and
non-fransitory computer-readable medium described above, the non-shortening based

puncturing comprises block puncturing.

[60G22] In some examples of the method, apparatus, and non-transitory computer-readable
medium described above, for the first polarization stage, a capacity of cach corresponding
hit-channel of the set of punctured bit locations may be sct to zero. In some examples of the
method, apparatus, and non-transitory computer-readable mediom described above, for the
cach stage of polarization, a capacity of cach bit-channel of each of the bit-channel partitions
may be determined based on bit-channel capacities of input bit-channels from the previous

stage of polarization and the motual information transfer function.

1060231 In some examples of the method, apparatus, and non-transitory computer-readable
medium described above, the set of punctured bit locations correspond to shortening-based
puncturing of the received codeword, and a number of the punctured bit locations may be
added to the number of information bits for assigning to the bit-channel partitions for the first
recursive partitioning. In some examples of the method, apparatus, and non-transitory
computer-readable medinm described above, for the first polarization stage, a capacity of

cach corresponding bit-channel of the set of punctured bit locations may be set to unity.

[6624] In some examples of the method, apparatus, and non-transitory computer-readable

medium described above, the identifying the set of bit locations comprises shortening a
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preliminary set of bit locations determined as a result of the recursively partitioning of the
bit-channels by the number of the punctured bit locations. In some exaraples of the method,
apparatus, and non-transitory computer-readable medium described above, the mutual

information transfer function may be based on a BEC function and a correction term

{60257 A method for wircless commuunication is described. The method may include
identifying an information bit vector for encoding using a polar code, identifying a set of bit
locations of the polar code 10 be used for information bits of the information bit vector,
wherein the set of bit locations is determined based at least in part on recursively partitioning
bit-channels of the polar code for cach stage of polarization and assigning portions of a
number of information bits of cach partition of cach stage of polarization to bit-channel
partitions based on a mutual information wansfer function of respective aggregate capacities
of the bit-channel partitions, and wherein the mutual information transfer function is based on
a BEC function and a correction term, encoding the information bit vector mapped to the set
of bit locations using the polar code to obtain a codeword, and transmutting the codeword

over a wireless channel.

[0026] An apparatus for wireless communication is described. The apparatus may include
weans for identifying an information bit vector for encoding using a polar code, means for
identifying a sct of bit locations of the polar code to be used for information bits of the
information bit vector, wherein the set of bit locations is determined based at feast in part on
recursively partitioning bit-channels of the polar code for each stage of polarization and
assigning portions of a number of information bits of each partition of cach stage of
polarization to hit-channel partitions based on a mutual information transfer function of
respective aggregate capacities of the bit-channel partitions, and wherein the mutual
information transfer function is based on a BEC function and a correction term, means for
encoding the information bit vector mapped to the set of bit locations using the polar code to

obtain a codeword, and means for transmitting the codeword over a wireless channel.

10627] Another apparatus for wireless communication is described. The apparatus may
include a processor, memory in electronic communication with the processor, and
insiructons stored in the memory. The instructions may be operable to cause the processor to
identify an information bit vecior for encoding using a polar code, identify a st of bit
locations of the polar code to be used for information bits of the information bit vector,

wherein the set of hit locations is determined based at least in part on recursively partitioning
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hit-channels of the polar code for each stage of polarization and assigning portions of a
number of information bits of each partition of cach stage of polarization to bit-channel
partitions based on a mutual information fransfer function of respective aggregate capacities
of the bit-channel partitions, and whercin the mutual information transfer function is based on
a BEC function and a correction term, encode the information bit vector mapped to the set of
bit locations using the polar code to obtain a codeword, and fransmit the codeword over a

wircless channel.

[0628] A non-transitory computer readable medium for wireless communication is
described. The non-transitory computer-readable medium may include instructions operable
to cause a processor to identify an information bit vector for encoding using a polar code,
identity a set of bit locations of the polar code to be used for information bits of the
information bit vector, wherein the set of bit iocations is determined based at least in part on
recursively partitioning bit-channels of the polar code for each stage of polarization and
assigning portions of a number of information bits of each partition of each stage of
polarization to bit-channel partitions based on a mutual information transfer function of
respective aggregate capacities of the bit-channel partitions, and wherein the mutual
information transfer function is based on a BEC function and a correction term, encode the
nformation bit vector mapped to the set of bit locations using the polar code to obtain a

codeword, and transmit the codeword over a wireless channel.

[6629] In some examples of the method, apparatus, and non-transitory computer-readable
medium described above, the correction term may be based on a function of a bit-channel
capacity of the each stage of polarization and a capacity imbalance factor. In some cxamples
of the method, apparatus, and non-transitory computer-readable mediom described above, the
correction term comprises an offset factor applied to the bit-channel capacity. In some
examples of the method, apparatus, and non-transitory computer-readable medium described
above, the correction term comprises a scaling factor applied to the offset bit-channel
capacity. In some examples of the method, apparatus, and non-transitory computer-readable
medium described above, the correction term comprises an offset applied to the scaled and

offset hit-channel capacity.
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BRIEF DESCRIPTION OF THE DRAWINGS

106G306] FIG. 1 illustrates an example of a wirecless communications systern that supports a
mutual-information based recursive polar code construction in accordance with various

aspects of the present disclosure;

(0631} FIG. 2 illustrates an example of a device that supports a muotual-information based
recursive polar code construction in accordance with various aspects of the present

disclosure;

[0632] FiGs. 3-8 illustrate examples of a polar coding scheme that supports a muotual-
information based recursive polar code construction in accordance with various aspects of the

present disclosure;

[0633] FIG. 9 dlustrates an example of a channel polarization mutual information transfer

function in accordance with various aspects of the present disclosure;

[00634] FIG. 10 ilustrates an example of a channel polarization mutual information
transfer function coroparison and correction in accordance with various aspects of the present

disclosure;

[0635] FiIGs. 11 through 13 show block diagrams of a device that supports a mutual-
information based recursive polar code construction in accordance with various aspects of the

present disclosure;

[00336] FIG. 14 itlustrates a block diagram of a system including a user equipment (UE)
that supports mutual-information based recursive polar code construction in accordance with

various aspects of the present disclosure;

[00637] FIG. 15 llustrates a block diagram of a system including a base station that
supports mutual-information based recursive polar code construction in accordance with

various aspects of the present disclosure;

(60638} FIGs. 16 through 19 illustrate methods for a mutual-information based recursive

polar code construction in accordance with various aspects of the present disclosure.
DETAILED DESCRIPTION

[6639] Techniques are described for enhanced performance of polar codes where

puncturing is employed. A base station may cncode a set of bits for a transmission to a UE
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using a polar code. The number of bits generated by a polar code encoder may be determined
based on a power function (e.g., 2%). Thus, in order to achieve a given code rate or codeword
size for a transmission, more bits may be generated by the polar code than are transmitted for
the given code rate or codeword size. In such cases, the base station may puncture the
encoded bits to satisfy the given code rate. That is, the base station may rate match the output
codeword of the polar code encoder to a number of desived bits for the given code rate by not
transmitting some of the encoded bits. Because the polar code construction may not account
for the punctured bits, the gains associated with using the polar code may be compromised,

which may result in reduced throughput in a wircless communications system.

[0040] Some wireless conununications systems may support efficient techniques for
accommodating puncturing in a polar coding scheme. An encoder may identify a target
wtual information for a transmission, and the encoder may polarize bit-channels based on
the target mutual information. The resulting polarized bit-channels may then be partitioned
into groups, cach associated with a specific capacity {or mutual information) that corresponds
to the reliability of the bit-channels in the group. The polarization of the bit-channels and the
partitioning of the bit-channels into different groups may be done recursively until the block
size of a group of polarized bit-channels is below a certain threshold or the ervor due to
dividing an integer number of bit locations is above a certain threshold. The information bits
1ay then be distributed to the polarized bit-channels based on the atlocations (e.g.,
distributed within cach block according to polarization weight or a predetermined bit-channel

ranking within each block).

10641} However, if a sct of bits is punctured for the transmission, the capacity (or target
mutual information) of the unpolarized bit-channels may be different {e.g., some vapolarized
bit-channcls may have zero capacity because they are not transmitted in the punctured
codeword). As described herein, an encoder may eraploy a polar coding scheme that accounts
for differences in capacity of the unpolarized bit-channels based on the number of bits
puncoured for a transmission. Specifically, initial target mutal information and recursive
partitioning may be adjusted for the puncturing. For example, as the polarized bit-channels
are recursively partitioned into groups, the effect of capacity differences due to punctured bits
is propagated to each set of partitioned bit-channels. Thus, the number of information bits
allocated to each partitioned bit-channcl group accounts for the punctured bit-channels. As

such, the adjusted initial capacity (or number of un-punctured bits) may be distributed to the
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different groups of polarized bit-channels appropriately, and, the information bits of the

transaission may be allocated to the most reliable polarized bit-channels.

[6042] Aspects of the disclosure introduced above are described below in the context of a
wireless communications system. Examples of processes and signaling exchanges that
support a mutual-information based recursive polar code counstruction are then described.
Aspects of the disclosure are further illustrated by and described with reference to apparatus
diagrams, systemn diagrams, and flowcharts that relate to a mutual-information based

recursive polar code construction.

[0043] FIG. 1 llustrates an example of a wireless communications systern 100 that
supports a mutual-information based recursive polar code construction in accordance with
various aspects of the present disclosure. The wireless communications system 100 includes
base stations 105, UEs 115, and a core network 130, In some examples, the wireless
communications system 100 may be a Long Term Evohution (LTE), LTE-Advanced (LETE-A)
network, or a New Radio (NR) network. In some cases, wircless communications system 100
may support enhanced broadband communications, ultra-reliable (i.e., mission critical)
commumcations, low latency communications, and communications with low-cost and low-

complexity devices.

[0044] Base stations 105 may wirelessly communicate with UEs 115 via one or more
base station antennas. Each base station 105 may provide communication coverage for a
respective geographic coverage arca 110, Communication links 125 shown in wireless
communications system 100 may include uplink transmuissions fromm a UE 115 to a base
station 105, or downlink transmissions from a base station 105 to a UE 115. Control
information and data may be multiplexed on an uplink channcl or downlink according to
various techniques. Control information and data may be multiplexed on a downlink channel,
for example, using time division multiplexing (TDM) techniques, frequency division
multiplexing (FOM) techniques, or hybrid TDM-FDM techniques. In some examples, the
control information transmitted during a transmission time interval (TT) of a downlink
channel may bhe distributed between different control regions in a cascaded manner (e.g.,
between a common control region and one or more UE-specific control regions).

100451 UEs 115 may be dispersed throughout the wireless communications systern 100,

and each UE 115 may be stationary or mobile. A UE 115 may also be referred to as a mobile

station, a subscriber station, a mobile unit, a subscriber unit, a wireless unit, a remote unit, a
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mobile device, a wireless device, a wireless communications device, a remote device, a
mobile subscriber station, an access terminal, a mobile terminal, a wireless terminal, a remote
terminal, a handset, a user agent, a mobile client, a client, or some other suitable terminoclogy.
A UE 115 may be a cellular phone, a personal digital assistant (PDA), a wircless modem, a
wireless communication device, a handheld device, a tablet computer, a laptop compuier, a
cordless phone, a personal electronic device, a handheld device, a personal compuier, a
wircless local loop (WLL) station, an Internet of Things (Io1) device, an Internet of
Hverything (Iok) device, a machine type communication (MTC) device, an appliance, an

automobile, or the like.

[6046] Base stations 103 may communicate with the core network 130 and with one
another. For example, base stations 105 may interface with the core network 130 through
backhaul links 132 {e.g., 51, erc.). Base stations 105 may communicate with one another over
backhaul links 134 (e.g., X2, erc.) cither directly or indirectly {(e.g., through core network
130). Base stations 105 may perform radio configuration and scheduling for communication
with UEs 115, or may operate under the control of a base station controller (not shown). In
some exaroples, base stations 105 may be macro cells, small cells, hot spots, or the like. Base

stations 105 may also be referred to as evolved NodeBs (eNBs) 105,

100471 A base station 105 may be connected by an S1 interface to the core network 130,
The core network may be an evolved packet core (EPC), which may include at least one
mobility management entity (MME), at least one serving gateway (S-GW), and at least one
Packet Data Network (PDN) gateway (P-GW). The MME may be the control node that
processes the signaling between the UE 115 and the EPC. All user Internet Protocol (IF)
packets may be transferred through the S-GW, which itself may be connected to the P-GW.
The P-GW may provide IP address aliocation as well as other functions. The P-GW may be
connected to the network operators 1P services. The operators 1P services may include the
Internet, the Intranet, an 1P Multimedia Subsystem (IMS), and a Packet-Switched (PS)

Streaming Service.

[0048] The core network 130 may provide aser authentication, access authorization,
tracking, Internet Protocol (IP) connectivity, and other access, routing, or mobility fanctions.
At least some of the network devices, such as base station 105 may include subcomponents
such as an access network entity, which may be an example of an access node controller

{ANC). Each access network entity may cornmunicate with a nomber of Uls 113 through a
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nurnher of other access network transmission entities, each of which may be an example of a
smart radio head, or a transmission/reception point (TRP). In some configurations, various
functions of each access network entity or base station 105 may be distributed across various
network devices (e.g., radio beads and access network controllers) or consolidated into a

single network device (e.g., a base station 105).

(60491 in some cases, a base station 105 may encode a set of bits for a transmission to a
UE 115 vsing a polar code. The number of bits generated by a polar code encoder may be
determined based on a power function (e.g., 2. Thus, in order to achieve a given code rate
or codeword size for a transmission, more bits may he generated by the polar code than are
transmitted for the given code vate or codeword size. In such cases, the base station 105 may
puncture the encoded bits to satisfy the given code rate. That is, the base station 105 may rate

awatch the output codeword of the polar code encoder to a number of desired bits for the
given code rate by not transmitting some of the encoded bits. Because the polar code may not
account for the punctured bits, the gains associated with using the polar code may be

compromised, which may result in reduced throughput in a wircless communicaitons systen.

[0050] Wireless communications system 100 may support efficient techniques for
accommodating puncturing in a polar coding scheme. An encoder may identify a target
mutual information for a transmission, and the encoder may polarize bit-channels based on
the target mutual information. At each stage of polarization, a capacity of each hit-channel is
determined hased on bit-channel capacities of input bit-channels from the previous stage of
polarization and the mutual information transfer function. The resulting polarized bit-
channels may then be partitioned into groups, each associated with a specific capacity (or
mutual information) that corresponds 1o the aggregate reliability of the bit-channels in the
group. The polarization of the bit-channels and the partitioning of the bit-channels into
different groups may be done recursively until the number of hit locations allocated to a
group of polarized bit-channels is below a certain threshold. The information bits may then
be distributed to different polarized bit-channels based on the reliability metrics of the

polarized bit-channels.

{0051] However, if a set of bits is punciured for the transmission, the initial capacity {or
target mutual information) used to partition the unpolarized bit-channels into polarized bit-
channels may be different. As described herein, an encoder may employ a polar coding

scheme that adjusts the initial target mutual information based on the namber of bits
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punctured for a transmission. Thus, the polarized bit-channels may be partitioned into groups
associated with different reliability metrics (or different mutual information) based on the
number of un-punctured bits. As such, the adjusted initial capacity (or number of un-
punctared bits) may be distributed to the different groups of polarized bit-channels
appropriately, and, the information bits of the wansmission may be allocated to the most

reliabie polarized bit-channels.

[00652] FIG, 2 illustrates an example of a device 200 that supports motual-information
based recursive polar code construction in accordance with various aspects of the present
disclosure. Device 200 may include mermory 205, encoder/decoder 210, and
transroitter/receiver 215, Bus 220 may connect memory 205 and encoder/decoder 210, and
bus 225 may connect encoder/decoder 210 and ransmitter/veceiver 215. In some instances,
device 200 may have data stored in memory 205 to be transmitted to another device, such as,
a UE 115 or a base station 103, To initiate data transmussion, device 200 may retrieve the
data, including information bits, from memory 205 for the transmission. The information bits
included in memory 205 may be passed on to enceder/decoder 210 via bus 220. The number

of information bits may be represented as a value £, as shown.

[30353] Encoder/decoder 210 may encode the k information bits and output a codeword
having a length N, where k<N, Parity bits may be used in some forms of outer codes o
provide redundancy to protect information bits, and frozen bits may be denoted by a given
valae (8, 1, erc) known to both the encoder and the decoder (f.e., the encoder encoding
information bits at a transmitter, and the decoder decoding the codeword received at a
receiver). From a transmitting device perspective, device 200 may encode information bits to
produce a codeword, and the codeword may be transmitted via transmitter 215, For a
receiving device perspective, device 200 may reccive encoded data {e.g.. a codeword) via
receiver 215 and may decode the encoded data using decoder 210 to obtain the information

hits.

10G54] As mentioned above, device 200 may generaie a codeword of length N and
dimensionality & (corresponding to the number of information bits) using a polar code. A
polar code is an example of a hnear block error correcting code and is the {irst coding
technigque to provably achieve channel capacity. That is, polar codes may be used to increase
the probability of a successful transmission. During encoding, a set of unpolarized bit-

channels may be transformed into polarized bit-channels (e.g., channel instances or sub-
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channels) that may cach be associated with a reliability metric. A reliability metric of a
polarized bit-channcl may approximate the ability of the polarized bit-channel to successfuily
convey an information bit to a receiver. Each polarized bit-channel may then be loaded with
an information bit or non-information bit for a transmission based on the reliability metrics of

different polarized bit-channels.

[0055] in some cases, reliability metrics may be determined based on a recursive
partitioning of bit locations {e.g., channel instances or sub-channels) of the polar code. In a
first polarization stage, a sct of unpolarized bit-channels may be polarized, and the resulting
polarized bit-channels may cach be associated with a reliability metric determined based on
the reliability metric (or mutual information) of the unpolarized bit-channels. The polarized
bit-channels may then be partitioned into sectors or groups hased on the determined
reliability metrics of the different polarized bit-channels. For exampie, the bit-channels
corresponding to the single parity check operation may be partitioned into a first, lower
reliability group, while the bit-channels corresponding to a repetition operation may be
partitioned into a sccond, higher reliability group. The polarization process may continue

recursively until each partition reaches a given size.

[B056] A transmitting device may identify a number of information bits for a
transmission {e.g., of an information bit vector), and the transmitting device may allocate or
distribute the information bits to different groups of polarized bit-channels during the
recursive partitioning based on a capacity of the different groups. Since the capacity of the
different groups may be based on the reliability metric of different polarized bit-channels,
subsets of the information bits may be distributed or allocated to different groups of polarized
channels based on the reliability metrics associated with the different groups of polarized
channels. The information bits may then be assigned to specific polarized bit-channels within
a group based on a polarization metric (e. g, polarization weight, density evolution, efc.).
Assigning information hits within cach group may be based on a predetermined ranking of
bit-channels within the groups. As such, the information bits may be loaded on the polarized
bit-channels associated with the highest reliability metrics, and the remaining bits {e.g., parity

bits and frozen bits) may be loaded on the remaining polarized bit-channels.

(00357 In some cases, however, the capacity of the unpolarized bit-channels may not be
the same (e.g., due to puncturing). In such cases, if a polar code does not account for

punciured bits, the information bits may not be allocated or distributed to the most favorable
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hit locations (i.e., bit location associated with the highest reliability). Accordingly, a wireless
device may experience reduced throughput. Device 200 may support efficient technigues for
facilitating puncturing in a polar coding scheme. Specifically, the recursive partitioning of
bit-channels into polarized bit-channels may be based on the overall capacity for a
transmission adjusted based on the number of bits punctured. The capacity of different
sectors and groups of polarized bit-channels may thus be altered according to the adjusted
polarized bit capacity, and a device may be able to allocate or distribute information bits to

the most favorable bit locations.

[00G58] FiG, 3 illustrates an example of a polar coding scheme 300. In some cases, a
transmitting device (2.g., a base station or a2 UE) may identify information for a transmission
to a receiving device over a channel "W’ In some examples, the polar coding scheme 300

1ay be used to generate eight (8) coded bits for the transmission (e.g., four (4) information
hits 310 (i.e., K=4) and four (4) parity and frozen bhits). As shown in polar coding scheme
300, an encoding process would proceed from left to right, while polarization may be

understood as occurring in polarization stages proceeding from right to left.

[0059] To ensure that the information bits transmitted by the transmitting device can be
decoded by the receiving device, the transmitting device may transiit the information bits on
channel instances (or sub-channels) of the channel “W associated with the highest reliability.
In some cases, the transmitting device may identify a target mutual information (or code rate)
for a wansmussion, and the transmitting device may use this information to encode the
information bits for the transmission. In the present cxample, the target mutual information
{or code rate) may be calculated as the number of information bits divided by the capacity of
a group of bit-channels at a specific encoding stage (e.g., encoding stage 315-a). As can be
seen in equation 1 below, the capacity of each bit-channel at the first polarization stage 315-a
corresponds to the overall capacity of the transmission.

K (1)

Target Mutual Information = Code rate = —
2m

Where m=log2({N} if N is the code length without puncturing. Based on the target mutual
information {or code rate), the transmitting device may partition the unpolarized bit-channels

335 into groups of polarized bit-channels 320.

100660] Specifically, the transmitting device may determine the mutual information or

capacity of the polarized bit-channels based on mapping the target mutual information to a
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channel polarization mutual information transfer function, such as a function corresponding
to the channel polarization mutual information transfer chart 350. Furthermore, the
transmitting device may allocate or distribute information hits to the different polarized bit-
channels based on the mutual information or capacity of the polarized bit-channels. As
tlustrated, the mumber of polarized bit-channels 320-a in each partitioned group for each
polarization stage is the same. As shown in the channel polarization mutual information
transfer chart, the mutual information or capacity of the polarized bit-channels 320-b may be
greater than or equal to the mutual information or capacity of the polarized bit-channels 320-
a, and the sum of the capacity of the polarized bit-channels 320-a and 320-b may be equal o
the sum of the capacity of the un-polarized bit-channels 305.

Capacity(W +) = Capacity(W -} (2)

Capacity(W +) + Capacity(W —) = 2 * Capacity{W) (3)

{00611 Thus, the transmitting device may atlocate or distribute more information bits to
polarized bit-channels 320-b than to polarized bit-channels 320-a. The transmitting device
may identify the distribution of the information bits between the polarized bit-channels 320
based on the following equations:

KO+ K1 =K (4)

KO  Cap(W —) (5)
K1~ Cap(W +)

where KO corresponds to the number of information bits {or bit locations) allocated or
distributed to polarized bit-channels 320-a, and K1 corresponds to the number of information

bits (or hit locations) allocated or distributed to polarized bit-channels 320-b.

[0062] i1 the example introdiiced above where K=4 and m=3, each of the unpolarized
bit-channels 305 may have a capacity of 0.5 which, based on the channel polarization mutual
imformation transfer chart 350, gives a mutual information for the polarized bit-channels 320-
b of approximately 0.75 and a mutual information of the polarized bit-channels 32(-a of
approximately 0.25. Since mutual information corresponds to the capacity of the polarized
hit-channels 320, the transmitting device may allocate or distribute three (3) bits to polarized

hit-channels 320-b (i.e, K1 = 3) and one (1) bit to polarized bit-channels 320-a (i.e, KO=1).
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Thus, the resulting mustual mformation of the group of polarized bit-channels 320-a

correspondds to the following cquation:

K9 (6)

M1

Mutual Information =

Similarty, the vesulting mutual information of the group of polarized bit-channels 320-b

correspondds to the following cquation:

. v s , K1 (7)
Mutual Information = ——— =
Im-1
[0063] As ilustrated, the transmitting device may then recursively partition the polarized

bit-channels into groups of further polarized bit-channels based on the capacity of different
partitions to identify the bit-channels with the highest reliabilities. The transmitting device
may distribuic or allocate the information bits to these further polarized bit-channels (e,
assign bit iocations) based on the mutual information {or reliability) of the polarized bit-
channels. As an example, polarized bit-channels 320-a may be further polarized into
polarized bit-chanunels 335. The transmitting device may identify the mutual information of
polarized bit-channels 320-a and use this information to partition these bit-channels into
further polarized bit-channels 335. As discussed above, in the present example, the nmital
information of polarized bit-channels 320-a may be 0.25 while the mutual information of

polarized bit-channels 320-b may be {75.

(00641 Based on the mutual information, the ansmitiing device may partition the
polarized bit-channels 320-a into groups of polarized bit-channels 335 using the same
techniques described above. The example provided is simplified for case of illustration and
the techniques described herein may generally be applied to cases where the codeword fength
‘N’ is above a specific threshold (e.g., 32, 64, erc.) These techniques may be repeated
recursively unti the block size of a group of polarized bit-channels is below a certain
threshold. An encoder may then assign a number of information bits to cach group based on

the reliability of the polarized bit-channels within a group.

[0065] For example, if the size of a block is [ess than or cqual to the threshold, then a
sequence may be used to determine the distribution of the allocated information bits within
the group. The sequence may be derived by applying a polarization weight or by using
density evolution techniques {e.g., with a pre-calculated sequence). Accordingly, the bit

locations of the information bits may be chosen to ensure that a receiving device can repeat
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the process used to determine the information bit locations. A receiving device may receive
the transmission and may use similar techniques to identify the bit locations of the

transroission by partitioning unpolarized bit-chaunnels into polarized bit-channels recursively.

[0066] In some cases, however, the number of bits generated by the polar code may
exceed the number of bits to be ransmitted. For example, the transmitting device may
puncture some bits of the encoded bits prior to transmitting the bits to a receiving device. A
punciired bit may be a bit for which no information is transmitted {e.g., the bit is skipped), or
a bit that is used for another purposce {(e.g., transmission of a reference signal, erc.).
Puncturing may include, for example, shortening puncturing (or known bit puncturing), in
which a set of most significant bits (M5Bs) or later-generated bits of a codeword are
punctared, and block puncruring {or unknown bit puncturing), in which a set of least
significant bits (LSBs) or earlier-generated bits of a codeword are punctured. To facilitate
puncturing, the transmitting device may adjust the polar coding scheme based on the number

of bits punctured for a transmission.

100667] FiG. 4 illustrates an example of a polar coding scheme 400 that supports a
mutual-information based recursive polar code construction in accordance with variogs
aspects of the present disclosure. In some cases, a transmitting device {e.g., a base station or a
UE) may identify information for a transmission to a receiving device over a channel ‘W, In
some examples, the polar coding scheme 400 may be used to generate eight (8) coded bits for
the transmission {e.g., four (4} information bits 410 (.2, K=4) and four {4) parity and frozen
bits). The transmitting device may identify that a portion of bits {e.g., bit 435) may be
punctured for the transmission (e.g., unknown bit puncturing), and the transmitting device

may adjust polar coding scheme 400 based on the number of punciured bits.

[O068] To mncrease robustness of transmission for the information bits, the fransmitting
device may transrmit the information bits on channel instances (or sub-channels)
corresponding to the channels associated with the highest reliability. In some cases, the
transmitting device may identify a target mutual information (or code rate) for a transmission,
and the transmitting device may use this information to encode the information bits for the
transmission. The target mutaal information {or code rate) for the transmission may be
adjusted to account for the puncturing. Specifically, in the present example, the mutual
information of the punctured bit 435 may he set to zero (), and the target moutual information

{or code rate) may be calculated as the number of information bits divided by the capacity of
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a group at a corresponding encoding stage of a transmission {e.g., encoding stage 415-a). As
can be seen in equation 8 below, the capacity of the unpolarized bit-channels at a first
encoding stage 415-a corresponds to the difference between the overall capacity of the
transmission and the number of punctured bits denoted as M (i.e., the number of un-
punctured bits).

, 8
Target Mutual Information = Code rate = ——— (8)
Zm - 1M

Based on the target mutual information (or code rate), the transmitting device may partition

the unpolarized bit-channels 405 into groups of polarized bit-channels 420.

[0069] Specifically, the transmitting device may determine the mutual information or
capacity of the polarized bit-channels based on mapping the target mutual information to a
channel polarization mutual information transfer function, such as a function corresponding
to the channel polarization mutual information transfer chart 450. Furthermore, the
transmitting device may allocate or distribute information bits to the different polarized bit-
channels based on the mutual information or capacity of the polarized bit-channels. As
iHustrated in the channel polarization mutval information transfer chart, the mutual
information or capacity of each of the polarized bit-channels 420-b is greater than or equal to
the capacity of corresponding ones of the polarized bit-channels 420-a, and the sum of the
capacity of the polarized bit-channels may be equal to the sum of the capacity of the un-
polarized bit-channels. The capacity of non-shortening hased punctured bits may be set to
ZEY0.

Capacity(W +) > Capacity(W —) (9)

CW10) + C(W12) + C(W14) + C(W16) + C(W11) + C(W13) + (16)
CW15) + C(W17) = 0 + C(WO01) + C(WO02) + C{W03) + C(W04) +
CWO5) + C(WOE) + C(W07)

{0070] Thus, the transmitting device may allocate or distribute information bits to
polarized bit-channels 420-b and polarized bit-channels 420-a in proportion to their
capacities. The transmitting device may identify the distribution of the information bits

between the polarized bit-channels 420 based on the following equations:
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KO+K1=K (11)
KO C(W10) + C(W12) + C(W14) + C(W16) (12)

K1 C(W1il) + C(W13) + C(W15) + C(W1T)

Mutual information transfer chart 450 shows the capacity for the W+ and W- bit-channels
where the capacity of the input bit-channels may be different. For a given set of two (2)
capacity {or mutoal information) values input on single parity check and partition input bit-
channels, the capacity for mumal information transfer chart 450 will be the larger of the two
values, and an alpha value may correspond to a vatio between the two values. Thus, the
capacity of one input bit-channel may be a normalized common capacity and the capacity of

another input bit-channel may be the normalized capacity scaled by the alpha value.

(0071} These techniques may be repeated recursively until the block size of a group of
polarized bit-channels is below a certain threshold (e.g., 32, 64, or 128 bit-channels, erc.). For
example, if the size of a nested polar code is less than or equal to the threshold, then a
reliability ranking calculation (e.g., polarization weight) or pre-calculated ranking may be
used to determine the distribution of the allocated information bits (i.e., the bit locations)
within a group. The pre-calculated ranking may be derived by applying a polarization weight
or by using density evolution techniques. Accordingly, the bit locations of the information
bits may be chosen in a manner that can be repeated by a receiving device. A receiving
device may receive the transmission and may perform similar techniques to identity the bit
locations of the transmission by partitioning unpolarized bit-channels into polarized bit-

channels recursively.

10672] FiG. 5 illustrates an example of a polar coding scheme 500 that supports a
mutual-information based recursive polar code construction in accordance with various
aspects of the present disclosure. In some cases, a transmitting device {2.g., a base station or a
UE) may identify information for a transmission to a receiving device over a channel “W’. In
some examples, the polar coding scheme 500 may be used to generate eight (8) coded bits for
the transmission (e.g., four (4} information hits 510 {i.e., K=4) and four (4) parity and frozen
bits). The transmitting device may identify that a portion of bits {¢.g., bit 535) may be
punctured for the transmission (e.g., known bit puncturing), and the transmitting device may

adjust polar coding scheme 300 based on the number of punctured bits.
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(66731 To increase robustness of transmission for the information bits ransmitted by the
wansmitting device can be decoded by the receiving device, the transmitting device may
transmit the information bits on channel instances (or sub-channels) corresponding to the
channels associated with the highest reliability. In some cases, the transmitting device may
identity a target mutoal information {or code rate) for a wansmussion, and the ransmitting
device may use this information to encode the information bits for the transmission. The
target mutual information (or code rate) for the transmission may be adjusted to account for
the puncturing. Specifically, in the present example, the mutual information of the punctured
bit 525 may be set to one, and the target mutial information (or code rate) may be calculated
as the nurnber of information bits divided by the capacity of a group of polarized bits at a
corresponding encoding stage of a transmission (e.g., encoding stage 515-a). As can be seen
in equation 13 below, the capacity of the unpolarized bit-channels at a first encoding stage
515-a corresponds to the ditference between the overall capacity of the transmission and the
number of punctured bits denoted as M (i.e., the number of un-punctured bits).

K (13)

Target Mutual information = Cpde rate = ———
get Mutual Inf: P

Based on the target mutual information (or code rate), the transmitting device may partition

the unpolarized bit-channels 505 into groups of polarized bit-channels 520,

[0G74] Specifically, the transmitting device may determine the nwitual information or
capacity of the polarized bit-channels based on mapping the target mutual information to a
channel polarizaton mutual information wransfer fanction, such as a foncdon corresponding
to the channel polarization mutual information transter chart 350. Furthermore, the
transmitting device may allocate or distribute information bits to the different polarized bit-
channels based on the mutual information or capacity of the polarized bit-channels. As
iHustrated in the channel polanization muotual information transfer chart, the mutual
information or capacity of each of the polarized bit-channels 520-b is greater than or equal {o
the capacity of corresponding ones of the polarized bit-channels 520-a, and the sum of the
capacity of the polarized bit-channels may be equal to the sum of the capacity of the un-
polarized bit-channels. The capacity of shortening bascd punctured bits may be set to unity (a
capacity value of 1).

Capacity(W -+) > Capacity(W —) (14)
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COV10) + CW12) + C(W14) + CW16) + C(W11) + C(W13) + (15)
CW15) + CW17) = COWO0) + C(WOL) + CWO2) + C(WO3) +

COW04) + C(WOS) + C(WO6) +1

{0075] Thus, the transmitting device may allocate or distribute information biis to
polarized bit-channels 520-b and polarized bit-channels 520-a in proportion to their
capacities. The transmitting device may identify the distribotion of the information bits
hetween the polarized bit-channels 520 based on the following equations:

KO+ Kl =K+ M (16)

KO C(W10) + C(W12) + C(W14) + C(W16) (17)
K1 C(W11l)+C(W13)+ C(W15) + C(W17)

[0076] For a given set of two (2) capacity (or mutual information) values inputon a
single parity check and partition input bit-channels, the normalized capacity will be the larger
of the two values, and an alpha value may correspond to a ratio between the two values.
Thus, the capacity of one bit-channel may be a normalized capacity and the capacity of

another bit-channel may be the normalized capacity scaled by the alpha value.

(06771 These techniques may be repeated recursively until the block size of a group of
polarized bit-channels is below a certain threshold. For example, if the size of a nested polar
code is [ess than or cqual to the threshold, then a reliability ranking calculation (c.g.,
polarization weight) or pre-calculated ranking may be used to determine the distribution of
the allocated information bits {(i.e., the bit locations) within a group. The pre-calculated
ranking may be derived by applying a polarization weight or by using density evolution
techniques. Accordingly, the hit locations of the information bits may be chosen in a manner
that can be repeated by a receiving device. A recetving device may receive the transmission
and may perform similar techniques to identify the bit locations of the transmission by

partitioning unpolarized bit-channels into polarized bit-channels recursively.

[0678] FIG. 6 llustrates an example of a polar coding scheme 600 that sapports a
mutual-information based recursive polar code construction in accordance with various
aspects of the present disclosure. An encoder at a transmutting device may receive an input
vector (U) with a set of bits {e.g., U0, U1, U2, U3, U4, US, U6, and UT), including

information bits, frozen bits, and/or parity bits. The sct of bits may be encoded in a codeword
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Z using a polar code encoding algorithm implemented by the encoder. The polar code
cncoding algorithm may be implemented by a plurality of operations, including, for example,
exchusive OR (XOR) operations 605 performed where the upper ends of vertical arrow
segments intersect horizontal arrow segments, and repetition operations 610 performed where
the lower ends of vertical arrow segments intersect horizontal arrow scgments. Each XOR
operation 605 and repetition operation 610 may generate an output, and the XOR operations
605 and repetition operations 610 may be performed on a number of interconnected bit-

channels to generate the codeword 2.

[00379] The codeword Z includes a set of bits (e.g., 20, 21, £2, 73,724,725, 26, and 27}
that may be transmitted over a physical channel. Codeword Y inchudes bits Y0, Y1, Y2, Y3,
Y4, Y5, Y6, and Y7, which may be in a bit-reversed order compared to the bits of the
codeword Z. The wansmitter may transmit codeword Z (non-bit-reversed) or codeword Y
(bit-reversed). In some cases, the codewords Y or £ may be punctured in accordance with a
non-shortening puncturing scheme before the bits are ransmitted. Unknown bit punctaring is
one form of non-shortening puncturing, and involves refraining from transmiiting a set of
least significant hits (LSBs) of the codeword 7 (e.g., L5Bs 20, Z1, and 22). The sct of LSBs
that are punctured are bits of the codeword £ that are dependent on the computation of other
bits of the codeword Z. As illustrated, the puncture of a contiguous set of three (3) L8Bs of
codeword Z results in a puncture of a non-contiguous set of bits in codeword Y. Block
puncturing may refer to puncturing of a contiguous set of bit locations in codeword Z. Polar
coding scheme 700 may implement similar techniques to those described with reference to

Fi(5. 4 to accommodate puncturing in the encoding process.

{0080 FIG. 7 Hlustrates an example of a polar coding scheme 700 that sapports a
witual-information based recursive polar code construction in accordance with various
aspects of the present disclosure. An encoder at a transmitting device may receive an input
vector (L) with a set of bits {e.g., UG, UT, U2, U3, U4, U5, U6, and U7) including
information bits, frozen bits, and/or parity bits. The set of bits may be encoded in a codeword
Z using a polar code enceding algorithm implemented by the encoder. The polar code
encoding slgorithio may be implemented by a plurality of operations, including, for example,
XOR operations 703 performed where the upper ends of vertical arrow segments intersect
horizontal arrow segments, and repetition operations 710 performed where the lower ends of
vertical arrow segments intersect horizontal arrow segments. Each XOR operation 705 and

repetition operation 710 may generate an output, and the XOR operations 705 and repetition
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operations 710 may be performed on a mumber of interconnected bit-channels to generate the

codeword 7

[00681] The codeword 2 mcludes a set of bits {e.g., 20, 21, £2, 13,74, 25, 26, and 27)
that may be transmitted over a physical channel. Codeword Y includes bits YO, Y1, Y2, Y3,
Y4, Y5, Y6, and Y7, which may be in a bit-reversed order compared to the bits of the
codeword . The transmitter may transmit codeword 2 (non-bit-reversed) or codeword Y
{bit-reversed). In some cases, the codewords Y or £ may be punctured in accordance with a
shortening puncturing scheme before the bits are transmitted. In the present example,
shortening (or known bit puncturing) may include the puncturing of a set of MSBs of the
codeword Z and zeroing of corresponding locations in U with the same indices. in some
cxamples, zeroing may be equivalent to any known bit value {e.g., alogic §or a logic 1). As
ithustrated, the puncturing of a contiguous set of three (3) M3Bs of codeword 7 results in the
puncturing of a non-contiguous set of hits in codeword Y. This type of punctiuring may be
referred to as natural order shortening. Polar coding scheme 700 may implement similar
techniques to those described with reference to FIG. 5 to accommeodate puncturing in the

encoding process.

[3082] FI{s. 8 illustrates an example of a polar coding scheme 80{} that supports a
mutual-information based recursive polar code construction in accordance with various
aspects of the present disclosure. An encoder at a transmutting device may receive an input
vector (U) with a set of bits (e g, UG, Ul, U2, U3, U4, U5, U6, and U7} including
information bits, frozen bits, and/or parity bits. The set of bits may be encoded in a codeword
Z using a polar code encoding algorithm implemented by the encoder. The polar code
encoding algorithm may be implemented by a plurality of operations, including, for example,
XOR operations 803 performed where the upper ends of vertical arrow segments intersect
horizontal arrow segments, and repetition operations 810 performed where the lower ends of
vertical arrow segments intersect horizontal arrow segments. Bach XOR operation 805 and
repetition operation 810 may generate an output, and the XOR operations 805 and repetition
operations 810 may be performed on a mumber of interconnected bit-channels to generate the

codeword 7.

[0083] The codeword 7 includes a set of bits (e.g., 70,721, 22,73, 74,75, 76, and Z7)
that may be transmitted over a physical channel. Codeword Y includes bits YO, Y1, Y2, Y3,

Y4, Y5, Y6, and Y7, which may be in a bit-reversed order compared to the bits of the
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codeword . The transmitter may transmit codeword 2 (non-bit-reversed) or codeword Y
{bit-reversed). In some cascs, the codewords Y or Z may be punctured in accordance with a
shortening puncturing scheme before the bits are transmitted. In the present example,
shortening (or known bit puncturing) may include the puncturing of a set of MSBs of the
codeword Y and zeroing of corresponding locations tn U with the indices that are bit-reversed
compared to the bit locations zeroed in codeword Y. In some examples, zeroing may be
equivalent to any known bit value (e.g, alogic U or a logic 1. As iHustrated, the punciuring
of a contiguous sct of three (3) MSBs of codeword Y results in the puncturing of a non-
contiguous set of bits in codeword Z. This type of puncturing may be referred to as bit-
reversed order shortening. Polar coding scheme 800 may implement similar technigues to

those described with reference to FIG. 5 to accommodate puncturing in the encoding process.

(03084 FiG. % illustrates an example of a channel polarization mutual information
transfer function that supports mutual-information based recursive polar code construction in
accordance with various aspects of the present disclosure. The mumal information transfer
function may be used to derive channel polarization mutual information transfer chart with
uneven input mutual information 900-a. As described with reference to FIGs. 3-5, the channel
polarization mutual information transfer function may be used to determine the mutal
information of polarized bit-channels {e.g., polarized bit-channels W+ and W-) based on the
wtual information of a bit-channel *“W.” Similarly, the channel polarization mutual
information transfer function may be used to recursively determine the mustoal information of
polarized bit-channels. In some cases, however, the computational complexity associated
with a mutual information transfer function (e.g., such as those described with reference to
FiGs. 4 and 5) may be high, which may be detrimental to implementations at a UE. Thus, less

computationally complex nmutoal information transfer functions may be desirable.

100851 Mutual information transfer function may be less computationally complex than
other mustoal information transfer functions {(e.g., such as those described with reference to
FiGs. 4 and 5). Mutual information transfer function may be derived based on a BEC,
whereas other mutual information transfor functions may be derived based on an additive
white (Gaussian noise (AWGN) channel. Computation 900-b is associated with mutual
information transfer chart 900-a and shows the relationship between the BEC capacity of
input bit-channels and the BEC capacity of output polarized bit-channels. Computation 900-b
iHustrates the simplicity of the computation used to derive the capacity of polarized bit-

channels as compared to computations associated with other mutoal information transfer
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functions. In some cases, however, the mutual information transfer function described in the
present example may not align with other mutual information transfer functions derived

based on an AWGN channel.

[0086] FIG. 18 illastrates an example of a channel polarization mutsal information
transfer function comparison and correction 1000 that supports mutual-information based
recursive polar code construction in accordance with various aspects of the present
disclosure. As illustrated in smutgal information transfer chart 1000-a, the muotual information
transfer chart derived based on a BEC does not align with the mutual information transfer
chart derived based on a AWGN channel. Accordingly, an encoder may apply a correction
term to the mutual information transfer function derived based on the BEC to align the
functions. Specifically, the output capacity of the mutual information tansfer functon
derived based on the BEC

Output Capacity = (a + 1) — af? (18)

may be adjusted by a correction term to align the graphs to give

Output Capacity = {a + 1) —al?— § (1%9)

where

8= (Flef? « gbs(C + F3) + F4e™) = « (268)

corresponds to an example of the correction term, and C corresponds to a capacity of a bit-
channel or mutual information associated with a bit-channel. In some examples, the factors in

the equation above may be defined as follows: Fi=-4, F2=-2, F3=-0.5, F4=2, and F5=-2.

[0087] FIG. 11 shows a block diagram 1100 of a wirveless device 1105 that supports
mutual-information based recursive polar code construction in accordance with aspects of the
present disclosure. Wireless device 1105 may be an example of aspects of a UE 115 or base
station 105 as described with reference to FIG. 1. Wireless device 1105 may include receiver
1110, communications manager 1115, and transmitter 1120. wireless device 1105 may also
include a processor. Each of these components may be in communication with one another

{e.g., via one or more buses).



WO 2018/152694 PCT/CN2017/074381

30
[0088] Receiver 1110 may receive signaling via an antenna. In some examples, the
signaling may be encoded in one or more codewords using a polar code. The receiver may
process the signaling (e.g., downconversion, filtering, analog-to-digital conversion, baseband
processing) and may pass the processed signaling on to other components of the wircless
device. The receiver 1110 may be an example of aspects of the transceiver 1435 described

with reference to FIG. 14, The receiver 1110 may utilize a single antenna or a set of antennas.

{00389 Communications manager 1115 may be an example of aspects of the
communications manager 1415 described with reference to FIG. 14. Communications
manager 1115 and/or at lcast some of its various sub-components may be implemented in
hardware, software executed by a processor, firmmware, or any combination thereof. If
implernented in software executed by a processor, the functions of the communications
ranager 1115 and/or at least some of its various sub-components may be executed by a
general-purpose processor, 4 digital signal processor (DSP), an application-specific integrated
circuit (ASIC), an field-programmable gate array (FPGA) or other programmable logic
device, discrete gate or fransistor logic, discrete hardware components, or any combination

thereof designed o perform the functions described in the present disclosure.

[6090] The communications manager 1115 and/or at least some of its various sub-
componcnts may be physically focated at various positions, including being distributed such
that portions of functions are implemented at different physical locations by one or more
physical devices. In some examples, communications manager 1115 and/or at least some of
its various sub-components may be a separate and distinet component in accordance with
various aspects of the present disclosure. In other examples, communications manager 1115
and/or at feast some of its various sub-components may be combined with one or more other
hardware components, including but not limited to an /O component, a transceiver, a
network server, another computing device, one or more other components described in the
present disclosure, or a combination thereof 1n accordance with various aspects of the present

disclosure.

[0091] Communications manager 1115 may identify a set of punctured bit locations in
the received codeword, identily a set of bit locations of the polar code used for information
bits for the encoding, where the set of bit locations is determined based on recursively
partitioning bit-channels of the polar code for cach stage of polarization and assigning

portions of a number of the information hits of each partition of cach stage of polarization to
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bit-channel partitions hased on a muotial information transfer function of respective aggregate
capacities of the bit-channel partitions, and where a target mutual information for a first
polarization stage is determined as a function of the number of the information bits and a
number of un-punctured bit locations in the received codeword, and decode the received
codeword according to the polar code 1o obtain an information bit vector at the set of bit

locations.

[60692] The communications manager 1115 may also identify a set of bit locations of the
polar code used for information bits for the cncoding, where the set of bit locations is
determined based on recursively partitioning bit-channels of the polar code for cach stage of
polarization and assigning portions of a number of the information bits of each partition of
cach stage of polarization to bit-channel partitions based on a mutual information transfer
function of respective aggregate capacitics of the bit-channel partitions, and where the mutual
information transfer function is based on a BEC function and a correction ferm and process
the received codeword according (o the polar code to obtain an information bit vector at the

set of bit locations.

[0093] The communications manager 1115 may also identify a set of punctured bit
locations for transmission of a codeword, the codeword to be generated from an information
hit vector using a polar code, identify a set of hit locations of the polar code to be used for
information bits of the information bit vector, where the set of bit locations is determined
based on vecursively partiioning bit-channels of the polar code for each stage of polarization
and assigning portions of a number of information bits of each partition of cach stage of
polarization to hit-channel partitions based on a mutual information transfer function of
respective aggregate capacities of the bit-channel partitions, and where a target mutual
information for a first polarization stage is determined as a function of the number of the
information bits and a number of un-punctured bhit locations in the received codeword, and
encode the information bit vector mapped to the set of bit locations using the polar code to

obtain the codeword.

[0094] The communications manager 1115 may also identify an information bit vector
for encoding using a polar code, identify a set of bit locations of the polar code to be used for
information bits of the information bit vector, where the set of bit locations is determined
hased on recursively partitioning bit-channels of the polar code for cach stage of polarization

and assigning portions of a number of information bits of each partition of each stage of
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polarization to bit-channel partitions based on a mutual information tansfer function of
respective aggregate capacitics of the bit-channel partitions, and where the mutual
information transfer function is based on a BEC function and a correction term, and encode
the information bit vector mapped to the set of bit locations using the polar code to obtain a

codeword.

[0695] Transmitter 1120 may transmit signals generated by other components of the
device. In some examples, the transmitier 1120 may be collocated with a receiver 1110in a
transceiver module. For example, the transmitter 1120 may be an example of aspects of the
transceiver 1435 described with refercnce to FIG. 14, The transmitter 1120 may utilize a
single antenna or a set of antennas. Transmitter 1120 may transmit the codeword over a
wireless channel, where, in some cascs, the fransmitting inchides punctoring the codeword at

the set of punctured bit locations.

[0096] FIG. 12 shows a block diagram 1200 of a wirveless device 1205 that supports
mutual-information based recursive polar code construction in accordance with aspects of the
present disclosure. Wireless device 1205 may be an example of aspects of a wircless device
1105 or a UE 115 or base station 105 as described with reference to FIGs. 1 and 11. wireless
device 1205 may include receiver 1210, communications manager 1215, and transmitter
1220, wireless device 1205 may also include a processor. Each of these components may be

in communication with one anocther {e.g., via one or more buses).

10697] Receiver 1210 may receive signaling via an antenna. In some examples, the
signaling may be encoded in one or more codewords using a polar code. The receiver may
process the signaling (e.g., downconversion, filtering, analog-to-digital conversion, baseband
processing) and may pass the processed signaling on to other components of the wircless
device. The receiver 1210 may be an exarople of aspects of the transceiver 1435 described

with reference to FIG. 14. The receiver 1210 roay utibize a single antenna or a set of antennas.

[0G98] Compmnications manager 1215 may be an example of aspects of the
communications roanager 1415 described with reference to FIG. 14. Communications
manager 1215 may include punctured bit location identifier 1225, information bit location

identifier 12340, decoder 1235, encoder 1240, and information bit vector identifier 1245,

[6069Y] In some cases, punctured bit location identifier 1225 may identity a set of

punciured bit locations in a received codeword, and, in other cases, punctured bit location
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identifier 1225 may identify a set of punctured bit locations for transmission of a codeword,

the codeword to be generated trom an information bit vector using a polar code.

[0100] Information bit location identifier 1230 may identify a set of bit locations of the
polar code ased for {or o be used for) information bits for the encoding, where the set of bit
locations is determined based on recursively partitioning bit-channels of the polar code for
cach stage of polarization and assigning portions of a nurobher of the information bits of each
partition of cach stage of polarization to bit-channel partitions based on a motual information
transfer function of respective aggregate capacities of the bit-channel partitions, and where a
target mutual information for a first polarization stage is determined as a function of the
number of the information bits and a number of un-punctured bit focations in the received
codeword. In some cases, for the each stage of polarization, a capacity of cach bit-channel of
cach of the bit-channel partitions is determined based on bit-channel capacities of input bit-

channels from the previous stage of polarization and the muotual information transfer function.

(0161} In some cases, information bit location identifier 1230 may identify a set of bit
locations of the polar code to be used for (or used for) information bits of an information bit
vector, where the set of bit locations is determined based on recursively partitioning bit-
channels of the polar code for cach stage of polarization and assigning portions of a number
of information bits of each partition of cach stage of polarization to bit-channel partitions
based on a muotual information transfer function of respective aggregate capacities of the bit-
channel partitions. In some cases, a target motual information for a first polarization stage is
determined as a function of the number of the information bits and a number of un-punctured
bit locations in the received codeword. In some cascs, the target mutual information is
determined as the number of the information bits divided by the mumber of un-punctured bit

locations in the received codeword.

(61021 in some cases, the mutual information transfer function is based on a BEC
function and a correction term. In some cases, the correction term includes an offset applied
to the scaled and offset bit-channel capacity. In some cases, the mutual information transfer
function is based on a BEC function and a correction term. In some cases, the correction term
is based on a function of a bit-channel capacity of the each stage of polarization and a
capacity imbalance factor. In some cases, the correction term includes an offset factor applied

to the bit-channel capacity. In some cases, the correction ferm includes a scaling factor
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applied to the offset bit-channel capacity. In some cases, the correction term inclodes an

offset applied to the scaled and offset bit-channel capacity.

[0103] Decoder 1235 may decode the received codeword according to the polar code to
obtain an information bit vector at the set of bit locations and process the received codeword
according to the polar code to obtain an information bit vector at the set of bit locations.
HEncoder 1240 may encode the information bit vector mapped to the set of bit locations using
the polar code to obtain the codeword and encode the information bit vector mapped to the
sct of bit locations using the polar code to obtain a codeword. Information bit vector dentifier

1245 may identify an information bit vector for encoding using a polar code.

10104} Transmitter 1220 may transmit signals generated by other components of the
device. In some examples, the transmitter 1220 may be collocated with a receiver 1210 in a
transceiver module. For example, the transmitter 1220 may be an example of aspects of the
wansceiver 1435 described with reference to FIG. 14. The wransmitter 1220 may utilize a

singlc antenna or a set of antennas.

[0105] FIG. 13 shows a block diagram 1300 of a communications manager 1315 that
supports mutual-information based recursive polar code construction in accordance with
aspects of the present disclosure. The comrmunications manager 1315 may be an cxample of
aspects of a communications manager 1115, a communications manager 1215, ora
communications manager 1413 described with reference to FIGs. 11, 12, and 14. The
commmunications manager 1315 may include punctured bit location identifier 1320,
nformation bit location dentifier 1325, decoder 1330, enceder 1335, wnformation bit vector
identifier 1340, unknown bit puncturing manager 1345, and known bit puncturing manager
1350. Each of these modules may communicate, dircetly or indirectly, with one another {e.g.,

via one or more buses).

[0106] In some cases, punctured bit location identifier 1320 may identify a set of
punctured bit locations in the received codeword, and, in other cases, punctured bit location
identifier 1320 may identify a set of punctured bit locations for transmission of a codeword,

the codeword to be generated from an information bit vector using a polar code.

[0167] Information bit location identifier 1330 may identify a set of bit locations of the
polar code used for {or to be used for} information bits for the encoding, where the set of bit
locations is determined based on recursively partitioning bit-channels of the polar code for

cach stage of polarization and assigning portions of a number of the information bits of each
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partition of each stage of polarization to bit-channel partitions based on a muotual information
transfer function of respective aggregate capacities of the bit-channel partitions, and where a
target mutual information for a first polarization stage is determined as a function of the
number of the information bits and a number of un-punctured bit focations in the received
codeword. In some cases, for the each stage of polarization, a capacity of cach bit-channel of
cach of the bit-channel partitions is determined based on bit-channel capacities of input bit-

channels from the previous stage of polarization and the mutual information transfer function.

[0108] In some cases, information bit location identifier 1330 may identify a set of bit
locations of the polar code to be used for (or used for) information bits of an information bit
vector, where the set of bit locations is determined based on recursively partitioning bit-
channels of the polar code for each stage of polarization and assigning portions of a number
of information bits of each partition of cach stage of polarization to bit-channel partitions
based on a muotual information transfer function of respective aggregate capacities of the bit-
channel partitions. In some cases, a target mutual informadon for a first polarization stage i3
determined as a function of the number of the information bits and a number of un-punctured
bit locations in the received codeword. In some cascs, the target mutual information is
determined as the number of the information hits divided by the number of un-punctured bit

locations in the received codeword.

(61091 in some cases, the mutual information transfer function is based on a BEC
function and a correction term. In some cases, the correction term includes an offset applied
to the scaled and offset bit-channel capacity. In some cases, the mutual information transfer
function is based on a BEC function and a correction term. [n some cases, the correction term
is based on a function of a bit-channel capacity of the each stage of polarization and a
capacity imbalance factor. In some cases, the correction term includes an offset factor applied
to the bit-channel capacity. In some cases, the correction ferm includes a scaling factor
applied to the offset bit-channel capacity. In some cases, the correction term inclodes an

offset applied to the scaled and offset bit-channel capacity.

[0110] Decoder 1330 may decode the received codeword according to the polar code to
obtain an information bit vector at the set of bit locations and process the received codeword
according to the polar code to obtain an information bit vector at the set of bit locations.
Encoder 1335 may encode the information bit vector mapped to the set of hit locations using

the polar code to obtain the codeword and encode the wformation bit vector mapped to the
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set of bit locations using the polar code to obtain a codeword. Information bit vector identifier

1340 may identify an information bit vector for encoding using a polar code.

[0111] Unknown bit puncturing roanager 1345 may identify a set of bits punctured (or to
be punctured) in a transmission. In some cases, the set of puncored bit locations correspond
to non-shortening based puncturing of the received codeword. In somge cases, for the first
polarization stage, a capacity of cach corresponding bit-channel of the set of punctured bit
locations is set to zevo. In some cases, the non-shortening based puncturing includes block

puncturing.

[0112] Known bit puncturing manager 1350 may identify a set of bits punctured (or to be
punctured) in a transmission. In some cases, the set of punctured bit locations correspond o
shortening-based puncturing of the received codeword, and a number of the punctured bit
focations is added to the number of the information bits for assigning to the bit-channel
partitions for the first recursive partiioning. In some cases, for the {irst polarization stage, a
capacity of each corresponding bit-channel of the set of punctured bit locations is set to unity.
In some cases, the identifying the sct of bit locations includes shortening a preliminary set of
bit locations determined as a result of the recursively partitioning of the bit-channels by the

number of the punctured bit locations.

[0113] FIG. 14 shows a diagram of a system 1400 including a device 1405 that supports
mutual-information based recursive polar code construction in accordance with aspects of the
present disclosure. Device 1405 may be an example of or include the components of wircless
device 1103, wireless device 1205, or a UE 115 as described above, e.g., with reference to
FiGs. 1, 11 and 12. Device 1405 may include components for bi-directional voice and data
communications including components tor transmitting and receiving communications,
including UE communications manager 1415, processor 1420, memory 1425, software 1430,
ransceiver 1435, antenna 1440, and VO controller 1445, These components may be in
clectronic communication via one or more busses (e.z., bus 1410). Device 1405 may

communicate wirclessly with one or more hase stations 105.

[0114] Processor 1420 may include an intelligent hardware device, {e.g., a general-
purpose processor, a DSP, a central processing unit (CPU), a microcontroller, an ASIC, an
FPGA, a programmable logic device, a discrete gate or transistor logic component, a discrete
hardware component, or any combination thereof). In some cases, processor 1420 may be

configured to operate a memory array using a memory controlier. In other cases, a memory
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controller may be integrated into processor 1420, Processor 1420 may be configured to
cxecuic computer-readable instructions stored in a memory to perform various functions
{e.g., functions or tasks supporting nustual-information based recursive polar code

construciion).

10115} Memory 1425 may include random access memory (RAM) and read only memory
(ROM). The memory 1425 may store computer-readable, computer-executable software 1430
inchuding instructions that, when executed, cause the processor to perform various functions
described herein. In some cases, the memory 1425 may contain, among other things, a basic
mput/output system (BIOS) which may control basic hardware and/or software operation

such as the interaction with peripheral components or devices.

0116} Software 1430 may include code to implement aspects of the present disclosure,
including code to support mutual-information based recursive polar code construction.
Software 1430 may be stored in a non-transitory computer-readable medium such as system
memory or other memory. In some cases, the software 1430 may not be directly executable
by the processor but may cause a computer (e.g., when coropiled and executed) to perform

functions described herein.

(01174 Transceiver 1435 may communicate bi-directionally, via onc or more antennas,
wired, or wireless links as described above. For example, the transceiver 1435 may represent
a wireless transceiver and may communicaie bi-directionally with another wireless
transceiver. The transceiver 1435 may also include a modem o modulate the packets and
provide the modulated packets to the antennas for transmission, and to democdhlate packets

received from the antennas.

[0118] In some cases, the wireless device may include a single antenna 1440. However,
int some cases the device may have more than one antenna 1440, which may be capable of

concurrently transmitting or receiving multiple wireless transmissions.

[0119] 1/0 controlier 1445 may manage input and output signals for device 1405. /O
controller 1445 may also manage peripherals not integrated tnto device 1405. In some cases,
/O controller 1445 may represent a physical connection or port to an external peripheral. In
some cases, I/O controller 1445 may utilize an operating system such as i08@, ANDROID®,
MS-DOS®, MS-WINDOWS®, O05/2®, UNIX®, LINUX®, or ancther known operating
system. In other cases, I/O controller 1445 may represent or interact with a modem, a

keyvboard, a mouse, a touchscreen, or a similar device. In some cases, /O controller 1445
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may be implemented as part of a processor. In some cases, a user may interact with device

1405 via /O controller 1445 or via hardware components controlled by O controlier 1445.

[0120] FIG. 15 shows a diagram of a systern 1500 including a device 1503 that supports
mutual-information based recursive polar code construction in accordance with aspects of the
present disclosure. Device 15305 may be an example of or include the components of wireless
device 1205, wireless device 1305, or a base station 103 as described above, e.g., with
reference to FIGs. 1, 12 and 13. Device 1503 may include components for bi-directional
voice and data conmumunications including components for transmitting and receiving
communications, including bhase station communications manager 1515, processor 1520,
memory 1525, software 1530, transceiver 1535, antenna 1540, network communications
manager 1545, and inter-station comrnunications manager 1550, These components may be
in electronic communication via one or more busses {e.g., bus 1510). Device 1305 may

communicate wirelessly with one or move Ukls 115,

(6121} Processor 1520 may include an intelligent hardware device, (e.g., a general-
purpose processor, a DRP, a CPU, a microcontroller, an ASIC, an FPGA, a programmable
togic device, a discrete gate or transistor logic component, a discrete hardware component, or
any combination thereot). In some cases, processor 1520 may be configured to operate a
memory array using a memory controller. In other cases, a memory controller may be
integrated into processor 1520, Processor 1520 may be configured to execute computer-
readable instructions stored in a memory to perform various functions {e.g., functions or tasks

supporting mutual-information based recursive polar code construction).

[0122] Memory 1525 may include RAM and ROM. The memory 1523 may store
computer-readable, computer-executable software 1530 including instructions that, when
executed, cause the processor to perform various functions described herein. In some cases,
the memory 1525 may contain, among other things, a BIOS which may control basic
hardware and/or software operation such as the interaction with peripheral components or

devices.

[0123] Software 1530 may include code to implement aspects of the present disclosure,
inciuding code to support mutual-information based recursive polar code construction.
Software 1530 may be stored in a non-transitory computer-readable mediurm such as system

memory or other memory. In some cases, the software 1530 may not be directly executable
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by the processor but may cause a computer (e.g., when compiled and executed) to perform

functions described herein.

[0124] Transceiver 1335 may comununicate bi-directionally, via one or more antennas,
wired, or wireless links as described above. For example, the transceiver 1535 may represent
a wircless transceiver and may communicate bi-directionally with another wircless
transceiver. The transceiver 1535 may also include a modem to modulate the packets and
provide the modulated packets to the antennas for transmission, and to demodulate packets

received from the antennas.

[0125] In some cases, the wireless device may inchude a single antenna 1540. However,
in some cases the device may have more than one antenna 1540, which may be capable of

concurrently transmitting or receiving multiple wircless transmissions.

[0126] Network communications manager 1543 may manage communications with the
core network {¢.g., via one or more wired backhaul links}. For example, the network
communications ranager 1545 may manage the transfer of data communications for client

devices, such as one or more UEs 115.

(01271 {nter-station comunications manager 1550 may manage communications with
other base station 103, and may include a controller or scheduler for controlling
communications with UEs 115 in cooperation with other base stations 105. For example, the
mier-station communications manager 1550 may coordinate scheduling for transmissions to
UEs 115 for various interfercnce mitigation techniques such as bearnforming or joint
transmission. In some examples, inter-station communications manager 1550 may provide an
X2 interface within an Long Term Evolution (LTE)LTE-A wircless communication network

technology to provide communication between base stations 105,

[0128] FiG. 16 shows a flowchart illustrating a method 1600 for mutial-intormation
based recursive polar code construction in accordance with aspects of the present disclosure.
The operations of method 1600 may be implemented by a UE 115 or base station 103 or its
componcents as described herein. For example, the operations of method 1600 may be
performed by a communications manager as described with reference to FiGs. 11 through 13.
In some examples, a UE 115 or base station 105 may execute a set of codes to control the
functional elements of the device to perform the functions described below. Additionally or
alternatively, the UE 115 or base station 105 may perform aspects of the functions described

below using special-purpose hardware.
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(61291 At block 1605 the UE 115 or base station 105 may receive a codeword over a
wireless channel, the codeword heing encoded using a polar code. The operations of block
1605 may be performed according to the methods described with reference to FlGs. 1
through 10. In certain examples, aspects of the operations of block 1605 may be performed

by a receiver as described with reference to FiGs. 11 through 13.

101301 At block 1610 the UE 115 or base station 105 may identify a set of punctured bit
locations in the received codeword. The operations of block 1610 may be performed
according to the methods described with reference to FIGs. | through 10. In certain
cxamples, aspects of the operations of hlock 1610 may be performed by a punctured bit

location identificr as described with reference to FiGs. 11 through 13.

101314 At block 1615 the UE 115 or base station 105 may identify a set of bit locations of
the polar code used for information bits for the encoding, wherein the set of bit locations is
determined based at least in part on recursively partitioning hit-channels of the polar code for
cach stage of polarization and assigning portions of a number of the information bits of each
partition of cach stage of polarization to bit-channel partitions based on a mutual information
transfer function of respective aggregate capacities of the bit-channel partitions, and wherein
a target mutual information for a first polarization stage is determined as a function of the
number of the information hits and a number of un-punctured bit locations in the reccived
codeword. The operations of block 1615 may be performed according to the methods
described with reference to FIGs. 1 through 10. In certain examples, aspects of the operations
of block 1615 may be performed by an information bit location identifier as described with

reference to FIGs. 11 through 13,

[0132] At block 1620 the UE 115 or base station 103 may decode the received codeword
according to the polar code to obtain an information bit vector at the set of bit locations. The
operations of block 1620 may be performed according to the methods described with

reference to FIGs. 1 through 10. In certain examples, aspects of the operations of block 1620

may be performed by a decoder as described with reference to FIGs. 11 through 13.

131337 Fis. 17 shows a flowchart illustrating a method 1700 for mutaal-information
based recursive polar code construction in accordance with aspects of the present disclosure.
The operations of method 1700 may be implemented by a UE 115 or base station 105 or its
components as described herein. For example, the operations of method 1700 may be

performed by a communications manager as described with reference to FIGs. 11 through 13.
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In some examples, a UE 115 or base station 105 may execute a set of codes to control the
functional elements of the device o perform the functions described below. Additionally or
alternatively, the UE 115 or base station 105 may perform aspects of the functions described

below using special-purpose hardware.

[0134] At block 1705 the UE 115 or base station 103 may receive a codeword that is
encoded using a polar code. The operations of block 1705 may be performed according to the
methods described with reference to FIGs. 1 through 10. In certain examples, aspects of the
operations of block 1705 may be performed by a receiver as described with reference to

Fis. 11 through 13.

11351 At block 1710 the UE 115 or base station 105 may identify a set of bit locations of
the polar code used for information bits for the encoding, wherein the set of bit locations is
determined based at least in part on recursively partitioning bit-channels of the polar code for
cach stage of polarization and assigning portions of a number of the information bits of cach
partition of cach stage of polarization to bit-channel partitions based on a mutual information
transfer function of respective aggregate capacitics of the hit-channel partitions, and wherein
the mutual information transfer function is based on a BEC function and a correction term.
The operations of block 1710 may be performed according to the metheds described with
reference to FiGs. 1 through 10. In certain examples, aspects of the operations of block 1710
may be performed by an information bit location identifier as described with reference to

FiGs. i1 through 13.

[0136] At block 1715 the UE 115 or base station 105 may process the received codeword
according to the polar code to obtain an information bit vector at the set of bit locations. The
operations of block 1715 may be performed according to the methods described with
reference to FiGs. 1 through 10. In certain examples, aspects of the operations of block 1715

may be performed by a decoder as described with reference to FIGs. 11 through 13.

[6137] FiG. 18 shows a flowchart illustrating a method 1800 for mutual-information
based recursive polar code construction in accordance with aspects of the present disclosure.
The operations of method 1800 may be implemented by a UE 115 or base station 103 or its
componcnts as described herein. For example, the operations of method 1800 may be
performed by a commumications manager as described with reference to FiGs. 11 through 13.
In some examples, a UE 115 or base station 105 may execute a set of codes to control the

functional elements of the device o perform the functions described below. Additionally or
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alternatively, the UE 115 or base station 105 may perform aspects of the functions described

below using special-purpose hardware.

[0138] At block 1805 the UE 115 or base station 105 may identify a set of punctured bit
tocations for transmission of a codeword, the codeword to be generated from an information
bit vector using a polar code. The operations of block 1805 may be performed according to
the methods described with reference to FIGs. 1 through 10. In certain examples, aspects of
the operations of block 1805 may be performed by a punctured bit location identifier as

described with reference to FIGs. 11 through 13.

[0139] At block 1810 the UE 115 or base station 105 may identify a set of bit locations of
the polar code to be used for information bits of the information bit vector, wherein the set of
hit locations is determined based at least in part on recursively partitioning bit-channels of the
polar code for each stage of polarization and assigning portions of a number of information
bits of cach partition of cach stage of polarization to bit-channel partitions based on a mutual
information transter function of respective aggregate capacitics of the bit-channel partitions,
and wherein a target mutual information for a first polarization stage is determined as a
function of the number of the information bits and a number of un-punctured bit locations in
the received codeword. The operations of block 1810 may be performed according to the
methods described with reference to FlGs. 1 through 10. In certain examples, aspects of the
operations of block 1810 may be performed by an information bit location identificr as

described with reference to FIGs. 11 through 13.

[0140] At block 1815 the UE 115 or base station 105 may encode the information bit
vector mapped to the set of bit locations using the polar code 1o obtain the codeword. The
operations of block 1815 may be performed according to the methods described with
reference to FiGs. 1 through 10. In certain examples, aspects of the operations of block 1815

may be performed by a encoder as described with reference to FIGs. 11 thwough 13,

[0141] At block 1820 the UE 115 or base station 105 may transmit the codeword over a
wireless channel, wherein the transmitting compriscs puncturing the codeword at the set of
punctured bit locations. The operations of block 1820 may be performed according to the
rethods described with reference to FIGs. 1 through 10, In certain examples, aspects of the
operations of block 1820 may be performed by a transmitter as described with reference to

FiGs. i1 through 13.
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(01421 FIG. 19 shows a flowchart illustrating a method 1900 for mutual-information
based recursive polar code construction in accordance with aspects of the present disclosure.
The operations of method 1900 may be implemented by a UE 115 or base station 105 or its
components as described herein. For example, the operations of method 1900 may be
performed by a communications manager as described with reference to FIGs. 11 through i3.
In some examples, a UE 115 or base station 105 may execute a set of codes to control the
functional clements of the device to perform the functions described below. Additionally or
alternatively, the UE 115 or base station 105 may perform aspects of the functions described

below using special-purpose hardware.

[0143] At block 1905 the UE 115 or base station 105 may identify an information bit
vector for encoding using a polar code. The operations of block 1905 may be performed
according to the methods described with reference to FIGs. 1 through 10. In certain
examples, aspects of the operations of block 1905 may be performed by an inforroation bit

vector identifier as described with reference to FIGs. 11 dwough 13.

[0144] At block 1910 the UE 115 or base station 105 may identify a set of bit locations of
the polar code to be used for information bits of the information bit vector, wherein the set of
bit locations is determined based at least in part on recursively partitioning bit-channels of the
polar code for each stage of polarization and assigning portions of a number of information
hits of cach partition of each stage of polarization to bit-channel partitions based on a nutual
information transfer function of respective aggregate capacities of the bit-channel partitions,
and wherein the mutual information transfer function is based on a BEC function and a
correction teym. The operations of block 1910 may be performed according to the methods
described with reference to FIGs. | through 10. In certain examples, aspects of the operations
of block 1910 may be performed by an information bit location identifier as described with

reference to FiGs. 11 through 13.

[3145] At block 1915 the UE 115 or base station 105 may encode the information bit
vector mapped to the set of bit locations using the polar code to obtain a codeword. The
operations of block 1915 may be performed according to the methods described with
reference to FiGs. | through 10. In certain examples, aspects of the operations of block 1915

may be performed by a encoder as described with reference to FIGs. 11 through 13.

{3146} At block 1920 the UE 115 or base station 105 may transmut the codeword over a

wireless channel. The operations of block 1920 may be performed according to the methods
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described with reference to FIGs. 1 through 10. In certain examples, aspects of the operations
of block 1920 may be performed by a transmitter as described with reference to FIGs. 11

through 13.

[0147] it should be noted that the methods described above describe possible
implementations, and that the operations and the steps may be rearranged or otherwise
modified and that other implementations are possible. Furthermore, aspects from two or more

of the methods may be combined.

[0148] Techniques described herein may be used for various wircless communications
systems such as code division multiple access (CDMA), time division multiple access
(TDMA), frequency division multiple access (FODMA), orthogonal frequency division
muliiple access (OFDMA), single carrier frequency division nultiple access (SC-FIDMA),
and other systems. The terms “system” and “network”™ are often used interchangeably. A code
division muitiple access {CDMA) system may implement a radio technology such as
CDBMAZO00, Universal Terrestrial Radio Access (UTRA), etc. CDMAZ000 covers 15-2000,
15-95, and 15-856 standards. IS-2000 Releases may be commonly referred to as CDMAZG00
1X, IX, etc. [3-856 (T1A-856) is commonly referred to as COMAZO0(0 IxEV-DO, High Rate
Packet Data (HRPD), etc. UTRA includes Wideband CDMA (WTDMA) and other variants
of COMA. A time division nwltiple access (FDMA) system may toplement a radio

technology such as Global System for Mohile Comonumications (GSM).

10149] An orthogonal frequency division multiple access (OFDMA) system may
implement a radio technology such as Ultra Mobile Broadband (UMB), Evolved UTRA (E-
UTRA), Institute of Blectrical and Electronics Engineers (IEEE) 802,11 (Wi-Fi}, [EEE
802.16 (WIMAX), IEEE 802.260, Flash-OFDM, etc. UTRA and E-UTRA are part of
Universal Mobile Telecommunications system (UMTS). 3GPP Long Term Evolution (LTE)
and LTE-Advanced (LTE-A}) are releases of Universal Mobile Telecoramunications System
{UMTS) that use E-UTRA. UTRA, E-UTRA, UMTS, LTE, LTE-A, NR, and (Global System
for Mobilec communications (GSM} are described in documents from the organization named
“3rd Generation Parteership Project” (3GPP). COMAZ000 and UMB are described in
documents from an organization named “3rd Generation Partnership Project 27 (3GPP2). The
techniques described herein may be used for the systems and radio technologies mentioned
above as well as other systems and radio technologics. While aspects an LTE or an NR

system may be described for purposes of example, and LTE or NR terminology may be used
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in much of the description, the techniques described hercin are applicable beyond LTE or NR

applications.

[0150] In LTE/LTE-A networks, inchuding such networks described herein, the term
evolved node B (eNB) may be generally used to describe the base statons. The wireless
commimications system or systems described herein may include a heterogeneous LTE/LTE-
A or NR network in which different types of evolved node B (eNBs) provide coverage for
various geographical regions. For example, each eNB, gINB or base station may provide
communication coverage for a macro cell, a small cell, or other types of cell. The term “cell”
may be used to describe a base station, a carrier or component carrier associated with a base
stafion, or a coverage area (€.g., sector, ete.) of a carrier or base station, depending on

confext.

(0151} Base stations may include or may be referred to by those skilled in the art as a
base transceiver station, a radio base station, an access point, a radio transceiver, a NodeB,
chNodeB (cNB), next generation NodeB (gNB), Home NodeB, a Home eNodeB, or some
other suitable terminology. The geographic coverage area for a base station may be divided
into sectors making up only a poriion of the coverage area. The wireless communications
system or sysiems described herein may include base stations of different types (e.g., macro
or small cell base stations). The UHs described herein may be able to communicate with
various types of base stations and network equipment including macro eNBs, small cell
clNBs, gNBs, relay base stations, and the like. There may be overlapping geographic coverage

arcas for different technologies.

[0152] A macro cell generally covers a relatively large geographic area {¢.g., several
kilometers in radius) and may allow unrestricted access by UEs with service subscriptions
with the network provider. A small cell is a lower-powered base station, as compared with a
macro cell, that moay operate in the same or different (e.g., licensed, unlicensed, etc.}
frequency bands as macro cells. Small cells may include pico cells, femto cells, and micro
cells according to various cxamples. A pico cell, for exarople, may cover a small geographic
area and may allow unrestricted access by UHs with service subscriptions with the network
provider. A femio cell may also cover a small geographic area (e.g., a home} and may
provide restricted access by UEs having an association with the femto cell (e.g., UEsina
closed subscriber group ((CSG), UEs for users in the home, and the like). An eNB for a macro

cell may be referred to as a macro eNB. An eNB for a small cell may be referred to as a small



WO 2018/152694 PCT/CN2017/074381

46
cell eNB, a pico eNB, a femto eNB, or a home eNB. An eNB may support one or multiple

{e.g., two, three, tour, and the like) cells (e.g., component carriers).

[0153] The wireless communications system or systerns described herein may support
synchronous or asynchronous operation. For synchronous operation, the base stations may
have similar frame timing, and transmissions from different basc stations may be
approximately aligned in time. For asynchronous operation, the base stations may have
ditferent frame timing, and transmissions from different base stations may not be aligned in
time. The techniques described herein may be used for either synchronous or asynchronous

operations.

[0154] The downlink transmissions described herein may also be called forward link
transmissions while the uplink transmissions may also be called reverse link transmissions.
Hach communication link described herein—inclading, for example, wireless
communications system 100 and 200 of FiGs. 1 and 2—may include one or more carriers,
where each carrier may be a signal made up of multiple sub-carriers {(e.g., waveform signals

of different frequencies).

101551 The description set forth herein, in connection with the appended drawings,
describes example configurations and doces not represent all the examples that may be
imaplemented or that are within the scope of the claims. The term “exerplary” used herein
means “serving as an example, instance, or dlustration,” and not “preferred” or
“advantageous over other examples.” The detailed description includes specific details for the
purpose of providing an understanding of the described techniques. These techuniques,
however, may be practiced without these specific details. In some instances, well-known
structures and devices are shown in block diagram form in order to avoid obscuring the

concepts of the described examples.

[0156] In the appended figures, similar components or features may have the same
reference label. Further, various components of the same type may be distinguished by
following the reference label by a dash and a second label that distinguishes among the
simnilar components. I just the first reference label is used in the specification, the description
is applicable to any one of the similar components having the same first reference label

irrespective of the sccond reference label.

[0157] Information and signals described herein may be represented using any of a

variety of different technologies and techniques. For exaraple, data, instructions, commands,
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information, signals, bits, symbols, and chips that may be referenced throughout the above
description may be represented by voltages, currents, clectromagnetic waves, magnetic fields

or particles, optical fields or particles, or any combination thereof.

{1581 The various illustrative blocks and modules described in connection with the
disclosure herein may be implemented or performed with a general-purpose processor, a
DSP, an ASIC, an FPGA or other programmable logic device, discrete gate or transistor
logic, discrete hardware componenis, or any combination thereof designed to perform the
functions described herein. A general-purpose processor may be a microprocessor, but in the
alternative, the processor may be any conventional processor, controller, microcontroller, or
state machine. A processor may also be imaplemented as a combination of computing devices
(e.g., a combination of a DSP and a microprocessor, multiple microprocessors, one or more

microprocessors in conjunction with a DSP core, or any other such configuration).

[0159] The functions described herein may be implemented in hardware, software
cxecuied by a processor, firmware, or any combination thereof. If imaplemented in software
executed by a processor, the functions may be stored on or fransmitted over as one or more
instructions or code on a computer-readable medium. Other examples and implementations
are within the scope of the disclosure and appended claims. For exarple, due to the nature of
software, functions described above can be implemented using software executed by a
processor, hardware, firmware, hardwiring, or combinations of any of these. Features
implementing functions may also be physically located at various positions, including being
distributed such that portions of functions are implemented at different physical locations.
Also, as used herein, including in the claims, “or” as used in a list of items (for example, a list
of iterns prefaced by a phrase such as “at least one of” or “one or more of ) indicates an
inciusive list such that, for exarpie, a list of at least one of A, B, or C means A or B or C or
AB or AC or BCor ABC (i.c., A and B and (). Also, as used herein, the phrase “based on™
shall not be construed as a veference to a closed set of conditions. For example, an exemplary
step that 1s described as “based on condition A may be based on both a condition A and a
condition B without departing from the scope of the present disclosure. In other words, as
used herein, the phrase “based on” shall be construed in the same manner as the phrase

“based at least in part on.”

101601 Computer-readable media includes both non-transitory computer storage media

and communication media inchuding any mediam that facilitates transfer of a computer
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program from one place to another. A non-transitory storage medium may be any available
medium that can be accessed by a general purpose or special purpose computer. By way of
cxample, and not limitation, non-transitory computer-readable media may comprisc RAM,
ROM, electrically erasable programmable read only memory (EEPROM), compact disk (CD)
ROM or other optical disk storage, magnetic disk storage or other magnetic storage devices,
or any other non-transitory medium that can be used to carry or store desired program code
means in the form of instructions or data structures and that can be accessed by a general-
purpose or special-purpose computer, or a general-purpose or special-purpose processor.
Also, any connection is properly termed a computer-readable medium. For exampile, if the
software is transmitted from a website, server, or other remote source using a coaxial cable,
fiber optic cable, twisted pair, digital subscriber line (DSL), or wireless techunologies such as
wnfrared, radio, and microwave, then the coaxial cable, fiber optic cable, twisted pair, digital
subscriber line (DSL), or wireless technologies such as infrared, radio, and microwave arc
inchuded in the definition of medium. Disk and disc, as used herein, inchide CD, laser disc,
optical disc, digital versatile disc (DVD), floppy disk and Blu-ray disc where disks usually
reproduce data magnetically, while discs reproduce data optically with lasers. Combinations

of the above are also included within the scope of computer-readable media.

[0161] The description herein is provided to enable a person skilled in the art to make or
use the disclosure. Various modifications to the disclosure will be readily apparent to those
skilled in the art, and the generic principles defined herein may be applied to other variations
without departing from the scope of the disclosure. Thus, the disclosure is not limited to the
cxamples and designs described herein, but is to be accorded the broadest scope consistent

with the principles and novel features disclosed herein.
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CLAIMS
What is ciaimed is:
1. A method tor wireless communication, comprising:

receiving a codeword over a wireless channel, the codeword being encoded
using a polar code;

identifying a set of punctared bit locations m the received codeword;

identifying a set of bit locations of the polar code used for information bits for
the encoding, wherein the set of bit locations is determined based at least in part on
recursively partitioning bit-channels of the polar code for each stage of polarization and
assigning portions of a number of the information bits of cach partition of each stage of
polarization to bit-channel partitions based on a mutual information transfer function of
respective aggregate capacities of the bit-channel partitions, and wherein a target mutual
information for a first polarization stage 1s determined as a function of the number of the
information bits and a mumber of un-punctured bit locations in the received codeword; and

decoding the received codeword according to the polar code to obtain an

information bit vector at the set of bit locations.

2. The method of claim 1, wherein the target mutual information is
determined as the nomber of the information bits divided by the number of un-punctured bit

locations in the received codeword.

3. The method of claim 2, wherein the set of punctured bit locations

correspond to non-shortening based puncturing of the received codeword.

4. The method of claim 3, wherein, for the first polarization stage, a

capacity of cach corresponding bit-channel of the set of punctured bit locations is set to zero.

=

5. The method of claim 3, wherein the non-shortening based puncturing

compriscs block puncturing,.

6. The method of claim 1, wherein, for the cach stage of polarization, a
capacity of each bit-channel of each of the bit-channel partitions is determined based on bit-
channel capacities of input bit-channels from the previous stage of polarization and the

mutual information transfer function.
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7. The method of claim 1, wherein the set of punctured bit locaticns
correspond to shortening-based puncturing of the received codeword, and wherein a number
of the punceured bit locations is added o the number of the information bits for assigning to

the bit-channel partitions for the first recursive partitioning.

8. The method of claim 7, wherein, for the first polarization stage, a

capacity of each corresponding bit-channel of the set of punctured bit locations is set to unity.

8. The method of claim 7, wherein the identifying the set of bit locations
compriscs shortening a preliminary set of bit locations determined as a result of the

recursively partitioning of the bit-channels by the number of the punctured bit locations.

14, The method of claim 1, wherein the nnstual imformation transfer

function is based on a binary erasure channel (BEC) function and a correction term

1. A method for wireless communication, comprising:

receiving a codeword that is encoded using a polar code;

identifying a sct of bit locations of the polar code used for information hits for
the encoding, wherein the set of bit locations is determined based at least 1n part on
recursively partitioning bit-channels of the polar code for cach stage of polarization and
assigning portions of a number of the information bits of cach partition of each stage of
polarization to bit-chanuel partitions based on a nmwtual information transfer function of
respective aggregate capacities of the bit-channel partitions, and wherein the mutaal
information transfer function is based on a binary erasure channel (BEC) function and a
correction terny; and

processing the received codeword according to the polar code to obtain an

information bit vector at the set of bit locations.

12. The method of claim 11, wherein the correction term is based on a
function of a bit-channel capacity of the cach stage of polarization and a capacity imbalance

factor.

13. The method of claim 12, wherein the correction term comprises an

offset factor applied to the bit-channel! capacity.
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14. The method of claim 13, wherein the correction term corprises a

scaling factor applied to the offset bit-channel capacity.

is. The method of claim 14, wherein the correction term comprises an

offset applied to the scaled and offset bit-channel capacity.

i6. A method for wireless communication, comprising:

identifying a set of punctured bit locations for ransmission of a codeword, the
codeword to be generated from an information bit vector using a polar code;

identifying a sct of bit locations of the polar code to be used for information
bits of the information bit vector, wherein the set of bit locations 18 determined based at least
in part on recursively partitioning bit-channels of the polar code for each stage of polarization
and assigning portions of a number of information bits of cach partition of cach stage of
polarization to hit-channel partitions based on a mutual information transfer function of
respective aggregate capacities of the bit-channel partitions, and wherein a target mutual
information for a first polarization stage is determined as a function of the number of the
information bits and a number of un-punctured hit locations in the received codeword,;

encoding the information bit vector mapped 1o the set of bit locations using the
polar code to obtain the codeword; and

fransmitting the codeword over a wireless channel, whercin the transmitting

compriscs puncturing the codeword at the set of punctured bit locations.

i7. The method of claim 16, wherein the target mutual information is
determined as the munber of the information bits divided by the number of un-punctured bit

locations in the received codeword.

135. The method of claim 17, wherein the set of punctured bit locations

correspond to non-shortening based puncturing of the received codeword.

9. The method of claim 18, wherein the non-shortening based puncturing

comprises block puncturing.

28 The method of claim 17, wherein, for the first polarization stage, a

capacity of cach corresponding bit-channel of the set of punctured bit locations is set to zero.
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231. The method of claim 16, wherein, for the cach stage of polarization, a
capactty of each bit-channel of each of the bit-channel partitions is determined based on bit-
channel capacities of input bit-channels from the previous stage of polarization and the

witual information transfer function.

22, The method of claim 16, wherein the set of punctured bit locations
correspond to shortening-based puncturing of the received codeword, and wherein a number
of the punctured bit locations is added to the number of information bits for assigning to the

bit-channel partitions for the first recursive partitiomng.

23. The method of claim 22, wherein, for the first polarization stage, a

capacity of cach corresponding bit-channel of the sct of punctured bit locations is set to unity.

24 The method of claim 22, wherein the identifying the set of bit locations
compriscs shortening a preliminary set of bit locations determined as a result of the

recursively partitioning of the bit-channels by the number of the punctured bit locations.

25. The method of claim 16, wherein the mutual information transfer

function is based on a binary erasure channel (BEC) function and a correction term.

26. A method for wireless comrmunication, comprising:

idenufying an information bit vector for encoding using a polar code;

idenufying a sct of bit locations of the polar code to be used for information
bits of the information bit vector, wherein the set of bit locations is determined based at least
in part on recursively partitioning bit-channels of the polar code for each stage of polarization
and assigning portions of a number of information bits of cach partition of each stage of
polarization to bit-channel partitions based on a mutual information transfer function of
respective aggregate capacities of the bit-channel partitions, and wherein the mutual
information transfer function is based on a binary erasure channel (BEC) function and a
correction terny

encoding the information hit vector mapped to the set of bit locations using the
polar code to obtain a codeword; and

fransmitting the codeword over a wireless channel
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27. The method of claim 26, wherein the comrection term is based on a
function of a hit-channel capacity of the each stage of polarization and a capacity imbalance

factor.

28. The method of claim 27, wherein the correction term comprises an

offset factor applied to the bit-channel capacity.

29, The method of claim 28, wherein the correction term comprises a

scaling factor applied to the offset bit-channel capacity.

30 The method of claim 29, wherein the correction teria comprises an

offset applied to the scaled and offset bit-channel capacity.

31 An apparatus for wireless communication, comprising:

means for receiving a codeword over a wireless channel, the codeword being
encoded using a polar code;

means for identifying a sct of punctured bit locations in the received
codeword;

roeans for identifying a set of bit locations of the polar code used for
information bits for the encoding, wherein the set of bit locations s determined based at least
in part on recursively pattitioning bit-channels of the polar code for each stage of polarization
and assigning portions of a mimber of the information bits of each partition of cach stage of
polarization to bit-channel partitions based on a mutual information wansfer function of
respective aggregate capacitics of the bit-channel partitions, and wherein a target mutual
mformation for a first polarization stage is determined as a function of the number of the
information bits and a number of un-puncired bit locations in the received codeword; and

means for decoding the received codeword according to the polar code to

obtain an information bit vector at the set of bit locations.

3z The apparatus of claim 31, wherein the target mutual information is
determined as the number of the information bits divided by the number of un-punctured bit

locations in the recetved codeword.

33 The apparatus of claim 32, wherein the set of punctured bit locations

correspond to non-shortening based puncturing of the received codeword.
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34, The apparatus of claim 33, wherein, for the first polarization stage, a

capacity of each corresponding bit-channel of the set of punctured bit locations is set to zero.

35, The apparatus of claim 33, wherein the non-shortening based

punciiring comprises block puncturing

36. The apparatas of claim 31, wherein, for the each stage of polarization,
a capacity of each bit-channel of each of the bit-channel partitions is determined based on bit-
channel capacities of input bit-channels from the previous stage of polarization and the

mutual information transfer function.

37. The apparatus of claim 31, wherein the set of punctured bit locations
correspond to shortening-based puncturing of the received codeword, and wherein a number
of the punceured bit locations is added o the number of the information bits for assigning to

the bit-channel partitions for the first recursive partitioning.

38. The apparatus of claim 37, wherein, for the first polarization stage. a

capacity of each corresponding bit-channel of the set of punctured bit locations is set to unity.

39. The apparatus of claim 37, wherein the identifving the set of bit
locations comprises shortening a preliminary set of bit locations determined as a result of the

recursively partitioning of the bit-channels by the number of the punctured bit locations.

44 The apparatas of claim 31, wherein the routual information transfer

function is based on a binary erasure channel (BEC) function and a correction term

41 Axn apparatus for wircless commuication, comprising:

means for receiving a codeword that is encoded using a polar code;

means for identifying a set of bit locations of the polar code used for
information bits for the encoding, wherein the set of hit locations is determined based at Jeast
in part on recursively partitioning bit-channels of the polar code for each stage of polarization
and assigning portions of a number of the information bits of cach partition of each stage of
polarization to bit-chanuel partitions based on a mwutual information transfer function of
respective aggregate capacities of the bit-channel partitions, and wherein the mutaal
information transfer function is based on a binary erasure channel (BEC) function and a

correction terny; and
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means for processing the received codeword according to the polar code to

obtain an information bit vector at the set of bit locations.

42. The apparatos of claim 41, wherein the correction term is based on a
function of a bit-channel capacity of the each stage of polarization and a capacity imbalance

factor.

43. The apparatus of claim 42, whercin the correction term cormprises an

offset factor applied to the hit-channel capacity.

44. The apparatus of claim 43, wherein the correction ferm comprises a

scaling factor applied to the offset bit-channel capacity.

45. The apparatus of claim 44, whercin the correction term comprises an

offset applied to the scaled and offset hit-channel capacity.

46. An apparatus for wireless communication, comprising:

means for identifying a sct of punctured bit locations for transmission of a
codeword, the codeword to be generated from an information bit vector using a polar code;

moeans for identifying a set of bit locations of the polar code to be used for
nformation bits of the information bit vector, wherein the set of bit locations is determined
based at lcast in part on recursively partitioning bit-channels of the polar code for each stage
of polarization and assigning portions of a number of information bits of cach partition of
cach stage of polarization to bit-channel partitions based on a mutual information transfer
function of respective aggregaie capacities of the bit-channel partitions, and wherein a target
mutval information for a first polarization stage is determined as a function of the number of
the information bits and a number of un-punctured bit locations in the received codeword;

means for encoding the information bit vector mapped to the set of bit
locations using the polar code to obtain the codeword; and

means for transmitting the codeword over a wircless channel, wherein the

ransmitting comprises puncturing the codeword at the set of punctured bit locations.

47. The apparatus of claim 46, whercin the target nutual information is
determined as the number of the information bits divided by the mumber of un-punctured bit

locations in the received codeword.
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48. The apparatus of claim 47, wherein the set of punciured hit locations

correspond to non-shortening based puncturing of the received codeword.

49 The apparatus of claim 48, wherein the non-shortening based

punciiring comprises block puncturing

50. The apparatus of claim 47, whercin, for the first polarization stage, a

capacity of each corresponding bit-channel of the set of puncumed bit locations is set to zero.

51. The apparatus of claim 46, wherein, for the each stage of polarization,
a capacity of cach bit-channel of each of the bit-channel partitions is determined based on bit-
chanunel capacities of input hit-channels from the previous stage of polarization and the

mutual information transfer function.

52. The apparatus of claim 46, wherein the set of punctured bit locations
correspond to shortening-based punctuning of the received codeword, and wherein a number
of the punctured bit locations is added to the number of information bits for assigning to the

bit-chanuel partitions for the first recursive partitioning.

33. The apparatus of claim 52, wherein. for the first polarization stage, a

capacity of cach corresponding bit-channel of the sct of punctured bit locations is sct to unity.

54. The apparatus of claim 52, wherein the identifying the set of bit
locations comprises shortening a preliminary set of bit locations determined as a result of the

recursively partitioning of the bit-channels by the number of the punctured bit locations.

35 The apparatus of claim 46, wherein the mutual information transfer

function is based on a binary erasure channel {BEC) function and a correction term.

36. An apparatus for wireless communication, comprising:

means for identifying an information bit vector for encoding using a polar
code;

means for identifying a set of bit locations of the polar code to be vsed for
information bits of the information bit vector, wherein the set of bit locations is determined
based at least in part on recursively partitioning bit-channels of the polar code for cach stage

of polarization and assigning portions of a number of information bits of each partition of



WO 2018/152694 PCT/CN2017/074381

57
cach stage of polarization to bit-channel partitions based on a muotual information transfer
function of respective aggregaic capacities of the bit-channel partitions, and wherein the
mutval information transfer function is based on a binary erasure channel (BEC) function and
a correction (e
means for encoding the information bit vector mapped to the set of bit
locations using the polar code to obtain a codeword; and

means for transmitting the codeword over a wircless channel.

57. The apparatus of claim 56, wherein the correction term is based on 3
function of a hit-channel capacity of the each stage of polarization and a capacity imbalance

factor.

58. The apparatus of claim 57, wherein the correction term comprises an

offset factor applied to the bit-channel capacity.

39 The apparatus of claim 58, wherein the correction term comprises a

scaling factor applied to the offset bit-channel capacity.

60. The apparatus of claim 59, wherein the correction term comprises an

offset applied to the scaled and offset bit-channel capacity.

61. An apparatus for wireless communication, in a system comprising:
4 Processor;
memory in electronic conmmunication with the processor; and
instructions stored in the memory and operable, when executed by the
processor, to cause the apparatus to:
receive a codeword over a wireless channel, the codeword being
encoded using a polar code;
tdentify a set of punciured bit locations in the received codeword;
identify a set of bit focations of the polar code used for information bits
for the encoding, wherein the set of bit locations 15 determined based at least in part on
recursively partitioning bit-channels of the polar code for each stage of polarization and
assigning portions of a number of the information bits of cach partition of cach stage of
polarization to hit-channel partitions based on a mutual information transfer function of

respective aggregate capacities of the bit-channel partitions, and wherein a target mutual
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information for a first polarization stage is determined as a function of the number of the
information bits and a number of un-punciured bit locations in the received codeword; and
decode the received codeword according fo the polar code to obtain an

mnformation bit vector at the set of bit locations.

62. The apparatus of claim 61, wherein the target mutual information is
determined as the number of the information bits divided by the number of un-punctured bit

locations in the received codeword.

63. The apparatus of claim 62, wherein the set of punctured bit locations

correspond to non-shortening based puncturing of the received codeword.

64. The apparatus of claim 63, wherein, for the first polarization stage, a

capacity of each corresponding bit-channel of the set of punctured bit locations is sef 1o zero.

65. The apparatus of claim 63, wherein the non-shortening based

puncturing coraprises block puncturing.

6. The apparatus of claim 61, wherein, for the each stage of polarization,
a capacity of each bit-channel of each of the bit-channel partitions is determined based on bit-
channel capacities of input bit-channels from the previous stage of polarization and the

witual information transfer function.

67. The apparatus of claim 61, wherein the set of punctured bit locations
correspond to shortening-based puncturing of the received codeword, and wherein a number
of the punctured bit locations is added to the number of the information bits for assigning to

the bit-channel partitions for the first recursive partitioning.

68. The apparatuss of clatm 67, wherein, for the first polarization stage, a

capacity of each corresponding bit-channel of the sct of punctured bit locations is set to unity.

69. The apparatus of claim 67, wherein the identifying the set of bit
locations comprises shortening a preliminary set of bit locations determined as a result of the

recursively partitioning of the bit-channels by the number of the punctured bit locations.

76 The apparatus of claim 61, wherein the mumal information transfer

function is based on a binary erasure channel (BEC) function and a correction term.
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71. An apparatus for wircless communication, in a system comprising:
4 Processor;
memory in electronic communication with the processor; and
instructions stored in the memory and operable, when executed by the
processor, (o cause the apparatus to:
receive a codeword that is encoded using a polar code;
identify a sct of bit locations of the polar code used for information bits
for the encoding, wherein the set of bit locations is deterntined based at east in part on
recursively partitioning bit-channels of the polar code for each stage of polarization and
assigning portions of a number of the information bits of cach partition of each stage of
polarization to bit-channel partitions based on a mutual information transfer function of
respective aggregate capacities of the bit-channel partitions, and wherein the mutual
information transfer function is based on a binary erasure channel (BEC) function and a
correction terny; and
process the received codeword according to the polar code to obtain an

mnformation bit vector at the set of bit locations.

72. The apparatus of claim 71, wherein the correction term is based on a
function of a bit-channel capacity of the cach stage of polarization and a capacity imbalance

factor.

73. The apparatus of claim 72, wherein the correction term comprises an

offset factor applied to the bit-channel capacity.

74. The apparatus of claim 73, wherein the correction term comprises a

scaling factor applied to the offset hit-channel capacity.

75. The apparatus of claim 74, whercin the correction term comprises an

offset applied to the scaled and offset hit-channel capacity.

76. An apparatus for wircless communication, in a system comprising:
4 Processor;

memory in electronic communication with the processor; and

instructions stored in the memory and operable, when executed by the

processor, (o cause the apparatus to:
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identify a sct of punctured bit locations for transmission of a codeword,
the codeword to be generated trom an information bit vector using a polar code;

identify a set of bit locations of the polar code to be used for
mformation bits of the information bit vector, wherein the set of bit locations is determined
based at least in part on recursively partitioning bit-channels of the polar code for each stage
of polarization and assigning portions of a number of information bits of cach partition of
cach stage of polarization to hit-channel partitions based on a mutual information transfer
function of respective aggregate capacities of the bit-channel partitions, and wherein a target
mutual information for a first polarization stage is determined as a function of the number of
the information bits and a number of un-punctured bit locations in the received codeword;

cncode the information bit vector mapped to the set of bit locations
using the polar code to obtain the codeword; and

transmit the codeword over a wireless channel, wherein the

transmitting comprises puncturing the codeword at the set of punctured bit locations.

77. The apparatus of claim 76, wherein the target mutual information is
determined as the number of the information hits divided by the number of un-punctured bit

locations in the received codeword.

78. The apparatss of claim 77, wherein the set of punctured bit locations

correspond to non-shortening based puncturing of the received codeword.

79. The apparatus of claim 78, wherein the non-shortening based

puncturing comprises block puncturing.

80. The apparatus of claim 77, wherein, for the first polarization stage. a

capacity of each corresponding bit-channel of the set of punctured bit locations is sef to zero.

81 The apparatus of claim 76, wherein, for the each stage of polarization,
a capacity of cach bit-channel of cach of the bit-channel partitions is determined based on bit-
channel capacitics of input bit-channels from the previous stage of polarization and the

mutual information transfer function.

82 The apparatus of claim 76, wherein the set of punctured bit locations

correspond to shortening-based puncturing of the received codeword, and wherein a number
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of the punctured bhit locations is added to the number of information bits for assigning to the

bit-channel partitions for the first recursive pattitioning.

83. The apparatus of claim 82, wherein, for the first polarization stage, a

capacity of cach corresponding bit-channel of the sct of punctured bit locations is sct to unity.

84. The apparatus of claim 82, wherein the identifying the set of bit
locations compriscs shortening a preliminary set of bit locations determined as a result of the

recursively partitioning of the bit-channels by the number of the punctured bit locations.

85, The apparatus of claim 76, wherein the owtal information fransfer

function is based on a binary erasure channel (BEC) function and a correction term.

86. An apparatus for wireless communication, in a systermn comprising:
& Processor;
memory in electronic communication with the processor; and
instructions stored in the memory and operahle, when executed by the
processor, to cause the apparatus to:
identify an information bit vector for encoding using a polar code;
identify a set of bit locations of the polar code to be used for
mformation bits of the information bit vector, wherein the set of bit locations is determined
based at least in part on recursively partitoning bit-channels of the polar code for each stage
of polarization and assigning portions of a number of information bits of cach partition of
cach stage of polarization to hit-channel partitions based on a mutual information transfer
function of respective aggregate capacitics of the bit-channel partitions, and wherein the
mutual information transfer function is based on a binary erasure channel (BEC) function and
a correction (e
cncode the information bit vector mapped to the set of bit locations
using the polar code to obtain a codeword; and

transmit the codeword over a wireless channel.

87. The apparatus of claim 86, wherein the correction term is based on a
function of a bit-channel capacity of the each stage of polarization and a capacity imbalance
7 o o

factor.
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88. The apparatus of claim 87, whercin the correction term cormprises an

offset factor applied to the hit-channel capacity.

89 The apparatus of claim 88, wherein the correction term comprises a

scaling factor applied to the offset bit-channel capacity.

a4, The apparatus of claim 89, whercin the correction term comprises an

offset applied to the scaled and offset hit-channel capacity.

8i. A non-transitory computer readable medium storing code for wireless
communication, the code comprising instructions executable by a processor to:

receive a codeword over a wireless channel, the codeword being encoded
using a polar code;

identify a set of puncuured bit locations in the received codeword;

identify a sct of bit locations of the polar code used for information bits for the
encoding, wherein the set of bit locations is determined based at fcast in part on recursively
partitioning bit-channels of the polar code for each stage of polanzation and assigning
portions of a number of the information bits of each partition of cach stage of polarization to
bit-channcl partitions based on a nutual information transfer function of respective aggregate
capactties of the bit-channel partitions, and wherein a target mutual information for a furst
polarization stage is determined as a functon of the number of the information bits and a
number of un-punciured bit locations in the received codeword; and

decode the received codeword according to the polar code to obtain an

information bit vector at the set of bit locations.

a2 The non-transitory computer-readable medium of claim 91, wherein
the target mutnal information is determined as the number of the nformation bits divided by

the number of un-punctured bit locations in the received codeword.

93. The non-transitory computer-readable medium of claim 92, wherein
the set of punciured bit locations correspoud to non-shortening based puncturing of the

received codeword.
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94, The non-transitory computer-readable medium of claim 93, wherein,
for the fivst polarization stage, a capacity of each corresponding bit-channel of the set of

punctured bit locations is set to 7er0.

85, The non-transitory computer-readable medium of claim 93, wherein

the non-shortening based puncturing comprises block puncturing.

96. The non-transitory computer-readable medium of claim 91, wherein,
for the cach stage of polarization, a capacity of cach bit-channel of cach of the bit-channel
partitions is determined based on hit-channel capacitics of input bit-channels from the

previous stage of polarization and the mutual information wansfer funcuon.

a7. The non-transitory computer-readable medium of claim 91, wherein
the set of punctured bit focations correspond to shortening-based puncturing of the received
codeword, and whercin a number of the punctured bit locations is added to the number of the

information bits for assigning to the bit-channel partitions for the first recursive partitioning.

98. The non-transitory computer-readable medium of claim 97, wherein,
for the fivst polarization stage, a capacity of each corresponding bit-channel of the set of

punctured bit locations is set to unity.

99, The non-transitory computer-readable medium of claim 97, wherein
the identifying the set of bit locations comprises shortening a preliminary sct of bit focations
determined as a result of the recursively partitioning of the bit-channels by the number of the

punctared bit locations.

106. The non-transitory computer-readable medium of claim 91, wherein
the mutual information transfer function is based on a binary erasure channel (BEC) function

and a correction ferm.

181, A non-transitory computer readable medium storing code for wireless
communication, the code comprising instructions exccutable by a processor to:

receive a codeword that is encoded using a polar code;

identify a set of bit locations of the polar code used for information bits for the
cncoding, wherein the set of bit focations is determined based at least in part on recursively

partitioning bit-channels of the polar code for cach stage of polarization and assigning
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portions of a number of the information hits of each partition of cach stage of polarization to
bit-channel partitions based on a mutual information transfer function of respective aggregate
capacitics of the bit-channel partitions, and whercin the mutual information transfer function
is based on a binary erasure channel (BEC) function and a correction term; and
process the received codeword according to the polar code to obtain an

information bit vector at the set of bit locations.

162, The non-transitory computer-readable medium of claim 101, wherein
the correction term is based on a function of a bit-channel capacity of the cach stage of

polarization and a capacity tmbalance factor.

103.  The non-transitory computer-readable medium of claim 102, wherein

the correction term comprises an offset factor applied to the bit-channel capacity.

184. The non-transitory computer-readable medium of claim 103, wherein

the correction term comprises a scaling factor applied to the offset bit-channel capacity.

165, The non-transitory computer-readable medium of claim 104, wherein

the correction term comprises an offset applied o the scaled and offset bit-channel capacity.

106. A non-transitory computer readable medium storing code for wireless
communication, the code comprising instructions exccutable by a processor to:

identify a set of punctured bit locations for transmission of a codeword, the
codeword to be generated from an information bit vector using a polar code;

identify a set of bit locations of the polar code to be used for information bits
of the information bit vector, wherein the set of bit locations is determined based at least in
part on recursively partitioning bit-chanuels of the polar code for each stage of polarization
and assigning portions of a number of information bits of each parttion of cach stage of
polarization to bit-channel partitions based on a mutual information transfer function of
respective aggregate capacities of the bit-channel partitions, and wherein a target mutual
information for a first polarization stage is determined as a function of the number of the
information bits and a number of un-punctured bit locations in the received codeword;

encode the information bit vector mapped fo the set of bit locations using the
polar code to obtain the codeword; and

transmit the codeword over a wireless channel, wherein the transmitting

compriscs puncturing the codeword at the set of punctured bit locations.
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197.  The non-transitory computer-readable medium of claim 106, wherein
the target mutnal information is determined as the number of the information bits divided by

the number of un-punctured bit locations in the received codeword.

168.  The non-transitory computer-readable medium of claim 107, wherein
the set of punctured bit locations correspond to non-shortening based puncturing of the

received codeword.

149, The non-transitory computer-readable medivm of claim 108, wherein

the non-shortening based puncturing comprises block puncturing.

119,  The non-transitory computer-readable mediur of claim 107, wherein,
for the fivst polarization stage, a capacity of each corresponding bit-channel of the set of

punctured bit locations is set to 7er0.

111, The non-transitory computer-readable medium of claim 106, wherein,
for the each stage of polarization, a capacity of each bit-channcl of each of the bit-channel
partitions is determined based on bit-channel capacities of input hit-channels from the

previous stage of polarization and the mutual information transfer function.

112.  The non-transitory computer-readable medium of claim 106, wherein
the set of punctored bit locations correspond o shortening-based punctaring of the received
codeword, and wherein a number of the punctured bit locations is added to the number of

imformation hits for assigning to the hit-channel partitions for the first recursive partitioning.

113,  The non-transitory computer-readable medivm of claim 112, wherein,
for the first polarization stage, a capacity of cach corresponding bit-channel of the set of

punciired bit locations is set to unity.

114. The non-transitory computer-readable medium of claim 112, wherein
the identifying the set of bit locations comprises shortening a preliminary set of bit locations
determined as a result of the recursively partitioning of the bit-channels by the number of the

punctured bit locations.
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115. The non-transitory computer-readable medium of claim 106, wherein
the mutual information transfer function is based on a binary erasure channel (BEC) function

and a correction term.

116, A non-transitory computer readable medium storing code for wireless
communication, the code comprising instructions executable by a processor to:

identify an information bit vector for cncoding using a polar code;

identify a set of bit locations of the polar code to be used for information buts
of the information bit vector, wherein the set of bit locations is determined based at least in
part on recursively partitioning bit-channels of the polar code for each stage of polarization
and assigning portions of a number of information bits of cach partition of each stage of
polarization to bit-channel partitions based on a mutual information wansfer function of
respective aggregate capacitics of the bit-channel partitions, and wherein the mutual
mformation transfer function is based on a binary erasure channel (BEC) function and a
correction termy

encode the information bit vector mapped to the set of bit locations using the
polar code to obtain a codeword; and

transmit the codeword over a wireless channel.

117.  The non-transitory computer-readable medium of claim 116, wherein
the correction term is based on a function of a bit-channel capacity of the cach stage of

o

polarization and a capacity imbalance factor.

118, The non-transitory computer-readable medium of claim 117, wherein

the correction term comprises an offset factor applicd to the bit-channel capacity.

119, The non-transitory computer-readable medium of claim 118, wherein

the correction term comprises a scaling factor applied to the offset bit-channel capacity.

128,  The non-transitory computer-readable medium of claim 119, wherein

the correction term comprises an offset applied to the scaled and offset bit-channel capacity.
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