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IDENTIFYING AND LOCATING POSSIBLE LINES CORRESPONDING TO
PALLET STRUCTURE IN AN IMAGE

TECHNICAL FIELD
The present invention relates generally to materials handling vehicles, and more

particularly to a system for imaging and locating a pallet to be picked by the vehicle.

BACKGROUND ART

In a typical warchouse or distribution center, palletized stock items are stored in racks
or other storage structures that are aligned to each side of generally long, parallel extending
aisles. To maximize available space, it is common for several storage structures to be
vertically stacked, such that stock may be stored at elevated heights. Accordingly, an
operator of a materials handling vehicle that is retrieving and/or putting away stock may be
required to look upward from an operating position of the vehicle to identify the proper height
and lateral position of the forks for stock to be retrieved or put away.

Positioning a forklift carriage to pick up or to put away palletized materials becomes
increasingly more difficult at increasing heights. Visual perspective becomes more difficult.
Extensive training can be required in order to effectively perform the positioning adjustments
necessary. Even with sufficient ability, correct positioning can take more time than desired

for efficient use of the materials handling vehicle and operator.

DISCLOSURE OF INVENTION

In accordance with a first aspect of the present invention, a computer-implemented
method is provided for finding a Ro image providing data corresponding to possible
orthogonal distances to possible lines on a pallet in an image. The method may comprise:
acquiring a grey scale image including one or more pallets; determining, using a computer, a
horizontal gradient image by convolving the grey scale image and a first convolution kernel;
determining, using the computer, a vertical gradient image by convolving the grey scale
image and a second convolution kernel; and determining, using the computer, respective pixel
values of a first Ro image providing data corresponding to a possible orthogonal distance
from an origin point of the grey scale image to one or more possible lines on one or more

possible pallets in the grey scale image.
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The method may further comprise normalizing the grey scale image and wherein the
horizontal gradient image is determined by convolving the normalized grey scale image and
the first convolution kernel and the vertical gradient image is determined by convolving the
normalized grey scale image and the second convolution kernel.

Determining the horizontal gradient image may comprise evaluating the following
convolution equation using a first sliding window having a horizontal number of adjacent
cells that is equal to a number of elements of the first convolution kernel, wherein the first
sliding window is positioned so that each cell corresponds to a respective pixel along a
portion of a particular row of the normalized grey scale image. The convolution equation for
calculating a value for each pixel of the horizontal gradient image comprises:

g(k) = Zju(j) * v(k-j)
wherein:

J = a particular pixel column location in the grey scale image wherein, for the
convolution equation, a value of j ranges between a first pixel column location in the portion
of the particular row and a last pixel column location in the portion of the particular row;

u(j) = pixel value in the portion of the particular row of the normalized grey-scale
image having a j column location;

k= a pixel column location of the normalized grey-scale image over which the first
sliding window is centered;

(k-j) = 1s an index value for the first convolution kernel that ranges, as j varies, from a
lowest index value corresponding to a first element of the first convolution kernel and a
highest index value corresponding to a last element of the first convolution kernel; and

v(k-j) = a value of a particular element of the first convolution kernel at the index
value (k-j).

Determining the vertical gradient image may comprise evaluating the following
convolution equation using a second sliding window having a vertical number of adjacent
cells that is equal to a number of elements of the second convolution kernel, wherein the
second sliding window is positioned so that each cell corresponds to a respective pixel along a
portion of a particular column of the normalized grey scale image. The convolution equation
for calculating a value for each pixel of the vertical gradient image comprises:

g(d) = Zcu(c) * v(d-o)

wherein:
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¢ = a particular pixel row location in the grey scale image wherein, for the convolution
equation, a value of ¢ ranges between a first pixel row location in the portion of the particular
column and a last pixel row location in the portion of the particular column;

u(c) = pixel value in the portion of the particular column of the normalized grey-scale
image having a ¢ row location;

d= a pixel row location of the normalized grey-scale image over which the second
sliding window is centered;

(d-c) =1is an index value for the second convolution kernel that ranges, as ¢ varies,
from a lowest index value corresponding to a first element of the second convolution kernel
and a highest index value corresponding to a last element of the second convolution kernel;
and

v(d-c) = a value of a particular element of the second convolution kernel at the index
value (d-c).

Determining the respective pixel values of the first Ro image may comprise using
gradient pixel locations and pixel values from the horizontal and vertical gradient images.

Determining the respective pixel values of the first Ro image comprises evaluating the
following equation:

pleft(ny) = w
VIZi+ gy

wherein:

x = a gradient pixel location in a horizontal direction;

y = a gradient pixel location in a vertical direction;

gx = a gradient pixel value from the horizontal gradient image corresponding to pixel
location (x, y); and

gy = a gradient pixel value from the vertical gradient image corresponding to pixel
location (x, y).

The method may further comprise determining, using the computer, respective pixel
values for a second Ro image providing data corresponding to a possible orthogonal distance
from the origin point in the grey scale image to one or more possible lines on one or more
possible pallets in the grey scale image.

Determining the respective pixel values for the second Ro image may comprise using

gradient pixel locations and pixel values from the horizontal and vertical gradient images.



10

15

20

25

30

WO 2013/059143 PCT/US2012/060332

Determining the respective pixel values for the second Ro image comprises evaluating
the following equation:

Prignt(X,y) = T20: ¥ Y5y
Voi+ g5

wherein:

x = a gradient pixel location in a horizontal direction;

y = a gradient pixel location in a vertical direction;

gy = a gradient pixel value from the horizontal gradient image corresponding to pixel
location (x, y); and

gy = a gradient pixel value from the vertical gradient image corresponding to pixel
location (x, y).

In accordance with a second aspect of the present invention, a system is provided for
finding a Ro image providing data corresponding to possible orthogonal distances to possible
lines on a pallet in an image. The system may comprise: an image acquisition component
configured to acquire a grey scale image including one or more pallets; a computer
configured to determine a horizontal gradient image by convolving the grey scale image and a
first convolution kernel; the computer further configured to determine a vertical gradient
image by convolving the grey scale image and a second convolution kernel; and the computer
further configured to determine respective pixel values for a first Ro image providing data
corresponding to a possible orthogonal distance from an origin point of the grey scale image
to one or more possible lines on one or more possible pallets in the grey scale image.

The computer may be further configured to normalize the grey scale image, determine
the horizontal gradient by convolving the normalized grey scale image and the first
convolution kernel and determine the vertical gradient by convolving the normalized grey
scale image and the second convolution kernel.

The computer may be further configured to determine the horizontal gradient image
by evaluating the following convolution equation using a first sliding window having a
horizontal number of adjacent cells that is equal to a number of elements of the first
convolution kernel, wherein the first sliding window is positioned so that each cell
corresponds to a respective pixel along a portion of a particular row of the normalized grey
scale image. The convolution equation for calculating a value for each pixel of the horizontal
gradient image comprising:

gl = Zju(j) * v(kyj)
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wherein:

J = a particular pixel column location in the grey scale image wherein, for the
convolution equation, a value of j ranges between a first pixel column location in the portion
of the particular row and a last pixel column location in the portion of the particular row;

u(j) = pixel value in the portion of the particular row of the normalized grey-scale
image having a j column location;

k= a pixel column location of the normalized grey-scale image over which the first
sliding window is centered;

(k-j) = is an index value for the first convolution kernel that ranges, as j varies, from a
lowest index value corresponding to a first element of the first convolution kernel and a
highest index value corresponding to a last element of the first convolution kernel; and

v(k-j) = a value of a particular element of the first convolution kernel at the index
value (k-j).

The computer may be further configured to determine the vertical gradient image by
evaluating the following convolution equation using a second sliding window having a
vertical number of adjacent cells that is equal to a number of elements of the second
convolution kernel, wherein the second sliding window is positioned so that each cell
corresponds to a respective pixel along a portion of a particular column of the normalized
grey scale image. The convolution equation for calculating a value for each pixel of the
vertical gradient image comprising:

g(d) = Zcu(c) * v(d-o)
wherein:

¢ = a particular pixel row location in the grey scale image wherein, for the convolution
equation, a value of ¢ ranges between a first pixel row location in the portion of the particular
column and a last pixel row location in the portion of the particular column;

u(c) = pixel value in the portion of the particular column of the normalized grey-scale
image having a ¢ row location;

d= a pixel row location of the normalized grey-scale image over which the second
sliding window is centered;

(d-c) = is an index value for the second convolution kernel that ranges, as ¢ varies,
from a lowest index value corresponding to a first element of the second convolution kernel
and a highest index value corresponding to a last element of the second convolution kernel;

and



10

15

20

25

30

WO 2013/059143 PCT/US2012/060332

v(d-c) = a value of a particular element of the second convolution kernel at the index
value (d-c).

Wherein to determine the respective pixel values for the first Ro image, the computer
may be further configured to use gradient pixel locations and pixel values from the horizontal
and vertical gradient images.

The computer may be further configured to determine the respective pixel values for
the first Ro image by evaluating the following equation:

pleft(x:y) = M
JIET G

wherein:

x = a gradient pixel location in a horizontal direction;

y = a gradient pixel location in a vertical direction;

gx = a gradient pixel value from the horizontal gradient image corresponding to pixel
location (x, y); and

gy = a gradient pixel value from the vertical gradient image corresponding to pixel
location (x, y).

The computer may be further configured to determine respective pixel values for a
second Ro image providing data corresponding to a possible orthogonal distance from an
origin point to one or more possible lines on one or more possible pallets in the grey scale
image.

To determine the respective pixel values for the second Ro image, the computer may
be further configured to use gradient pixel locations and pixel values from the horizontal and
vertical gradient images.

The computer may be further configured to determine the respective pixel values for
the second Ro image by evaluating the following equation:

Prignt(X,y) = T20: ¥ Y5y
Voi+ g5

wherein:

x = a gradient pixel location in a horizontal direction;

y = a gradient pixel location in a vertical direction;

gy = a gradient pixel value from the horizontal gradient image corresponding to pixel
location (x, y); and

gy = a gradient pixel value from the vertical gradient image corresponding to pixel

location (x, y).
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In accordance with a third aspect of the present invention, a computer program
product is provided for finding a Ro image providing data corresponding to possible
orthogonal distances to possible lines on a pallet in an image. The computer program product
comprises a computer readable storage medium having computer readable program code
embodied therewith. The computer readable program code may comprise: computer
readable program code configured to acquire a grey scale image including one or more
pallets; computer readable program code configured to determine a horizontal gradient image
by convolving the grey scale image and a first convolution kernel; computer readable
program code configured to determine a vertical gradient image by convolving the grey scale
image and a second convolution kernel; and computer readable program code configured to
determine respective pixel values of a first Ro image providing data corresponding to a
possible orthogonal distance from an origin point of the grey scale image to one or more
possible lines on one or more possible pallets in the grey scale image.

The computer program product may further comprise computer readable program
code configured to normalize the grey scale image and wherein the horizontal gradient image
is determined by convolving the normalized grey scale image and the first convolution kernel
and the vertical gradient image is determined by convolving the normalized grey scale image
and the second convolution kernel.

The computer program product may further comprise: computer readable program
code configured to evaluate the following convolution equation using a first sliding window
having a horizontal number of adjacent cells that is equal to a number of elements of the first
convolution kernel, wherein the first sliding window is positioned so that each cell
corresponds to a respective pixel along a portion of a particular row of the normalized grey
scale image, the convolution equation for calculating a value for each pixel of the horizontal
gradient image comprising:

g(k) = Zj u(j) * v(k-j)
wherein:

J = a particular pixel column location in the grey scale image wherein, for the
convolution equation, a value of j ranges between a first pixel column location in the portion
of the particular row and a last pixel column location in the portion of the particular row;

u(j) = pixel value in the portion of the particular row of the normalized grey-scale

image having a j column location;
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k= a pixel column location of the normalized grey-scale image over which the first
sliding window is centered;

(k-j) = is an index value for the first convolution kernel that ranges, as j varies, from a
lowest index value corresponding to a first element of the first convolution kernel and a
highest index value corresponding to a last element of the first convolution kernel; and

v(k-j) = a value of a particular element of the first convolution kernel at the index
value (k-j).

The computer program product may further comprise: computer readable program
code configured to evaluate the following convolution equation using a second sliding
window having a vertical number of adjacent cells that is equal to a number of elements of the
second convolution kernel, wherein the second sliding window is positioned so that each cell
corresponds to a respective pixel along a portion of a particular column of the normalized
grey scale image, the convolution equation for calculating a value for each pixel of the
vertical gradient image comprising:

g(d) = Zcu(c) * v(d-o)
wherein:

¢ = a particular pixel row location in the grey scale image wherein, for the convolution
equation, a value of ¢ ranges between a first pixel row location in the portion of the particular
column and a last pixel row location in the portion of the particular column;

u(c) = pixel value in the portion of the particular column of the normalized grey-scale
image having a ¢ row location;

d= a pixel row location of the normalized grey-scale image over which the second
sliding window is centered;

(d-c) = is an index value for the second convolution kernel that ranges, as ¢ varies,
from a lowest index value corresponding to a first element of the second convolution kernel
and a highest index value corresponding to a last element of the second convolution kernel;
and

v(d-c) = a value of a particular element of the second convolution kernel at the index
value (d-c).

The computer readable program code configured to determine the respective pixel
values of the first Ro image is configured to use gradient pixel locations and pixel values

from the horizontal and vertical gradient images.
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The computer program product may further comprise computer readable program
code configured to evaluate the following equation:
pleft(ny) = w
Vi +g3
wherein:
x = a gradient pixel location in a horizontal direction;
5 y = a gradient pixel location in a vertical direction;
gy = a gradient pixel value from the horizontal gradient image corresponding to pixel
location (x, y); and
gy = a gradient pixel value from the vertical gradient image corresponding to pixel
location (x, y).
10
The computer program product may further comprise computer readable program
code configured to determine respective pixel values for a second Ro image providing data
corresponding to a possible orthogonal distance from the origin point in the grey scale image
to one or more possible lines on one or more possible pallets in the grey scale image.

15 The computer readable program code configured to determine the respective pixel
values for the second Ro image may be configured to use gradient pixel locations and pixel
values from the horizontal and vertical gradient images.

The computer program product may further comprise computer readable program
code configured to evaluate the following equation:

Prignt(X,y) = T20: ¥ Y5y
Voi+ g5
20 wherein:

x = a gradient pixel location in a horizontal direction;

y = a gradient pixel location in a vertical direction;

gy = a gradient pixel value from the horizontal gradient image corresponding to pixel
location (x, y); and

25 gy = a gradient pixel value from the vertical gradient image corresponding to pixel

location (x, y).
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BRIEF DESCRIPTION OF DRAWINGS

Fig. 1 is a side view of a materials handling vehicle in which an image-based detection
system of the present invention is incorporated;

Fig. 2 is a perspective view of a fork carriage apparatus forming part of the vehicle
illustrated in Fig. 1;

Fig. 3 is a front view of a pallet;

Fig. 4 is a flow chart illustrating steps implemented by an image analysis computer in
accordance with the present invention;

Fig. 5 is a flow chart illustrating steps implemented by the image analysis computer in
accordance with the present invention for identifying possible pallet corners;

Figs. 6, 7, 6B and 7A illustrate first, second, third and fourth corner templates;

Fig. 6A illustrates the first corner template located over horizontal and vertical cross
correlation results;

Figs. 6C — 6E illustrate an example for locating maximum pixel values in a lower left
corner image;

Fig. 6F illustrates an example of producing a lower resolution image from a higher
resolution image;

Fig. 6G illustrates a portion of a mid-level image to be further analyzed for a location
of a potential lower left corner;

Fig. 8 is a flow chart illustrating steps implemented by the image analysis computer in
accordance with the present invention for determining a first Ro image and an optional
second Ro image;

Fig. 9 illustrates an example for calculating a pixel value in a horizontal gradient
image;

Fig. 10 illustrates an example for calculating a pixel value in a vertical gradient image;

Figs. 11A-11D illustrate portions of a left Ro image including at least one window;

Figs. 12A, 12B, 13A and 13B are flow charts illustrating steps implemented by the
image analysis computer in accordance with one embodiment of the present invention for
tracing a horizontal and a vertical line from a lower left corner in the left Ro image;

Figs. 14A and 14B illustrate portions of a left Ro image including at least one

window;

10
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Figs. 14C and 14D are flow charts illustrating steps in accordance with another
embodiment of the present invention for tracing a horizontal and a vertical line from a lower
left corner;

Fig. 14E is a flowchart having some steps that are alternatives to corresponding steps
in the flowchart of Fig. 14C;

Fig. 15 is a flow chart illustrating steps implemented by the image analysis computer
in accordance with the present invention for determining which of a plurality of possible lines
is most likely to be an actual line passing through a prequalified lower left corner;

Fig. 15A illustrates two possible lines passing through a prequalified lower left corner;
and

Fig. 16A illustrates a normalized gray scale image illustrating a pallet P having a
bottom pallet board 200 and a center stringer 208;

Fig. 16B is a horizontal cross correlation image corresponding to the gray scale image
in Fig. 16A;

Fig. 16C is a vertical cross correlation image corresponding to the gray scale image in
Fig. 16A;

Fig. 16D is a horizontal gradient image corresponding to the gray scale image in Fig.
16A;

Fig. 16E is a vertical gradient image corresponding to the gray scale image in Fig.
16A;

Fig. 16F is a first Ro image corresponding to the gray scale image in Fig. 16A;

Fig. 16G is a second Ro image corresponding to the gray scale image in Fig. 16A;

Fig. 17 is a view of a portion of a pallet illustrating lower left and right corners;

Fig. 18 illustrates a geometrical framework for evaluating potential holes and a center
stringer of a pallet structure in accordance with the principles of the present invention;

Fig. 19A illustrates a geometrical framework for estimating a height of a center
stringer in accordance with the principles of the present invention;

Fig. 19B illustrates a geometrical framework for evaluating possible left and right
vertical edges of a center stringer in accordance with the principles of the present invention;

Fig. 20A is a flow chart illustrating steps implemented by the image analysis computer
in accordance with the present invention for analyzing a possible left edge of a center stringer;

Fig. 20B illustrates an example of pixels in an image portion analyzed according to the

flowchart of Fig. 20A;

11



10

15

20

25

30

WO 2013/059143 PCT/US2012/060332

Fig. 21A is a flow chart illustrating steps implemented by the image analysis computer
in accordance with the present invention for determining a height of a plurality of rectangles
that potentially represent various portions of a pallet;

Fig. 21B illustrates a geometrical framework that graphically explains aspects of the
operation of the flowchart of Fig. 21A;

Fig. 22A illustrates an example of first rectangle that possibly represents a fork
opening located to the left of a pallet center stringer;

Fig. 22B illustrates an example of second rectangle that possibly represents a fork
opening located to the right of a pallet center stringer;

Fig. 22C illustrates an example of a third rectangle that possibly represents a pallet
center stringer;

Fig. 23A is a flow chart illustrating steps implemented by the image analysis computer
in accordance with the present invention for calculating the pixels that comprise the first
second and third rectangles;

Fig. 23B illustrates a geometrical framework that graphically explains aspects of the
operation of the flowchart of Fig. 23A;

Fig. 23C is a flow chart illustrating steps implemented by the image analysis computer
in accordance with the present invention for calculating a vertical projection of negative
pixels of the first and second rectangles;

Fig. 23D is a flow chart illustrating steps implemented by the image analysis computer
in accordance with the present invention for calculating a vertical projection of at least some
of the negative pixels of the third rectangle;

Fig, 23E depicts a flowchart for an exemplary algorithm for maintaining Objectlists
for candidate objects in an image frame in accordance with the principles of the present
invention;

Fig. 24A depicts a flowchart for an exemplary algorithm to eliminate at least some of
the candidate objects from an Objectlist for an image frame in accordance with the principles
of the present invention;

Fig. 24B depicts a flowchart for an exemplary algorithm to eliminate one or more
candidate objects that are nearby one another, in accordance with the principles of the present

invention;

12
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Fig. 24C depicts a flowchart for an exemplary algorithm to eliminate one or more
candidate objects that are vertically local to one another, in accordance with the principles of
the present invention;

Fig. 24D depicts an example image frame with candidate objects in accordance with
the principles of the present invention;

Fig. 25 is a flow chart for tracking candidate objects between different image frames
in accordance with the principles of the present invention;

Figs. 26A and 26B depict a prior image frame and a next image frame with candidate
objects in accordance with the principles of the present invention;

Fig.27A illustrates a pallet in the physical world with a location that may be calculated
relative to more than one frame of reference;

Fig. 27B illustrates a pinhole camera model for projecting a physical world location
onto an image plane;

Fig. 27C illustrates a gray scale image having different pixel locations in accordance
with the principles of the present invention;

Fig. 27D is a flow chart illustrating steps implemented by the image analysis computer
in accordance with the present invention for identifying outlier data;

Fig. 27E illustrates relative rotation of a camera coordinate system axes with respect
to a world coordinate system axes in accordance with the principles of the present invention;

Fig. 27F illustrates a pallet location in the physical world that, in accordance with the
principles of the present invention, may be calculated relative to more than one frame of
reference;

Fig. 28 is a flow chart illustrating steps implemented by the image analysis computer
in accordance with the present invention for predicting state variables using a Kalman filter;
Figs. 29A — 29F are flowcharts illustrating for determining cutout locations in

accordance with the principles of the present invention; and

Fig. 30 illustrates an image projection configuration of multiple pallets useful for
performing extrinsic camera calibration in accordance with the principles of the present

invention.

MODES FOR CARRYING OUT THE INVENTION
Reference is now made to Fig. 1, which illustrates a fork lift truck or vehicle 10 in

which the present invention may be incorporated. The vehicle 10 comprises a power unit or

13
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main body 20 including an operator's compartment 22. The vehicle 10 further comprises a
mast assembly 30 and a fork carriage apparatus 40, shown best in Fig. 2. While the present
invention is described herein with reference to a stand-up counterbalanced truck, it will be
apparent to those skilled in the art that the invention and variations of the invention can be
more generally applied to a variety of other materials handling vehicles including a rider
reach fork lift truck including a monomast, as described in U.S. Patent Application
Publication No. 2010/0065377, the entire disclosure of which is incorporated herein by
reference. The different types of vehicle 10 in which embodiments of the present invention
may be incorporated include manual vehicles, semi-autonomous vehicles, and autonomous
vehicles.

The mast assembly 30 includes first, second and third mast weldments 32, 34 and 36,
wherein the second weldment 34 is nested within the first weldment 32 and the third
weldment 36 is nested within the second weldment 34. The first weldment 32 is fixedly
coupled to the truck main body 20. The second or intermediate weldment 34 is capable of
vertical movement relative to the first weldment 32. The third or inner weldment 36 is
capable of vertical movement relative to the first and second weldments 32 and 34.

First and second lift ram/cylinder assemblies 35 (only the first assembly is illustrated
in Fig. 1) are coupled to the first and second weldments 32 and 34 for effecting movement of
the second weldment 34 relative to the first weldment 32. Chains 35A (only the chain of the
first assembly is illustrated in Fig. 1) are fixed to cylinders of the first and second lift
assemblies and the third weldment 36 and extend over pulleys 35B (only the pulley of the
first assembly is illustrated in Fig. 1) coupled to a corresponding one of the rams such that
movement of rams of the first and second lift assemblies effects movement of the third
weldment 36 relative to the first and second weldments 32 and 34.

The fork carriage apparatus 40 is coupled to the third stage weldment 36 so as to move
vertically relative to the third stage weldment 36. The fork carriage apparatus 40 also moves
vertically with the third stage weldment 36 relative to the first and second stage weldments 32
and 34.

In the illustrated embodiment, the fork carriage apparatus 40 comprises a fork carriage
mechanism 44 to which the first and second forks 42A and 42B are mounted, see Figs. 1 and
2. The fork carriage mechanism 44 is mounted to a reach mechanism 46 which, in turn, is
mounted to a mast carriage assembly 48. The mast carriage assembly 48 is movably coupled

to the third weldment 36. The reach mechanism 46 comprises a pantograph or scissors
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structure 46A, which effects movement of the fork carriage mechanism 44 and the first and
second forks 42A and 42B toward and away from the mast carriage assembly 48 and the third
weldment 36.

The fork carriage mechanism 44 comprises a carriage support structure 44A and a fork
carriage frame 44B. The forks 42A and 42B are mounted to the fork carriage frame 44B.

The frame 44B is coupled to the carriage support structure 44A for lateral and pivotable
movement relative to the support structure 44A. A side-shift piston/cylinder unit 44C is
mounted to the carriage support structure 44A and the fork carriage frame 44B, so as to effect
lateral movement of the fork carriage frame 44B relative to the carriage support structure
44A.

A tilt piston/cylinder unit 44D, shown only in Fig. 1, is fixedly attached to the carriage
support structure 44A and contacts the fork carriage frame 44B for effecting pivotable
movement of the fork carriage frame 44B relative to the carriage support structure 44A.

An operator standing in the compartment 22 may control the direction of travel of the
truck 10 via a tiller 12. The operator may also control the travel speed of the truck 10, fork
carriage apparatus and mast assembly extension, and tilt and side shift of the first and second
forks 42A and 42B via a multifunction controller 14.

In accordance with the present invention, an image-based pallet detection system 100
is provided for repeatedly capturing images as the fork carriage apparatus 40 is raised and
lowered, identifying one or more objects in image frames which may comprise one or more
pallets, determining which of the one or more objects most likely comprises a pallet, tracking
the one or more objects in a plurality of frames so as to determine their locations relative to
the fork carriage apparatus 40 and generating and transmitting pallet location information to a
vehicle computer 50 located on the vehicle power unit 20.

The system 100 comprises an image analysis computer 110 coupled to the fork
carriage frame 44B, a light source 120 coupled to a lower section 144B of the fork carriage
frame 44B, an imaging camera 130 coupled to the lower section 144B of the fork carriage
frame 44B and a trigger switch 140 located in the operator’s compartment 22 to actuate the
system 100. While some mounting positions may be more preferable than others, the imaging
camera and lights may be located either above or below the forks. It is desirable that the
camera side shift with the forks, but it does not necessarily need to tilt with the forks.
However the camera and lights are mounted, the forks should be in the bottom of the field of

view to give maximum warning of an approaching pallet. In the illustrated embodiment, the
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imaging camera, 130 and the lights, 120, are below the forks, see Fig. 1. The computer 110
may be located anywhere on the truck. It is also possible that items 110, 120, and 130 may be
combined into a single package, comprising a smart camera. The light source 120, in the
illustrated embodiment, comprises a near infrared light source which can, for example, be one
or more light emitting diodes (LEDs) that are on while the forks 42A and 42B are moving or
are "pulsed"” so as to be on only while an image is being acquired. The image analysis
computer 110 may either with a wired cable or wirelessly transmit pallet identification and
location information to the vehicle computer 50 such that the vehicle computer 50 may
accurately position the forks 42A in 42B in vertical and lateral directions, as defined by a Y-
axis and X-axis, respectfully, see Fig. 1.

The vehicle and image analysis computers 50 and 110 may comprise any kind of a
device which receives input data, processes that data through computer instructions, and
generates output data. Such a computer can be a hand-held device, laptop or notebook
computer, desktop computer, microcomputer, digital signal processor (DSP), mainframe,
server, cell phone, personal digital assistant, other programmable computer devices, or any
combination thereof. Such computers can also be implemented using programmable logic
devices such as field programmable gate arrays (FPGAs) or, alternatively, realized as
application specific integrated circuits (ASICs) or similar devices. The term “computer” is
also intended to encompass a combination of two or more of the above recited devices, e.g.,
two or more microcomputers. The vehicle and image analysis computers 50 and 110 may be
connected wirelessly or hard-wired to one another. It is also contemplated that the computers
50 and 110 may be combined as a single computer. Accordingly, aspects of the present
invention may be implemented entirely as hardware, entirely as software (including firmware,

resident software, micro-code, etc.) or in a combined software and hardware implementation

bR Y 2% ¢

that may all generally be referred to herein as a “circuit,” “module,” “component,” or
“system.” Furthermore, aspects of the present invention may take the form of a computer
program product embodied in one or more computer readable media having computer
readable program code embodied thereon.

When an operator wishes to pick a pallet P, the operator maneuvers the vehicle 10
such that it is positioned directly in front of and generally laterally aligned in the X-direction
with a desired pallet P on a rack R to be picked, see Fig. 1. The operator then raises the forks
42A and 42B vertically in the Y-direction via actuation of the multifunction controller 14 to a

position above the last pallet P which is to be ignored. The image analysis computer 110
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causes the imaging camera 130 to take image frames, such as at a rate of 10-30 fps
(frames/second), as the fork carriage apparatus 40 continues to move vertically. As will be
discussed in greater detail below, the image analysis computer 110 analyzes the images,
identifies one or more objects in the image frames, determines which of the one or more
objects most likely comprises a pallet, tracks the one or more objects in a plurality of image
frames, determines the location of the objects relative to a world coordinate origin and
generates and transmits pallet location information to the vehicle computer 50. The image
analysis computer 110 may also wirelessly transmit to the vehicle computer 50 pallet location
information so that the vehicle computer 50 may accurately position the forks 42A and 42B in
vertical and lateral directions such that the forks 42A and 42B are positioned directly in front
of openings in the pallet. Thereafter, an operator need only cause the fork carriage apparatus
to move toward the pallet such that the forks enter the pallet openings.

In Fig. 3, a pallet P is illustrated having bottom and top pallet boards 200 and 202 first
and second outer stringers 204 and 206 and a center stringer 208. The boards 200, 202 and
stringers 204, 206 and 208 define first and second fork receiving openings 210 and 212. The
pallet boards 200 and 202 and the center stringer 208 also define a lower left corner 214, a
lower right corner 216, an upper left corner 218 and an upper right corner 220. The lower left
corner 214 is also referred to herein as the lower left corner of the center stringer 208 and the
lower right corner 216 is also referred to herein as the lower right corner of the center stringer
208.

In order to identify one or more objects in each image frame taken by the imaging
camera 130 and determine which of the one or more objects most likely comprises a pallet,
assuming that the camera is oriented looking either up or straight ahead, either above or
below the forks, the image analysis computer 110 implements at least the following
processes: identifies possible corners of one or more pallets P in a gray scale image, see Fig.
4 process 230; determines first and an optional second Ro images including orthogonal
distance(s) from an origin point to one or more possible lines on one or more possible pallets
in the corresponding gray scale image, see Fig. 4 process 232; attempts to trace horizontal and
vertical lines from each possible lower left corner of a third set of possible lower left corners
to define a set of prequalified lower left corners, see Fig. 4 process 234; determines, for each
prequalified lower left corner, which of a plurality of possible lines is most likely to be an
actual line passing through a prequalified lower left corner, see Fig. 4 process 236; and

attempts to identify a set of lower right corners for each prequalified lower left corner for
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which an actual line is found, see Fig. 4 process 238. It is further contemplated that an
imaging camera may be located above the forks 42A, 42B looking down instead of up, which
occurs when the camera is located below the forks 42A, 42B. In such an embodiment, the
computer 110 may attempt to trace horizontal and vertical lines from each possible upper left
corner of a third set of possible upper left corners to define a set of prequalified upper left
corners, and determine, for each prequalified upper left corner, which of a plurality of
possible lines is most likely to be an actual line passing through a prequalified upper left
corner. The computer 110 may also attempt to locate a third set of possible upper right
corners associated with each upper left corner.

The process 230 for identifying possible corners of one or more pallets P in an image
will now be described with reference to Fig. 5. In the illustrated embodiment, the data
defining each image frame received from the imaging camera 130 comprises gray scale data.
The image analysis computer 110 normalizes the gray scale data to make it zero-mean data,
see step 240 in Fig. 5. Creation of a normalized gray scale image can be accomplished by
calculating the mean value of all the pixels in the gray scale image and then subtracting that
mean value from each individual pixel value. As a consequence, pixels in the normalized
gray scale image corresponding to pallet structure tend to have positive pixel values while
other pixels in the normalized gray scale image tend to have negative pixel values. The term
“gray scale data” and “gray scale image” used henceforth means “normalized gray scale data”
and “normalized gray scale image,” respectively. The image analysis computer 110 then
determines a set of horizontal cross correlation results, i.¢., a horizontal cross correlation
image, see step 242, using a first step-edge template comprising in the illustrated

embodiment;

T(X) = _19 _1) _19 _la _la _la +la +la +la +1) +la +la

wherein “-1” corresponds to an open area and “+1” corresponds to structure on the
pallet.

Using the first step-edge template T(x) and the normalized gray scale image data, the
image analysis computer 110 determines the horizontal cross correlation results from the

following single dimension normalized cross correlation equation:
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ZW(x)(fx - E) T(x)

NCC(x) =
JZW(x)(fx —f) Twa T2(x)

wherein:
W(x) = dimensional limits of the first step-edge template, i.e., 12 in the illustrated
embodiment.

Jx = a gray scale intensity value at a single point in the gray scale image;

f, = an average of the intensity values over W(x); and

T(x) = first step-edge template.

The horizontal cross correlation image has the same number of pixels as its
corresponding gray scale image such that there is a one-to-one correspondence between pixel
locations in the gray scale image and the horizontal cross correlation image. The horizontal
cross correlation image provides information regarding where a region of the gray scale
image is similar to the first step-edge template, with the first step-edge template positioned
horizontally over the image region. With the normalized gray scale image data having values
from —m to +n, each pixel in the horizontal cross correlation image has a value between -1
and +1, wherein pixels having values of -1 correspond to a perfect miss-match between the
template and gray scale pixels over which the target is positioned and pixels having values of
+1 correspond to a perfect match between the template and gray scale pixels over which the
template is positioned. Hence, positive horizontal cross correlation values near or at +1
correspond to a vertical interface between an open area and an adjacent pallet structure, i.c.,
the open area is on the left and the pallet structure is on the right, wherein the interface
between the open area and the pallet structure extends in the Y or vertical direction.

Fig. 16A illustrates a normalized gray scale image illustrating a pallet P having a
bottom pallet board 200 and a center stringer 208. Fig. 16B is a horizontal cross correlation
image corresponding to the gray scale image in Fig. 16A. In Fig. 16B, regions 1010 have
positive pixel values and regions 1020 have negative pixel values. Regions 1012 have high
magnitude positive values near or at +1 such that they may correspond to a transition in the
gray scale image between an open area and a vertically oriented edge of a pallet. Hence,
region 1012A corresponds to an interface between pallet opening 210 and a left surface 208A

of the center stringer 208.

19



10

15

20

25

30

WO 2013/059143 PCT/US2012/060332

The image analysis computer 110 then determines a set of vertical cross correlation
results, i.e., a vertical cross correlation image, see step 244, using a second step-edge template

comprising in the illustrated embodiment:
T(y)=-1,-1,-1,-1,-1,-1,-1, -1, -1, -1, -1, -1, +1, +1, +1, +1, +1, +1, +1, +1, +1, +1, +1, +1

, wherein “-1” corresponds to an open area and “+1” corresponds to structure on the
pallet.

Using the second step-edge template T(y) and the image gray scale data, the image
analysis computer 110 determines the vertical cross correlation results from the following

single dimension normalized cross correlation equation:

Zwon(fy = F) T)
\/ Swor(ly = Ty) Swen T*G)

NCC(y) =

wherein:
W(y) = the dimensional limits of the template, i.¢., 24 in the illustrated embodiment;

[y = a gray scale intensity value at a single point in the gray scale image;
E = an average of the intensity values over W(y);

T(y) = second step-edge template.

The vertical cross correlation image has the same number of pixels as its
corresponding gray scale image such that there is a one-to-one correspondence between pixel
locations in the gray scale image and the vertical cross correlation image. The vertical cross
correlation image provides information regarding where a region of the gray scale image is
similar to the second step-edge template, with the second step-edge template positioned
vertically over the image region such that the negative template values are positioned
vertically above the positive template values. With the normalized gray scale image data
having values from —m to +n, each pixel in the vertical cross correlation image has a value
between -1 and +1, wherein pixels having values at -1 correspond to a perfect miss-match
between the template T(y) and the gray scale pixels over which the template is positioned and
pixels having values at +1 correspond to a perfect match between the template T(y) and gray

scale pixels over which the template is positioned. Hence, positive vertical cross correlation
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values at +1 identify a perfect horizontal interface between an open area and an adjacent
pallet structure, i.c., the open area is above the pallet structure, wherein the horizontal
interface between the open area and the pallet structure extends in the X or horizontal
direction and -1 denotes the exact opposite.

Fig. 16C is a vertical cross correlation image corresponding to the gray scale image in
Fig. 16A. In Fig. 16C, regions 1030 have positive pixel values and regions 1040 have
negative pixel values. Regions 1032 have high magnitude positive values such that they
generally correspond to a transition in the gray scale image between an open area and a
horizontally oriented edge of a pallet. Hence, region 1032A corresponds to an interface
between an open area and an upper surface 200A of bottom pallet board 200.

As described above, the horizontal cross-correlation image and the vertical cross-
correlation image may have the same number of pixels as the normalized gray scale image.
This means that a corresponding horizontal and vertical cross-correlation value is calculated
for every pixel in the gray scale image. Alternatively, the respective cross-correlation images
may be calculated in a way that each such image may have fewer numbers of pixels than the
normalized gray scale image.

For example, the imaging camera 130 may be configured so that the gray scale image
captures a view that extends, horizontally, from a first point that is substantially in line with
the outside edge of the second or left fork 42B to a second point that is substantially in line
with the outside edge of the first or right fork 42A. Thus, there is an inner region of the gray
scale image that can be described as being “between the forks” 42A and 42B. It is within this
between the forks region that corners are sought.

An exemplary gray scale image may have 480 columns and 752 rows of pixels. If the
origin point for this gray scale image is defined as being the top left pixel location, then the
left-most column of pixels has an x coordinate value of “1” and the right-most column of
pixels has an x coordinate value of “480”. Similarly, in the vertical direction, the top-most
row of pixels may have a y coordinate value of “1” and the bottom-most row of pixels may
have a y coordinate value of “752”. For the gray scale image, a left limit for x coordinates
may be chosen that corresponds to a point that is substantially in line with the inner edge of
the left fork 42B; and a right limit for x coordinates may be chosen that corresponds to a point
that is substantially in line with the inner edge of the right fork 42A. Any pixel in the gray
scale image that has its x coordinate between the left and right limits is considered to be

“between the forks”. For example, the left limit may be “80” and the right limit may be
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“400”, but other values may alternatively be selected without departing from the scope of the
present invention.

Thus, in the description above with respect to calculating a horizontal cross correlation
image and a vertical cross correlation image, the calculations may be limited to only those
pixels that are located between the forks such that the horizontal cross correlation image and
the vertical cross correlation image each have fewer columns of pixels than the gray scale
image.

The image analysis computer 110 next determines pixel values corresponding to a first
set of possible first corners of one or more pallets, i.¢., a lower-left corner image, using a first
corner template, the horizontal cross correlation results and the vertical cross correlation
results, see step 246 in Fig. 5. In the illustrated embodiment, the possible first corners
comprise possible lower left corners of one or more pallets. The first corner template 300 is
defined by an M x N window, a 3 x 3 window in the illustrated embodiment, corresponding to
a lower-left corner of a pallet, see Fig. 6.

The computer 110 slides the first corner template 300 concurrently over the set of
horizontal or first cross correlation results or image 290 and the set of vertical or second cross
correlation results or image 292 so as to determine pixel values for the lower-left corner
image, see Fig. 6A. More specifically, the first corner template 300 is positioned over the
horizontal and vertical cross correlations so that the required values from each can be
retrieved. Thus, the pixel location 304 is moved over similarly positioned pixels in the first
and second cross correlation images. As the template pixel location 304 is sequentially
moved over each pixel in the first cross correlation image and a similarly located pixel in the
second cross correlation image, a pixel value, Scorer owerLefiComer, fOT that pixel location is
defined for the lower-left corner image. During each placement of the first corner template
300, the computer 110 places into first and second pixels 301A and 301B of an outer vertical
column 301 corresponding horizontal cross correlation results or pixel values, i.e., pixel
values having corresponding locations in the horizontal cross correlation image, and places
into first and second pixels 302A and 302B of an outer horizontal row 302 corresponding
vertical cross correlation results or pixel values, i.e., pixel values having corresponding
locations in the vertical cross correlation image, see Fig. 6. No values are placed into the
pixels 303. The computer 110 then determines the lowest or minimum value of pixels 301A,
301B, 302A and 302B, wherein the minimum is a fuzzy logic AND, and assigns that lowest

or minimum value to pixel 304 at the intersection of the vertical and horizontal columns 301
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and 302, see Fig. 6, which pixel 304 should have a value between -1 and +1. Values closer to
“-1” and “+1” indicate that the pixel has a strong likelihood of defining a transition between
structure on a pallet and open area or vice versa in the gray scale image. Values close to “0”
indicate that the pixel has a strong likelihood of defining a continuous area of the normalized
gray scale image corresponding to continuous pallet structure or a continuous open area.
Values close to “0” are typically ignored as the image analysis computer 110 attempts to find,
as noted below, pixels having values near +1. The value assigned to pixel 304 is also
assigned to a corresponding pixel location in the lower-left corner image, i.e., the value from
pixel 304 is assigned to a pixel location in the lower-left corner image corresponding to the
pixel location in each of the first and second cross correlation images over which the template
pixel location 304 is positioned. The pixels in the resulting lower left corner image define a
first set of pixels corresponding to a first set of possible first or lower left corners. In an
embodiment, the number of first set pixels in the lower left corner image equals the number of
pixels in each of the gray scale images, the horizontal cross correlation image and the vertical
cross correlation image. Alternatively, similar to the technique described above with respect
to the cross correlation images, the determination of the pixel values in the lower left corner
image may be limited to only those pixel locations that are between the forks (i.c., between
the left limit and the right limit, as described above). In this instance, the lower left corner
image, the vertical cross correlation image and the horizontal cross correlation image would
all have the same number of pixels but this number would be less than the number of pixels in
the gray scale image.

For one or more of the vertical column first and second pixels 301A and 301B and the
horizontal column first and second pixels 302A and 302B which fall outside of the boundary
of the horizontal and vertical cross correlation results or images 290 and 292, the computer
110 “pads out” the horizontal and vertical cross correlations by placing a 0 in each of those
pixels. Hence, in the example illustrated in Fig. 6A, a 0 is placed into pixels 301A and 302A.

In order to reduce the number of first corner pixels, the image analysis computer 110
compares the value of each pixel in the first set of pixels to a first threshold value, such as 0.5
in the illustrated embodiment, see step 248 in Fig. 5. All pixels in the first set having a value
less than the first threshold value are eliminated, i.¢., the value for each eliminated pixel is
changed to 0. All remaining pixels, i.¢., those having values equal to or greater than the first
threshold value, define a second set of pixels corresponding to a second set of possible first

corners. Pixels having a value less than 0.5 are deemed not to be possible first corners as
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pixels near +1 indicate either a vertical interface between an open area on the left and pallet
structure on the right or a horizontal interface between an upper open area and a lower pallet
structure.

In order to further reduce the number of first corner pixels, the image analysis
computer 110 recursively slides a local maxima-locating window, ¢.g., an M x M window,
where M is equal to or greater than 3, over the second set of pixels and eliminates all pixels
from the second set of pixels in each placement of the window except for the pixel having a
maximum value. More specifically, the behavior of the maxima-locating window is as if it is
sequentially moved such that a center pixel of the maxima-locating window is positioned over
cach pixel in the second set of pixels. During each positioning of the maxima-locating
window, all pixels are eliminated (i.c., set to “0”) except for the pixel having a maximum
value. After the window has been sequentially moved over all pixels in the second set of
pixels, the remaining pixels define a third set of pixels corresponding to a third set of possible
first corners, see step 250 in Fig. 5. However, in practice, an identical result can be achieved
but with far less computational complexity.

Figures 6C — 6E illustrate a sequence of an efficient method for moving a 5x5
window, for example, to identify the pixels in the second set of pixels having a maximum
value. In Fig. 6C, merely a portion of a large image comprising the second set of pixels is
depicted. In particular, the image portion 702 of Fig. 6C is 11 columns x 6 rows of pixels
wherein each pixel has a value that was determined as described earlier using a 3x3 corner
template and, further, with some having a value greater than the first threshold value, 0.5.
Figures 6C — 6E include a series of “snapshots” of the image portion 702 to illustrate how the
5x5 window is iteratively moved in order to efficiently locate the maximum pixels. Each
snapshot of the image portion 702 corresponds to an iterative step of moving the 5x5 window
704; the step number is located in the left column 706.

Initially, as depicted in the first snapshot, the 5x5 window 704 is placed in the upper
left corner of the image portion 702. The upper left corner of the image portion 702 may have
its x coordinate position at a location corresponding to the left most column of the gray scale
image. However, if processing of the lower left corner image by the image analysis computer
110 is limited to those pixels that are “between the forks,” then the x coordinate position of
the upper left corner of the image portion 702 is determined by the value of the left limit for x
coordinates (e.g., 80). The 25 pixels are evaluated to determine that the pixel at location (2,

2), having a value of 0.95, is the maximum valued pixel. The values of all the other pixels in
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the 5x5 window 704 are set to zero. The location and value of the maximum pixel are
retained for later use.

The 5x5 window 704 is then moved one pixel to the right as shown in the second
snapshot. The four left-most columns 708 of the 5x5 window 704 have pixels that, other than
the maximum value, if present, are all zero. Thus, in “Step 27, the 5 values in the right-most
column 710 are compared to determine if any are greater than the previously identified
maximum value, presuming the previously identified maximum value is within the bounds of
the 5x5 window 704. In this second snapshot, the previously identified maximum value is
within the bounds of the window 704. Hence, the 5 values in the right-most column 710 are
compared to 0.95, i.e., the previously identified maximum value. It is not necessary to
consider the values of the remaining 19 pixels in the four left-most columns 708. In this
instance, none of the pixels in the right-most column 710 are greater than 0.95. Because the
location of the maximum value (e.g., pixel (2,2)) lies within the span of the 5x5 window 704,
all the pixels in column 710 are set to zero and the maximum pixel value and location remain
the same.

In the third snapshot, the 5x5 window 704 has once again been moved one column to
the right. The pixels in the current placement of the right-most column 710 are not evaluated
against the previously identified maximum value because it is no longer within the 5x5
window 704. In this snapshot, the pixels within the right-most columns 710 are only
compared to one another. Under these conditions, the pixel at location (7, 1) becomes the
new maximum value pixel having a value of 0.8.

The fourth snapshot occurs when the 5x5 window 704 is again moved one pixel to the
right. In this instance none of the pixels in the current placement of the right-most column are
greater than the current maximum value. Because the current maximum value pixel is also
within the boundary of the 5x5 window 704, the maximum value pixel location and pixel
value remain unchanged. Further, all pixels in the right-most column are set to zero.

The fifth and sixth steps occur to produce the 5x5 window 704 placement shown in
the fifth and sixth snapshots of Fig. 6D. In the sixth step, the right-most column aligns with
column 10 of image portion 702. In this column, there is a pixel at location (10,5) that is
greater than the current maximum value “0.8” and the current maximum value is still located
(e.g., pixel(7,1)) within the boundary of the 5x5 window 604. Under these conditions the

following changes occur: the previous maximum value pixel location (7,1) is set to zero, the
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current maximum pixel value is identified as “1”, and the current maximum pixel value
location is identified as (10,5).

After the next iteration, the 5x5 window 704 is located at the right most portion of the
image portion 702. Eventually, the 5x5 window 704 will reach a point where the right-most
column 710 is aligned with the right-most column of the full image. Once this occurs, the
next iteration of moving the window 704 produces the window placement shown in the
snapshot at the bottom of Fig. 6D. In other words, when the right-most edge of the image is
reached, the 5x5 window 704 is returned to the left-most edge of the image but shifted down
by one row. If processing of the lower left corner image by the image analysis computer 110
is limited to those pixels that are “between the forks,” then the x coordinate position of the
right most column of the image portion 702 is determined by the value of the right limit for x
coordinates (e.g., 400).

When the 5x5 window 704 is placed, as shown in the bottom snapshot of Fig. 6D, so
that its left-most column aligns with the left-most column of the image (which may be
determined by the left limit for x coordinates (e.g., 80)), the pixels of interest are not the right-
most column of the window 704 but are the bottom-most row 712. Recalling the initially
saved maximum value “0.95” at location (2,2), the pixels in the bottom-most row 712 are
compared to see if any are greater than that maximum value, presuming that previous
maximum value pixel is located within the current boundary of the 5x5 window 704. In this
instance, there are no pixels greater than “0.95” which causes all the pixels in the bottom-
most row 712 to be set to zero. Thus, the maximum value remains at “0.95” at location (2,2)
and this information is again saved so that it can be used when the 5x5 window 704 once
again returns to the left-most column of the image.

In the next iteration, the 5x5 window 704 is moved one pixel to the right and the focus
returns to the pixels in the right-most column 710. These pixels are compared with the
current maximum value and pixels location to determine what pixels may need to be
modified. The movement of the window 704 continues as before until the 5x5 window
reaches the bottom-most and right-most pixel of the image. At that point, a matrix of pixels
defining a third set of possible first corners exists having the same dimensions as the lower
left corner image and each pixel with a non-zero value has a value that represents a
confidence score that the pixel corresponds to a possible lower left corner of a pallet structure

in the normalized gray scale image.
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The image analysis computer 110 next determines pixel values corresponding to a first
set of possible second corners of the one or more pallets, i.¢., a lower-right corner image,
using a second corner template, the horizontal cross correlation results and the vertical cross
correlation results, see step 252 in Fig. 5. In the illustrated embodiment, the possible second
corners comprise possible lower right corners. The second corner template 310 is defined by
an S x T window, a 3 x 3 window in the illustrated embodiment, corresponding to a lower-
right corner of a pallet, see Fig. 7.

The computer 110 slides the second corner template 310 concurrently over the set of
horizontal cross correlation results and the set of vertical cross correlation results so as to
define pixel values, Scorer owerRightComer, fOr the lower-right corner image. More specifically,
the second corner template 310 is positioned over the horizontal and vertical cross
correlations so that required values from each can be retrieved. Thus, the pixel location 312C
is moved sequentially over similarly positioned pixels in the first and second cross correlation
images, see Fig. 7. As the template pixel location 312C is sequentially moved over each pixel
in the first cross correlation image and a similarly located pixel in the second cross correlation
image, a value for that pixel location is defined for the lower-right corner image. During each
placement of the second corner template window 310, the computer 110 places into first and
second pixels 311A and 311B of a center vertical column 311 corresponding horizontal cross
correlation results or pixel values, i.e., pixel values having corresponding locations in the
horizontal cross correlation image, and places into first and second pixels 312A and 312B of
an outer horizontal row 312 corresponding vertical cross correlation results or pixels, i.e.,
pixel values having corresponding locations in the vertical cross correlation image. The
computer 110 also negates the values added to the first and second pixels 311A and 311B.
Values close to —1 in the horizontal cross correlation image correspond to an interface
between a pallet structure on the left and an open area on the right. By negating the values in
the first and second pixels 311A and 311B, high magnitude negative values in the horizontal
cross correlation image are converted to high magnitude positive values. Hence, vertical
transitions between a pallet structure on the left and an open area on the right are defined by
high magnitude positive values, which is beneficial when finding fifth and sixth sets of pixels
in the manner discussed below. No values are placed into pixels 313. The computer 110 then
determines the lowest or minimum value of pixels 311A, 311B, 312A and 312B, wherein the
minimum is a fuzzy logic AND, and assigns that lowest or minimum absolute value to the

pixel 312C of the horizontal row 312, see Fig. 7. The resulting value in pixel 312C should
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have a value between -1 and +1. Values closer to -1 and “+1” indicate that the pixel has a
strong likelihood of defining a transition between an open area and structure on a pallet or
vice versa in the gray scale image. Values close to “0” indicate that the pixel has a strong
likelihood of defining a continuous area of the normalized gray scale image corresponding to
continuous pallet structure or a continuous open areca. In an embodiment, the value assigned
to pixel 312C is also assigned to a corresponding pixel location in the lower right corner
image. Alternatively, similar to the technique described above with respect to the lower left
corner image, the determination of the pixel values in the lower right corner image may be
limited to only those pixel locations that are between the forks (i.c., between the left limit and
the right limit, as described above). In this instance, the lower right corner image, the vertical
cross correlation image and the horizontal cross correlation image would all have the same
number of pixels but this number would be less than the number of pixels in the gray scale
image. The pixels in the resulting lower right corner image define a fourth set of pixels
corresponding to a first set of possible second or lower right corners. The number of fourth set
pixels in the lower right corner image equals the number of pixels in each of the gray scale
image, the horizontal cross correlation image and the vertical cross correlation image.

The image analysis computer 110 compares the value of each pixel in the fourth set of
pixels to a second threshold value, such as 0.5, see step 254 in Fig. 5. All possible second
corner pixels having a value less than the second threshold value are eliminated, i.e., the value
for each eliminated second corner pixel is changed to 0. All remaining second corner pixels,
i.c., those having values equal to or greater than the second threshold value, define a fifth set
of pixels corresponding to a second set of possible second corners. Pixels having a value less
than 0.5 are deemed not to be possible first corners as pixels near +1 indicate either a vertical
interface between a pallet structure on the left and an open area on the right or a horizontal
interface between an upper open area and a lower pallet structure.

The image analysis computer 110 recursively slides a local maxima-locating window,
e.g., an M x M window, where M is equal to or greater than 3, over the fifth set of pixels and
eliminates all pixels in each placement of the window except for the pixel having a maximum
value such that a sixth set of pixels is defined corresponding to a third set of possible second
corners, see step 256 in Fig. 5. More specifically, the maxima-locating window is
sequentially moved such that a center pixel of the maxima-locating window is positioned over
cach pixel of the fifth set of pixels. During each positioning of the maxima-locating window,

all pixels in the fifth set are eliminated except for the pixel having a maximum value. The
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remaining pixels define a sixth set of pixels corresponding to a third set of possible second
corners. The method discussed above with regards to Figs. 6C-6E to determine the third set
of pixels corresponding to a third set of possible first corners may be used to define a sixth set
of pixels corresponding to a third set of second corners.

As noted above, in a further contemplated embodiment, an imaging camera may be
located above the forks 42A, 42B looking down instead of looking up or straight ahead. In
this embodiment, the computer 110 may attempt to locate a plurality of possible upper left
corners and a plurality of possible upper right corners instead of locating possible lower left
and lower right corners.

The image analysis computer 110 determines pixel values corresponding to a first set
of possible upper left corners of the one or more pallets using a third corner template 500, the
horizontal cross correlation results and the vertical cross correlation results, see Fig. 6B. The
third corner template 500 is defined by a 3 x 3 window in the illustrated embodiment,
corresponding to an upper left corner of a pallet.

The computer 110 slides the third corner template 500 concurrently over the set of
horizontal cross correlation results and the set of vertical cross correlation results so as to
define pixel values for an upper left corner image. More specifically, the third corner
template 500 is positioned over the horizontal and vertical cross correlations so that required
values from each can be retrieved. Thus, a pixel location 501 is moved sequentially over
similarly positioned pixels in the first and second cross correlation images, see Fig. 6B. As
the template pixel location 501 is sequentially moved over each pixel in the first cross
correlation image and a similarly located pixel in the second cross correlation image, a value
for that pixel location is defined for the upper left corner image. During each placement of
the third corner template window 500, the computer 110 places into first and second pixels
503A and 503B of an outer vertical column 504 corresponding horizontal cross correlation
results or pixel values, i.c., pixel values having corresponding locations in the horizontal cross
correlation image, and places into first and second pixels 505A and 505B of a middle
horizontal row 506 corresponding vertical cross correlation results or pixels, i.¢., pixel values
having corresponding locations in the vertical cross correlation image. The computer 110
also negates the values added to the first and second pixels 505A and 505B. The computer
110 then determines the lowest or minimum value of pixels 503A, 503B, 505A and 505B and
assigns that lowest or minimum absolute value to the pixel 501 of the vertical row 504, see

Fig. 6B. The resulting value in pixel 501 should have a value between -1 and +1. The pixels
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in the resulting upper left corner image define a first set of pixels corresponding to a first set
of possible upper left corners.

The image analysis computer 110 compares the value of each pixel in the first set of
upper left corner pixels to a third threshold value, such as 0.5. All possible upper left corner
pixels having a value less than the third threshold value are eliminated, i.e., the value for each
eliminated upper left corner pixel is changed to 0. All remaining upper left corner pixels, i.c.,
those having values equal to or greater than the third threshold value, define a second set of
pixels corresponding to a second set of possible upper left corners.

The image analysis computer 110 recursively slides a local maxima-locating window,
e.g., an M x M window, where M is equal to or greater than 3, over the second set of upper
left pixels and eliminates all pixels in each placement of the window except for the pixel
having a maximum value such that a third set of upper left corner pixels is defined.

The image analysis computer 110 determines pixel values corresponding to a first set
of possible upper right corners of the one or more pallets using a fourth corner template 520,
the horizontal cross correlation results and the vertical cross correlation results, see Fig. 7A.
The fourth corner template 520 is defined by a 3 x 3 window in the illustrated embodiment,
corresponding to an upper right corner of a pallet.

The computer 110 slides the fourth corner template 520 concurrently over the set of
horizontal cross correlation results and the set of vertical cross correlation results so as to
define pixel values for an upper right corner image. More specifically, the fourth corner
template 520 is positioned over the horizontal and vertical cross correlations so that required
values from each can be retrieved. Thus, a pixel location 521 is moved sequentially over
similarly positioned pixels in the first and second cross correlation images, see Fig. 7A. As
the template pixel location 521 is sequentially moved over each pixel in the first cross
correlation image and a similarly located pixel in the second cross correlation image, a value
for that pixel location is defined for the upper right corner image. During each placement of
the fourth corner template window 520, the computer 110 places into first and second pixels
523A and 523B of an outer vertical column 524 corresponding horizontal cross correlation
results or pixel values, i.c., pixel values having corresponding locations in the horizontal cross
correlation image, and places into first and second pixels 525A and 525B of a middle
horizontal row 526 corresponding vertical cross correlation results or pixels, i.¢., pixel values
having corresponding locations in the vertical cross correlation image. The computer 110

also negates the values added to the first and second pixels 523 A, 523B and 525A, 525B in
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the vertical column 524 and horizontal row 526. The computer 110 then determines the
lowest or minimum value of pixels 523A, 523B, 525A and 525B and assigns that lowest or
minimum absolute value to the pixel 521 of the vertical row 524, see Fig. 7A. The pixels in
the resulting upper right corner image define a first set of pixels corresponding to a first set of
possible upper right corners.

The image analysis computer 110 compares the value of each pixel in the first set of
upper right corner pixels to a fourth threshold value, such as 0.5. All possible upper right
corner pixels having a value less than the fourth threshold value are eliminated, i.e., the value
for each eliminated upper right corner pixel is changed to 0. All remaining upper right corner
pixels, i.c., those having values equal to or greater than the fourth threshold value, define a
second set of pixels corresponding to a second set of possible upper right corners.

The image analysis computer 110 recursively slides a local maxima-locating window,
e.g., an M x M window, where M is equal to or greater than 3, over the second set of upper
right pixels and eliminates all pixels in each placement of the window except for the pixel
having a maximum value such that a third set of upper right corner pixels is defined.

In the above description of different image analysis and image manipulation steps,
there are instances in which the columns of pixels considered and used during the steps were
limited to those columns of pixels considered to be “between the forks.” In a similar manner,
the number of rows of pixels considered and used during some of these steps may be reduced
as well. For example, if the gray scale image has 752 rows of pixels, then not all of these
rows of pixels need to be used and/or considered for all of the image analysis and
manipulation steps previously described.

As one example, only 500 of the rows of pixels may be utilized and the other 252
rows of pixels ignored. If the fork carriage apparatus 40 is moving upwards, then only the top
500 rows of pixels of the gray scale image may be utilized for corner finding and similar steps
described above. Conversely, if the fork carriage apparatus 40 is traveling downwards, then
the bottom 500 rows of pixels of the image may be considered as relevant for analysis. Thus,
the vehicle computer 50 can indicate to the image analysis computer 110 the direction of
travel of the fork carriage apparatus 40. Using this information, the image analysis computer
110 can determine the vertical span of the rows of pixels that are to be used or considered for
various image analysis and manipulation steps.

The corner finding process described above involved the normalized gray scale image

which may be, for example, 480 (columns) X 752 (rows) pixels or, alternatively, involved a
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limited image area of the gray scale image which may be, for example, 321 (columns) X 752
(rows) pixels or even 321 (columns) X 500 (rows) pixels. Because many of the computations
described are performed once, or possibly twice, for each pixel, the computational burden
may be relatively high depending on the type of image analysis computer 110 being utilized.
The computational steps used to evaluate and analyze the normalized gray scale image when
attempting to identify pallet objects can be reduced by using a number of techniques. In
particular, the concept of an image pyramid can be used to reduce the number of pixels in an
image being analyzed at particular steps of the process of identifying pallet objects.

For example, if the normalized gray scale image includes 480 x 752 pixels and is
considered to be the base image of an image pyramid, then a mid-level image can be defined
having a coarser resolution, and a top-level image can be defined having an even coarser
resolution. For example, a low-pass and sub-sampled mid-level image can be created by
using a 2x2 window to average four pixels of the base image in order to generate a pixel value
for one pixel in the mid-level image. Referring to Fig. 6F, a base image 720 is illustrated and
a 2x2 window 724 is used to select 4 pixels in a region of the base image 720. The values of
the four pixels in the window 724 can be averaged and that value placed in the pixel 726 of
the mid-level image 722. The result is that the mid-level image 722 is created that has %4 the
number of pixels as the base image. This same process can be performed on the mid-level
image 722 to create the top-level image of the image pyramid. This top level image will have
1/16" the number of pixels as the base image. Using the example size described above for the
base image, the mid-level image would be 240x376 pixels and the top-level image would be
120x188 pixels.

The previously described processes for creating a vertical cross correlation image and
a horizontal cross correlation image can be applied to the top-level image having the reduced
number of pixels in order to reduce the computational burden of locating a first set of possible
left or right corners. As described earlier, the first step-edge template, T(x), had a size of 12
elements and the second step-edge template, T(y), had a size of 24 elements. In applying
these respective templates to the top-level image, their sizes can be adjusted so that each
template has 6 elements. Thus:

T(X)op-tevel = -1, -1, -1, +1, +1, +1

T(Y)top—level = _l) _1) -1, +1, +la +1
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Using these templates, a horizontal cross correlation image and a vertical cross
correlation image are generated as described earlier such that the resulting images each have
the same number of pixels as the top-level image. The first corner template 300 is slid over
the vertical and horizontal cross correlation images as before in order to calculate each pixel
value for a top-level lower-left corner image. As before, the number of pixels that will retain
non-zero values in the top-level lower-left corner image can be reduced by zeroing out any
pixels having a value less than a threshold (e.g., 0.5) and using a 5x35, or other size window to
identify local maxima pixels in order to zero-out the other pixels.

The pixels that remain in the top-level lower-left corner image (i.e., the non-zero
pixels) represent a set of pixels that may correspond to a lower left corner of a pallet in the
normalized gray scale image. Each of these pixel locations from the top-level lower-left
corner image is further analyzed to more concretely determine a possible location of a lower
left corner.

First, each pixel location in the top-level image is translated to a corresponding pixel
location in the mid-level image. Although one pixel location in a lower resolution image
corresponds to four different pixel locations in a higher resolution image arranged in a 2x2
matrix, as the 2x2 averaging is not perfect, artifacts remain, and a larger 6x6 search region is
defined. The one pixel location identified in the lower-resolution image (e.g., the top-level
image) allows the location of the 36 pixels of the 6x6 search region to be calculated. For
example, assuming the pixel coordinate system described earlier, the upper left corner of the
6x6 search region in the next level down in the pyramid can be translated according to:

Xhigher-res = (Xlower-res =1)*2 - 2

Yhigher-res = (y10wer—res '1)*2 -2

If the image portions of Fig. 6F are used, pixel location (53, 53) in the lower
resolution image is translated into pixel location (102, 102) in the higher resolution image
which means the 6x6 search region 723 in the higher resolution image includes the 36 pixels
to the right, below, and inclusive of pixel (102, 102).

Each possible lower left corner location in the top-level lower left corner image can be
translated into a 36 pixel search region in the mid-level image. Fig. 6G illustrates an arbitrary
36 pixel search region 732 in the mid-level image.

These 36 pixels in the set 732 will be used to once again create horizontal and vertical

cross correlation images, apply a corner template 300, and then keeping only the maximum
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corner over the 6x6 region. Because of the shape of the corner template (see Fig. 6), the two
additional columns 736 to the left of the set 732 are needed for vertical correlations and the
two additional rows 734 above the set 732 are needed for horizontal correlations.

As before, a horizontal step-edge template is applied to the appropriate pixels to
generate a horizontal cross-correlation image and a vertical step-edge template is applied to
the appropriate pixels to generate a vertical cross-correlation image. In applying these
respective templates to pixels of the mid-level image, their size can be adjusted so that each
template has 12 elements. Thus:

TX)midtevel = -1, -1, -1, -1, -1, -1, +1, +1, +1, +1, +1, +1

T(Y)mid-level: 'la 'la 'la 'la _la _la +la +la +la +la +la +1.

Because of the way the corner template 302 of Fig. 6 is constructed, not all of the 60
pixels of Fig. 6G require both a horizontal cross-correlation value and a vertical cross-
correlation value to be calculated. For example, for pixel locations in the two rows of 734, a
vertical cross-correlation value is unnecessary and a vertical cross-correlation value from
pixels in the right-most column 738 are not used ecither. Similarly, horizontal cross-
correlation values are not needed for the pixels in the bottom-most row 740 or the two
columns 736. Thus, there are 42 horizontal cross-correlation values generated using the
above template T(X)mid-level and there are 42 vertical cross-correlation values generated using
the above template T(Y)mid-level. The horizontal and vertical cross-correlation values are used
in the same manner as before, as described with respect to Fig. 6, in order to calculate lower
left corner values for the 36 pixel locations of the set 732 of Fig. 6G.

Rather than locate more than one local maxima within the 36 pixels using a sliding
window technique, the one pixel from the 36 pixels having the maximum value is selected
and all the other pixel locations are ignored. The identified pixel location in the mid-level
image corresponds to a pixel location in the base image that implicitly references 4 pixels of
the base image.

The steps described above with respect to the translation from the top-level image to
the mid-level image are repeated but now are applied to translating a pixel location from the
mid-level image to the base image. Utilizing exactly the same steps as described above, a
single pixel location from the mid-level image is used to identify a single pixel location in the

base image that possibly corresponds to a lower left corner. One change that may be
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implemented is that when calculating the horizontal and vertical cross-correlation images
based on the base image pixels, the original step-edge templates T(x) and T(y) can be used.

Thus, a possible lower left corner location was identified in the top-level image. This
pixel location was used to select a subset of pixels in the mid-level image. This subset of
pixels was further analyzed to identify a pixel location in the base image for further analysis.

The process described above is repeated for each of the possible lower left corners
first identified in the top-level lower-left corner image. The result is a set of one or more
pixel locations in the normalized gray scale image that may correspond to a pallet lower left
corner and is equivalent to and used in place of the third set of possible first corners.
Furthermore, for each of these locations a lower left corner score Scorer owerl efiComer, discussed
below, has been calculated and retained during the application of the mask of Fig. 6.

The above description of determining possible pallet lower left corners involved using
all the pixels in a normalized gray scale image having dimension of 480 X 752 pixels. As
noted previously, there can be a left limit and a right limit defined for x coordinate values
such that only pixels in a region of the gray scale image considered to be “between the forks”
are used in such determinations. Similarly, there can be an upper limit and a lower limit
defined for y coordinate values such that only pixels in a region near the top or bottom of the
gray scale image are used in such determinations, as well.

The imaging camera 130 may, in some instances, comprise either a charge coupled
device (CCD) or complementary metal-oxide-semiconductor (CMOS) camera. Such cameras
may have the capability to perform pixel binning. In a CCD camera, as light falls on each
pixel, charge accumulates for that pixel location. The amount of accumulated charge for a
pixel corresponds to that pixel’s value and is represented by a color or gray scale level when
the resulting image is displayed. With pixel binning, the CCD camera can combine the
accumulated charge value for multiple pixels to arrive at a single pixel value for the group of
pixels. While binning allows increased sensitivity to light, the resolution of a resulting image
1s decreased.

Binning is normally referred to as 2x2 or 4x4 binning and this refers to the horizontal
and vertical dimensions of the bin size. A 2x2 binning, for instance, includes a square
grouping of 4 pixels. In embodiments of the present invention, a CCD camera having a
resolution of 480x752 pixels can be utilized with a 2x2 pixel binning, for example, to acquire
images that are 240 (columns) x376 (rows) pixels in size. These images can be utilized with

the techniques described above relating to applying one or more templates to vertical and
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horizontal cross-correlation images to identify possible lower left corners and other attributes
of pallets in the gray scale image. The technique of using an image pyramid for analysis can
also be used with these images having fewer pixels. However, it may be beneficial to only
have two different image sizes in the pyramid. For example, the base image may be 240x376
pixels in size and the top-level image may be 120x188 pixels in size.

However, when using images with fewer pixels some aspects of the techniques
described above may need to be modified. For example, if a 240x376 pixel image size is
being used, the columns considered to be “between the forks” can be defined with a different
left limit value and a different right limit value. Also, the upper limit and lower limit values
for what rows of the image to consider may be different as well. For example, for the smaller
image size the left limit may be 40 and the right limit may be 200. Thus, only pixels located
in columns 40 to 200 would be considered “between the forks.” Also, if the fork carriage
apparatus 40 is traveling upwards, then only the top 250 rows of the image may be considered
during analysis. Conversely, if the fork carriage apparatus 40 is traveling downwards, then
the bottom 250 rows of the image may be considered during analysis.

A similar process can be used, but with the appropriate mask of Fig. 7, to identify a set
of possible lower right corner locations in the normalized gray scale image along with a
corresponding lower right corner score Scorer owerrighiComer» discussed below.

The process 232 for determining a first or left Ro image, which provides an
orthogonal distance from an origin point to one or more possible left vertical lines and one or
more possible horizontal lines on one or more possible pallets in a corresponding gray scale
image and a second or right Ro image, which provides an orthogonal distance from an origin
point to one or more possible right vertical lines and one or more possible horizontal lines on
one or more possible pallets in a corresponding gray scale image, will now be described with
reference to Fig. 8. While both the left and right Ro images may comprise pixels
corresponding to an offset from the origin of more or less horizontal lines, the first Ro image
may also comprise pixels corresponding to an offset from the origin of left vertical lines, i.c.,
lines defining a vertical interface between an open area on the left and a pallet structure on the
right, which pixels have a value greater than 0. The second Ro image may also comprise
pixels corresponding to an offset from the origin of right vertical lines, i.¢., lines defining a
vertical interface between a pallet structure on the left and an open area on the right, which

pixels have a value greater than 0.
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First the image analysis computer 110 determines a horizontal gradient image, see step
260 in Fig. 8, by convolving gray scale image data from a given image frame with a first
convolution kernel. The first convolution kernel G comprises in the illustrated embodiment:

G =0.0854, 0.3686, 0.8578, 0.9079, 0, -0.9079, -0.8578, -0.3686, -0.0854, wherein G
is computed as a first derivative of a Gaussian function with its spread value chosen to
deemphasize image noise. For example, choosing a spread value of ¢ =2 deemphasizes
noise in the gray scale image. One example of a simplified Gaussian function shown below is
the exponential of the negative square of the index x divided by the square of the spread
value. This simplified Gaussian function is then modified to produce a gradient kernel, G(x),
such that the peak value of the kernel is +1 and its minimum value is -1.

Thus, starting with the following simplified Gaussian equation

x2
Simplified Gaussian(x) = exp(— ﬁ)

The first derivative over x is calculated as:

d Simplified Gaussian(x)  2x X

dx o2

The peak values of this derivative function occur at
o

7

and the magnitude of the derivative function at these points is

V2
— exp (0.5
— exp (0.5)
By dividing the derivative function by this magnitude value, the derivative function
can be modified so that its maximum value is +1 and its minimum value is -1. Performing the

division generates the formula for the gradient kernel G(x):

x 2
exp (0.5 — ﬁ)

G(x) =

The computer 110 determines the horizontal gradient image by evaluating the
following convolution equation using a first sliding window SWy, see Fig. 9, having a
horizontal number of adjacent cells that is equal to a number of elements of the first
convolution kernel G, wherein the first sliding window SW; is positioned so that each cell

corresponds to a respective pixel location along a portion of a particular row of the
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normalized gray scale image. The convolution equation for calculating a value for each pixel

of the horizontal gradient image comprises:
g0 = ) (u() + vl — )
j

wherein:

J = a particular pixel column location in the gray scale image wherein, for the
convolution equation, a value of j ranges between a first pixel column location in the portion
of the particular row and a last pixel column location in the portion of the particular row;

u(j) = pixel value in the portion of the particular row of the normalized gray scale
image having a j column location;

k= a pixel column location of the normalized gray scale image over which the first
sliding window is centered;

(k-j) = 1s an index value for the first convolution kernel, as j varies in an increasing
manner, this index value ranges from a highest index value corresponding to a last element of
the first convolution kernel to a lowest index value corresponding to a first element of the
first convolution kernel; and

v(k-j) = a value of a particular element of the first convolution kernel at the index
value (k-j).

With reference to Fig. 9, an example is provided of how the above convolution
equation is evaluated to find a column 100, row 1 pixel value in the horizontal gradient
image. The sliding window SW; is shown centered at column location 100 in the normalized
gray scale image and is positioned so that each cell of the sliding window corresponds to a
respective pixel location along a portion, i.¢., pixel column locations 96-104 in the example of
Fig. 9, of a particular row, i.e., row 1 in the example of Fig. 9, of the normalized gray scale
image. Hence, the sliding window SW; has pixel column location values extending from 96
to 104. When the convolution equation is evaluated to find a column 101, row 1 pixel value,
the sliding window SW; is shifted one pixel to the right such that it will then have pixel
column location values extending from 97 to 105. In the example illustrated in Fig. 9, the
value for the pixel at column 100, row 1 in the horizontal gradient image was calculated to
equal 0.257.

The horizontal gradient image will have the same number of pixels as the
corresponding gray scale image such that there is a one-to-one correspondence between pixel

locations in the gray scale image and the horizontal gradient image. The pixels in the
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horizontal gradient image measure a change in intensity at a corresponding location in the
gray scale image when moving horizontally in the gray scale image and caused by a vertical
interface between an open area and a pallet structure. If for example, 8-bits are being used to
represent each pixel value, then the pixels in the horizontal gradient image may have values
from about -2’ to about +2”. Depending on the number of bits allocated to represent the pixel
values, the range of possible minimum and maximum values will, of course, vary. Values
near zero correspond to a continuous area, i.¢., continuous pallet structure or open area; a
vertical interface between a pallet structure on the left and an open area on the right will result
in gradient values much less than zero and a vertical interface between an open area on the
left and a pallet structure on the right will result in gradient values much greater than zero. In
Fig. 16D, a horizontal gradient image is shown corresponding to the gray scale image in Fig.
16A. In Fig. 16D, a first area 1100 corresponds to pixel values near 0, a second area 1102
corresponds to pixel values much less than zero, a third area 1104 corresponds to pixel values
much greater than zero and a fourth area 1106 corresponds to pixel values substantially
greater than zero.

Next, the image analysis computer 110 determines a vertical gradient image, see step
262 in Fig. 8, by convolving gray scale image data from a given image frame with a second
convolution kernel, which, in the illustrated embodiment, is the same as the first convolution

kernel. As noted above, the first convolution kernel G comprises:
G =0.0854, 0.3686, 0.8578, 0.9079, 0, -0.9079, -0.8578, -0.3686, -0.0854

The computer 110 determines the vertical gradient image by evaluating the following
convolution equation using a second sliding window having a vertical number of adjacent
cells that is equal to a number of elements of the second convolution kernel, wherein the
second sliding window is positioned so that each cell corresponds to a respective pixel
location along a portion of a particular column of the normalized gray scale image. The
convolution equation for calculating a value for each pixel of the vertical gradient image
comprises:

9(@) = ) (u(©) +v(d = )

c

wherein:
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¢ = a particular pixel row location in the gray scale image wherein, for the convolution
equation, a value of ¢ ranges between a first pixel row location in the portion of the particular
column and a last pixel row location in the portion of the particular column;

u(c) = pixel value in the portion of the particular column of the normalized gray scale
image having a ¢ row location;

d= a pixel row location of the normalized gray scale image over which the second
sliding window is centered;

(d-c) = is an index value for the second convolution kernel, as ¢ varies in an increasing
manner, this index value ranges from a highest index value corresponding to a last element of
the second convolution kernel and a lowest index value corresponding to a first element of the
second convolution kernel; and

v(d-c) = a value of a particular element of said second convolution kernel at the index
value (d-c).

With reference to Fig. 10, an example is provided of how the above convolution
equation is evaluated to find a column 1, row 7 pixel value in the vertical gradient image. The
sliding window SW is shown centered at row location 7 in the gray scale image and is
positioned so that each cell of the sliding window corresponds to a respective pixel location
along a portion, i.e., pixel row locations 3-11 in the example of Fig. 10, of a particular
column, i.e., column 1 in the example of Fig. 10, of the normalized gray scale image. Hence,
the sliding window SW, has pixel row location values extending from 3 to 11. When the
convolution equation is evaluated to find a column 1, row 8 pixel value, the sliding window
SW is shifted down one pixel such that it will then have pixel location values extending from
4 to 12. In the example illustrated in Fig. 10, the value for the pixel at column 1, row 7 in the
vertical gradient image was calculated to equal -1.23.

The vertical gradient image will have the same number of pixels as the corresponding
gray scale image such that there is a one-to-one correspondence between pixel locations in the
gray scale image and the vertical gradient image. The pixels in the vertical gradient image
measure a change in intensity at a corresponding location in the gray scale image when
moving vertically from top to bottom in the gray scale image and caused by a horizontal
interface between an open area and pallet structure. If for example, 8-bits are being used to
represent each pixel value, then the pixels in the vertical gradient image may have values
from about -2 to about +2”. Values near zero correspond to a continuous area, i.¢.,

continuous pallet structure or open area; a horizontal interface between an upper pallet
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structure and a lower open areca will result in gradient values much less than zero and a
horizontal interface between an upper open area and a lower pallet structure will result in
gradient values much greater than zero. In Fig. 16E, a vertical gradient image is shown
corresponding to the gray scale image in Fig. 16A. In Fig. 16E, a first area 1120 corresponds
to pixel values near 0, a second area 1122 corresponds to pixel values much less than 0, a
third area 1124 corresponds to pixel values much greater than 0 and a fourth area 1126
corresponds to pixel values substantially greater than 0.

In determining the horizontal and vertical gradient images there will be instances near
the edges of the image that the sliding window will have one or more cells that do not overlap
an image pixel because the cell falls outside the range of the image pixels. In these instances,
the value of the image pixel when calculating the convolution equations will be treated as
equal to zero in order to minimize the effect that these non-existent pixels have on the
convolution calculations.

After determining the horizontal and vertical gradient images, the image analysis
computer 110 determines the first Ro image, pss, providing an orthogonal distance in pixels
from an origin point on the normalized gray scale image to one or more possible horizontal
lines and left vertical lines representative of one or more possible pallets in the gray scale
image (that corresponds to the camera image), see step 264 in Fig. 8. The first Ro image is

determined by the image analysis computer 110 by evaluating the following equation:

pleft(ny) = w
Vi +g3
wherein:
x = a gradient pixel row location in a horizontal direction;
y = a gradient pixel column location in a vertical direction;
gx = a gradient pixel value from the horizontal gradient image corresponding to pixel
location (x, y); and
gy = a gradient pixel value from the vertical gradient image corresponding to pixel
location (x, y).
In a particular instance when both g, and g, equal zero for a pixel, then the Ro image
pixel value is set to zero.
The first Ro image will have the same number of pixels as the corresponding gray

scale image such that there is a one-to-one correspondence between pixel locations in the gray
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scale image and the first Ro image. The range of pixel values in the first Ro image may vary
based on gray scale image dimensions, which, in the illustrated embodiment, are 480 pixels x
752 pixels. Hence, the first Ro image pixels, which define an orthogonal distance from an
origin point on the normalized gray scale image to one or more possible horizontal lines and
left vertical lines, may have values from about -800 to about +800. A vertical line defining an
interface between an open structure on the left and a pallet structure on the right or a
horizontal line defining an interface between an upper open area and a lower pallet structure
will be represented in the first Ro image by positive pixel values. A vertical line defining an
interface between a pallet structure on the left and an open area on the right or a horizontal
line defining an interface between a lower open area and an upper pallet structure will be
represented by negative values.

In Fig. 16F is a first Ro image corresponding to the gray scale image in Fig. 16A. In
Fig. 16F, first regions 1110 corresponds to negative pixel values and second regions 1112
corresponds to positive pixel values. A first section 1112A of the second region 1112
corresponds to the left surface 208A of the center stringer 208 and a second section 1112B of
the second region 1112 corresponds to the upper surface 200A of the bottom pallet board 200.
Fig. 16F illustrates that first, or left, Ro image pixels will have a positive value when those
pixel locations are over the left vertical surface 208A of the center stringer 208 or an upper
horizontal surface 200A of the bottom pallet board 200. However, other pixels in the first Ro
image may also have a positive value but not necessarily be located over a left vertical surface
of a center stringer or an upper horizontal surface of a bottom pallet board.

Next, the image analysis computer 110 may determine a second Ro image, pyigns,
providing an orthogonal distance in pixels from an origin point on the normalized gray scale
image (that corresponds to the camera image) to one or more possible horizontal lines and
right vertical lines representative of one or more possible pallets in the gray scale image, see
step 266 in Fig. 8. The second Ro image is determined by the image analysis computer 110
by evaluating the following equation:

Prignt (y) = 2229y
VIit gy
wherein:

x = a gradient pixel row location in a horizontal direction;

y = a gradient pixel column location in a vertical direction;
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gy = a gradient pixel value from the horizontal gradient image corresponding to pixel
location (x, y); and

gy = a gradient pixel value from the vertical gradient image corresponding to pixel
location (x, y).

Similar to the first Ro image, the value of this equation is set to zero if both g, and gy
equal zero for a pixel.

The second Ro image will have the same number of pixels as the corresponding gray
scale image. The range of pixel values in the second Ro image may vary based on gray scale
image dimensions, which, in the illustrated embodiment, are 480 pixels x 752 pixels. Hence,
the pixels may have values from about -800 to about +800. A vertical line defining an
interface between a pallet structure on the left and an open area on the right or a horizontal
line defining an interface between an upper open area and a lower pallet structure will be
represented in the second Ro image by positive pixel values. A vertical line defining an
interface between an open structure on the left and a pallet structure on the right or a
horizontal line defining an interface between a lower open area and an upper pallet structure
will be represented by negative pixel values.

In Fig. 16G a second Ro image is illustrated corresponding to the gray scale image in
Fig. 16A. In Fig. 16G, first regions 1120 corresponds to negative pixel values and second
regions 1122 corresponds to positive pixel values. A first section 1122A of the second region
1122 corresponds to the right surface 208B of the center stringer 208 and a second section
1122B of the second region 1122 corresponds to the upper surface 200A of the bottom pallet
board 200. Fig. 16G illustrates that second, or right, Ro image pixels will have a positive
value when those pixel locations are over the right vertical surface 208B of the center stringer
208 or an upper horizontal surface 200A of the bottom pallet board 200. However, other
pixels in the second Ro image may also have a positive value but not necessarily be located
over a right vertical surface of a center stringer or an upper horizontal surface of a bottom
pallet board.

Analysis of a single pixel in a Ro image does not definitively reveal whether or not
that pixel is over a left (or right) vertical surface or upper horizontal surface of a pallet.
Instead, an interface between pallet structure and an opening is characterized in a Ro image
by a string of adjacent pixels having substantially the same pixel value, with that value being
the orthogonal distance from the image origin to that interface. Thus, a string of such pixels

having nearly the same positive Ro value and stretching from (xi, y1) to (x2, y2) in the Ro
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image represents an possible pallet line or edge in the gray scale image that also extends
between (X1, y1) and (X2, y2). For a pallet edge that extends substantially vertically, x, can
equal x; and for a substantially horizontal edge y, may equal y;. Furthermore, the longer the
string of pixels is that share the same Ro value, the more likely the string of pixels represents
an actual edge of the pallet. Ideally, the pixels sharing the same Ro value will be directly
adjacent to one another; however, in an actual image having noise and other imperfections,
“adjacent” can include pixels within a certain minimum distance (e.g., £5 pixels) of one
another rather than only pixels directly adjacent to one another.

An optional pre-qualification test in accordance with a first embodiment of the present
invention for each lower left corner from the third set of lower left corners is defined by the
process 234, which attempts to trace horizontal and vertical lines from each identified corner
of the third set of first possible corners, i.¢., possible lower-left corners. The process 234 will
now be described with reference to Figs. 11A, 11B, 12A, 12B, 13A and 13B. If a horizontal
and a vertical line can be traced from a possible lower-left corner, then that corner is
considered pre-qualified. If horizontal and vertical lines cannot be traced from a possible
lower-left corner, then that possible corner is disqualified/ignored. A traced horizontal line
may correspond to an upper surface 200A of a bottom pallet board 200 and a traced vertical
line may correspond to the left surface 208 A of the pallet center stringer 208, see Fig. 3.

A portion of an example first or left Ro image is illustrated in Fig. 11A, which
includes a possible first or lower left corner LLC shown at a pixel location corresponding to
image column 178, row 214.

A process for attempting to trace a horizontal line will now be described with
reference to the process steps illustrated in Figs. 12A and 12B.

After the image analysis computer 110 identifies one of the possible lower left corners
from the third set of lower left corners in the first Ro image, see step 322, it positions a JxK
window 323 over at least portions of a plurality of image rows in the first Ro image including
at least a portion of an image row containing the possible lower left corner LLC, see step 324
in Fig. 12A. More specifically, the window 323 is centered over the row portion including
the lower left corner LLC, with the column including the lower left corner defining the right-
most column in the window 323. In the illustrated embodiment, the JxK window 323
comprises a 10x7 window, see Fig. 11A.

The image analysis computer 110 then calculates an average pixel value for each row

in the window 323, see step 326. In Fig. 11A, the window 323 includes rows 211A-217A.
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Window rows 211A-217A define portions of the image rows 211-217 in the first Ro image in
Fig. 11A. The average pixel value or row mean for each window row 211A-217A is provided
in Fig. 11A. For example, window row 211A has an average pixel value or row mean of
217.50012.

The computer 110 then determines which window row 211A-217A in the window 323
has an average pixel value nearest the Y coordinate value of a row Yt of the current pixel
location being considered for inclusion in a line being traced (a line being traced is also
referred to herein as “trace”), see step 328. In Fig. 11A, the lower left corner LLC at first Ro
image column 178, row 214 defines the starting point of the line being traced and, hence, is
the current pixel location being considered for inclusion in the line being traced in the
window 323. To find the window row having an average pixel value nearest the current pixel
location row Y, 214 in the illustrated example, the computer 110 first determines an absolute
value of the difference |D| between the current pixel location row Yt and the row mean for
cach window row 211A-217A using the following equation:

Equation 1: |D| = |Y; — row mean|

|D| values for each window row 211A-217A are provided in Fig. 11A. The computer
110 then identifies the window row 211A-217A having the smallest absolute value of the
difference between the current pixel location row Y and its row mean. For the window 323
illustrated in Fig. 11A, window row 214A has an absolute value of the difference |D| between
the current pixel location row Yt and its row mean = 0.01399, which is the smallest absolute
value of the difference |D| of all of the window rows 211A-217A in the window 323, see Fig.
11A. The window row having the smallest absolute value of the difference |D| is defined as
the “nearest window row””; hence, window row 214A is defined as the nearest window row in
the window 323 of Fig. 11A.

The image analysis computer 110 then decides whether the nearest window row is

over a pallet P, see step 330, by solving the following equation:

o[~ < Vo over ol
wherein: Ynwr = Y coordinate value of an image row including the nearest window
row in the JxK window; and
row mean (NWR) = average of pixel values in the nearest window row in the

JxK window.
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In the illustrated example, Equation 2 is shown solved in Fig. 11A as being true, i.c.,
the nearest window row 214A is over a pallet P. If the nearest window row 214A is over a
pallet, it is presumed that the current pixel location, i.e., the possible lower left corner LLC at
image column 178, row 214, is also positioned over a pallet P. The computer 110 then
decides that the current pixel location (column 178, row 214) is to be included as one of the
pixels that make up the horizontal line, i.e., a possible bottom pallet board, being traced and
increments a horizontal line count by 1, see step 334. The computer 110 then checks to
determine if the count is equal to a predefined count, e.g., 100 in the illustrated embodiment,
see step 336. If yes, then the computer 110 concludes that a horizontal line has been traced
from the lower left corner LLC, see step 338. The computer 110 then goes to step 370 in Fig.
13A, which will be discussed below, see step 340.

If the count is less than 100 in step 336, the computer 110 then steps the window 323
horizontally to the left by one pixel, centers the stepped window 323 A over a new window
row collinear with the image row containing the previously determined nearest window row,
row 214 in the example illustrated in Figs. 11A and 11B, and returns to step 326, see step
342.

In Fig. 11B, the stepped window 323A is shown centered over row 214. The window
323 A comprises window rows 211B-217B. The current pixel location in the stepped window
323A is at the right-most pixel of the center window row in the window 323A, i.c., window
row 214B. Hence, the current pixel location being considered for inclusion in the line being
traced is at a pixel located at image column 177, row 214. The average pixel value for each
of the window rows 211B-217B in the stepped window 323A is provided in Fig. 11B.
Window row 211B has an average pixel value nearest the Y-coordinate value of row 214,
which is the row of the current trace location. Hence, window row 211B is the nearest
window row in the stepped window 323A. Equation 2 is shown solved in Fig. 211B as true.
As shown in Fig. 11B, solving Equation 2 above determines that the current pixel location,
1.e., the pixel at image column 177, row 214, is positioned over a pallet P. The computer 110
then determines that the current pixel location (column 177, row 214) should be included as a
pixel of the horizontal line, i.¢., a possible bottom pallet board, being traced and increments a
horizontal line count by 1, see step 334. The computer 110 then goes to step 336.

If, in step 330, it is decided that the nearest row in the window 323 is not over a pallet,
then the image analysis computer 110 centers an LxM window 323B over the nearest row

214A in the window 323, see step 350, wherein the LxM window 323B is larger than the JxK
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window 323 to facilitate capture of the pallet if possible. In the illustrated embodiment, the
LxM window 323B comprises a 10 x 9 window. The computer 110 then calculates an
average of the pixel values for each row in the LxM window 323B, see step 352 and
determines which row in the LxM window 323B has an average pixel value nearest the Y
coordinate value of the current pixel location being considered for inclusion in the line being
traced, which comprises the right-most pixel in the center row of the window 323 (the center
row in the window 323B is the same as the nearest row 214A in the window 323), see step
354. The row in the LxM window having an average pixel value nearest the Y coordinate of
the current pixel location is defined as a “nearest row,” and the computer 110 decides whether
the nearest row in the LxM window 323B is over a pallet using Equation 2 set out above
(wherein the LxM window is used when evaluating Equation 2 instead of the JxK window),
see step 356. If the nearest row in the LxM window 323B is determined to be over a pallet,
the computer 110 sets the horizontal line count equal to 1, sets a no-horizontal line count
equal to zero and then proceeds to step 342, see step 358. If the nearest row in the LxM
window is determined not to be over a pallet, then the no-horizontal line count is incremented
by 1, see step 360. The computer 110 then determines if the no-horizontal line count is equal
to 20, see step 362. If yes, the lower left corner is disqualified. If the no-horizontal line count
is less than 20, then an LxM window is centered over the nearest row from the prior LxM
window, see step 366, and the computer returns to step 352.

A further portion of the example first or left Ro image from Fig. 11A is illustrated in
Fig. 11C, which includes the possible first or lower left corner LLC shown at a pixel location
corresponding to image column 178, row 214.

A process for attempting to trace a vertical line will now be described with reference
to the process steps illustrated in Figs. 13A and 13B. After the image analysis computer 110
has traced a horizontal line from the possible lower left corner LLC, see steps 338 and 340, it
positions a PxQ window 371 over at least portions of a plurality of image columns in the first
Ro image including at least a portion of an image column containing the possible lower left
corner LLC, see step 370 and Fig. 11C. More specifically, the window 371 is centered over
the column portion including the lower left corner LLC, with the row including the lower left
corner defining the lower-most row in the window 371. In the illustrated embodiment, the
PxQ window 371 comprises a 5x6 window.

The image analysis computer 110 then calculates an average pixel value for each

column in the window 371, see step 372. In Fig. 11C, the window 371 includes columns
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176A-180A. Window columns 176A-180A define portions of the image columns 176-180 in
Fig. 11C. The average pixel value or column mean for each window column 176A-180A is
provided in Fig. 11C. For example, window column 178A has an average pixel value or
column mean of 221.2977.

The computer 110 then determines which window column 176A-180A in the window
371 has an average pixel value nearest the X coordinate value of a column Xt of the current
pixel location being considered for inclusion in a line being traced, see step 374. In Fig. 11C,
the lower left corner LLC at first Ro image column 178, row 214 defines the starting point of
the line being traced and, hence, is the current pixel location being considered for inclusion in
the line being traced in the window 371. To find the window column having an average pixel
value nearest the current pixel location column Xr, the computer 110 first determines an
absolute value of the difference |D| between the current pixel location column Xt and the
column mean for each window column 176A-180A using the following equation:

Equation 3: |D| = |X; — column mean|

|D| values for each window column 176A-180A are provided in Fig. 11C. The
computer 110 then identifies the window column 176A-180A having the smallest absolute
value of the difference between the current pixel location column Xr and its column mean.
For the window 371 illustrated in Fig. 11C, window column 178A has an absolute value of
the difference [D| between the current pixel location column Xt and its column mean =
43.29768, which is the smallest absolute value of the difference |D| of all of the window
columns 176A-180A in the window 371, see Fig. 11C. The window column having the
smallest absolute value of the difference |D| is defined as the “nearest window column”;
hence, window column 178A is defined as the nearest window column in the window 371 of
Fig. 11C.

The image analysis computer 110 then decides whether the nearest column is over a

pallet P, see step 376, by solving the following Equation 4:

{|X1vwc — column mean(NWC)| < 1.5Xywc, = over a pallet
otherwise, = not over a pallet

wherein:

Xnwe = X coordinate value of a column in the Ro image including the nearest column
from the PxQ window; and
column mean (NWC) = average of pixel values in the nearest window column in the

PxQ window.
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In the illustrated example, Equation 4 is shown solved in Fig. 11C as being true, i.e.,
the nearest window column 178A is over a pallet. If the nearest window column is over a
pallet, it is presumed that the current pixel location, i.e., the possible lower left corner LLC at
image column 178, row 214, is also positioned over a pallet P. The computer 110 then
decides that the current pixel location (column 178, row 214) in the nearest column 178A is to
be included as one of the pixels that make up a vertical line, i.e., a possible left surface 208A
of a pallet center stringer 208, being traced and increments a vertical line or stringer count by
1, see step 380. The computer 110 then checks to determine if the stringer count is equal to a
predefined count, e.g., 15 in the illustrated embodiment, see step 382. If yes, then the
computer 110 concludes that a vertical line has been traced from the lower left corner LLC,
see step 384. The computer 110 then validates the lower left corner LLC from which
horizontal and vertical lines were traced, see step 386 in Fig. 13A.

If the count is less than 15 in step 382, the computer 110 then steps the window 371
vertically upward by one pixel, centers the stepped window 371A over a new window column
collinear with the image column containing the previously determined nearest window
column, column 178A in the example illustrated in Figs. 11C and 11D, and returns to step
372.

In Fig. 11D, the stepped window 371A is shown centered over column 178. The
window 371A comprises window rows 176B-180B. The current pixel location being
considered for inclusion in the line being traced in the stepped window 371A is at the bottom-
most pixel of the center window column in the window 371A, i.e., window column 178B.
Hence, the current pixel location being considered for inclusion in the line being traced is at a
pixel located at image column 178, row 213. The average pixel value for each of the window
columns 176B-180B in the stepped window 371A is provided in Fig. 11D. Window column
176B has an average pixel value nearest the X-coordinate value of column 178, which is the
column of the current pixel location. Hence, window column 176B is the nearest window
column in the stepped window 371A. Equation 4 is shown solved in Fig. 11D as true. As
shown in Fig. 11D, solving Equation 4 determines that the current pixel location, i.c., the
pixel at image column 178, row 213, is positioned over a pallet P. Thus, computer 110 then
determines that the current trace location (column 178, row 213) is a pixel of a vertical line,
i.c., a possible left surface 208 A of a pallet center stringer 208, to be traced and increments a

vertical line count by 1, see step 380. The computer 110 then goes to step 382.
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If, in step 376, it is decided that the one nearest column in the window 371 is not over
a pallet, then the image analysis computer 110 centers an RxS window 371B over the nearest
column 178A in the window 371, see step 390, to facilitate capture of the pallet if possible,
wherein the RxS window 371B is larger than the PxQ window 371, see Fig. 11C. In the
illustrated embodiment, the RxS window 371B comprises a 7x6 window. The computer 110
then calculates an average of the pixel values for each column in the RxS window 371B, see
step 392, determines which column in the RxS window 371B has an average pixel value
nearest the X coordinate value of the current pixel location being considered for inclusion in
the trace, which comprises the lower-most pixel in the center column of the window 371B
(the center column in the window 371B is the same as the nearest column 178A in the
window 371), see step 394, which column is defined as a “nearest column” and decides
whether the nearest column in the RxS window 371B is over a pallet using Equation 4 set out
above (wherein the RxS window is used when evaluating Equation 4 instead of the PxQ
window), see step 396. If the nearest column in the RxS window 371B is determined to be
over a pallet, then the computer 110 sets the stringer count equal to 1, sets a no-vertical line
count equal to zero and then proceeds to step 388, see step 398. If the nearest column in the
RxS window is determined not to be over a pallet, then the no-vertical line count is
incremented by 1, see step 400. The computer 110 then determines if the no-vertical line
count is equal to 20, see step 402. If yes, then lower left corner LLC is disqualified. If the
no-vertical line count is less than 20, then a RxS window is centered over the nearest column
from the prior RxS window, see step 406, and the computer returns to step 392.

A pre-qualification test in accordance with a second embodiment of the present
invention for each lower left corner will now be described with reference to Fig. 14A-14D.
The pre-qualification test involves attempting to trace a horizontal line and a vertical line
from each possible lower left corner. This test also uses the pixel values from a Ro image
and, particularly, pixel values from the first Ro image. If a horizontal and a vertical line can
be traced from a possible lower-left corner, then that corner is considered pre-qualified. If
horizontal and vertical lines cannot be traced from a possible lower left corner, then that
possible corner is disqualified/ignored. A traced horizontal line may correspond to an upper
surface 200A of a bottom pallet board 200 and a traced vertical line may correspond to the

left surface 208 A of the pallet center stringer 208, see Fig. 3.
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A portion of an example first or left Ro image is illustrated in Fig. 14A. A process for
attempting to trace a horizontal line will now be described with reference to the process steps
illustrated in Fig. 14C.

After the image analysis computer 110 identifies one of the possible lower left corners
from the third set of lower left corners in the first Ro image, see step 602, it moves left a
predetermined number of pixels, see step 604. For example, moving left by about 5 pixels is
beneficial to increase the likelihood of starting the attempted tracing with an opening, rather
than pallet structure, above the starting trace location. The image analysis computer 110
positions an NxO window 639 over at least portions of a plurality of image rows in the first
Ro image, see step 606 in Fig. 14C. In relation to Fig. 14A, a possible lower left corner was
identified to be at pixel location x=237, y=124 which can also be referred to as Xy =237
and Yrrc = 124. As mentioned, 5 pixels, for example, are subtracted from the x coordinate in
step 604 to initialize the starting location 650 for the attempted trace. Thus, the starting
location 650 for the example attempted trace is (232,124), see Fig. 14A. The NxO window
639 is positioned so that it is vertically centered over pixel location (232,124) and
horizontally positioned such that the right-most column overlays the pixel location (232,124).
In the example in Fig. 14A, the NxO window 639 is a 13x8 window, or matrix, and, by its
positioning, there are 6 rows of the window 39 above the pixel location (232,124) and 6 rows
below it. Also there are 7 columns of the window 639 to the left of the pixel location
(232,124). Although a 13x8 window is shown as an example, other size windows can be used
as well without departing from the scope of the present invention. Thus, the NxO window
639 extends in the y-direction from row 118 to row 130 and extends in the x direction from
column 225 to column 232. Each row is also referenced by an index value k, 646, as shown
in Fig. 16A. The index value is assigned such that the top row of the NxO window 639 is at
k=1 and the bottom row of the NxO window 639 is at k=13 (in this example).

As explained below, during each step of the tracing method new coordinates (Xpew,
Vnew) are calculated for a subsequent step of the attempted tracing method to find a further
point of the horizontal line being traced. When positioning the NxO window for a subsequent
step, the window is centered vertically over ynew and positioned horizontally so that the right-
most column is over Xpey.

In step 608, the image analysis computer 110 calculates an average W(k) (shown as

column 652) for each of the rows of the NxO window 639. The average is calculated using
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the pixel values from the first Ro image. Then, in step 610, the image analysis computer 110
determines the first row, starting with k=1, which satisfies three different tests:
1. W(k+1) > 0 (shown as column 656);
2. MEAN(W(1:k)) <0
where MEAN(W(1:k)) (shown as column 658) =

3. [Yire - MEAN(W(k+1:13))| < Yrrc (shown as column 660)
where MEAN(W(k+1:13)) (shown as column 659) =

If all the rows of the window 639 are tested and the image analysis computer 110
determines, in step 612, that no row is found that satisfies the above constraints, then the
possible lower left corner is discarded and the process stops for this particular possible lower
left corner. In the example window 639 of FIG. 14A, a successful row was found, and
column 662 indicates that the first k value to satisfy the above constraints is k=4 (shown as
column 664). In step 614, the image analysis computer 110 uses this k value to identify the
coordinates used when determining how to position the NxO window 639 for the next step of
the attempted tracing. In particular, in step 614, the image analysis computer 110 calculates a
new x coordinate based on Xpew = Xcument — 1. For the example of Fig. 14A, Xyew =231. In step
614, the image analysis computer also calculates a new y coordinate based on ynew=Ycurrent + k
— 6 (shown as column 666). For the example of Fig. 14A, ypew = 122.

If the image analysis computer 110 determines, in step 616, that the constraints of step
610 have been successfully met for the previous 100 points/pixels of a traced line, then a
horizontal line has been successfully traced from the possible lower left corner. Processing
stops for the horizontal trace and continues to the vertical tracing technique shown in Fig.
16D. If less than 100 points/pixels, or some other predetermined number of points/pixels,
have been successfully tested, then tracing effort continues with step 606 using the new x and
y coordinates (Xpew, Ynew) t0 appropriately position the NxO window.

In the description of the process of FIG. 14C, step 610 provided a three prong test to

determine the row value “k” that would be used in step 614 to position the NxO window 639
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at its next location. As an alternative, a less restrictive and simpler test illustrated in FIG.
14E, could be used to determine the value “k”. After the image analysis computer 110, in
step 608, calculates an average W(k) (shown as column 652) for each of the rows of the NxO
window 639. The image analysis computer 110, instead of the test of step 610 could
alternatively, in step 610°, determine which average, W(k) minimizes | W(k) - Yy | and
then, in step 612°, determine if the following inequality is true: | Yrrc — W(k) | < Yric for
that row, k. If the inequality is not true, then the image analysis computer 110 discards
(237,124) as a possible lower left corner; if the inequality is true, then new coordinates are
calculated according to step 614.

Using the alternative, simpler test of FIG. 14E, the row with k=6, having a
W(k)=147.489988 satisfies the test of step 610°. That is, the row which has a k value that is
equal to “6” has an average that is equal to “147.589988” and minimizes the value of | W(k) -
Yirc | to be equal to “23.58999”. In addition, the inequality of step 612’ is also satisfied by
this value of W(k) (i.e., |124 — 147.589988)|) is less than or equal to 124.

As before, in step 614, the image analysis computer 110 uses the identified k value to
identify the coordinates used when determining how to position the NxO window 639 for the
next step of the attempted tracing. In particular, in step 614, the image analysis computer 110
calculates a new x coordinate based on Xpew = Xcurrent — 1. For the example of Fig. 14A, Xyew =
231. In step 614, the image analysis computer also calculates a new y coordinate based on
Vnew=Ycurrent T K — 6. For the example of Fig. 14A, when using the alternative simpler test of
FIG. 14E, ynew = 124.

If a horizontal line is successfully traced from the possible lower left corner, then an
attempt is made to trace a vertical line from that possible lower left corner as well.

A portion of an example first or left Ro image is illustrated in Fig. 14B. A process for
attempting to trace a vertical line will now be described with reference to the process steps
illustrated in Fig. 14D. In step 618, the image analysis computer 110 identifies the possible
lower left corner 678 as having coordinates (237,124) which makes the x coordinate Xy ¢
equal to 237.

The image analysis computer 110 positions an VxW window 667 over at least
portions of a plurality of image columns in the first Ro image, see step 620 in Fig. 14D. As
mentioned above, based on the coordinates of the possible lower left corner, the starting
location 678 for the example attempted trace is (237,124). The VxW window 667 is

positioned so that it is horizontally centered over pixel location (237,124) and vertically
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positioned such that the bottom-most row overlays the pixel location (237,124). In the
example in Fig. 14B, the VxW window 667 is a 4x13 window, or matrix, and, by its
positioning, there are 6 columns of the window 667 to the right of the pixel location (237,124)
and 6 columns to the left of it. Also there are 3 rows of the window 667 above the pixel
location (237,124). Although a 4x13 window is shown as an example, other size windows
can be used as well without departing from the scope of the present invention. Thus, the
VxW window 667 extends in the y direction from row 121 to row 124 and extends in the x
direction from column 231 to column 243. Each column is also referenced by an index value
k, 676, as shown in Fig. 14B. The index value is assigned such that the left-most column of
the VxW window 667 is at k=1 and the right-most column of the VxW window 667 is at
k=13 (in this example).

As explained below, during each step of the tracing method new coordinates (Xpew,
Vnew) are calculated for a subsequent step of the attempted tracing method. When positioning
the VxW window for a subsequent step, the window is centered horizontally over Xy, and
positioned vertically so that the bottom-most row is Over yuew.

In step 622, the image analysis computer 110 calculates an average W(k) (shown as
row 675) for each of the columns of the VxW window 667. The average is calculated using
the pixel values from the first Ro image. Next, in step 624, the image analysis computer 110
determines which average, W(k) minimizes | W(k) - Xrrc | and determines, in step 626 if the
following inequality is true: | Xrpc — W(k) | < 1.5 Xy for that row, k. If the inequality is not
true, then the image analysis computer, in step 628, discards (237,124) as a possible lower left
corner.

In the example of FIG. 14B, the column which has a k value that is equal to “5” has an
average 681 that is equal to “234.5113” and minimizes the value 680 of | W(k) - Xirc | to be
equal to “2.4887”. As indicated by the answer 684, the image analysis computer, in step 626
determined that the left hand side of the inequality (i.c., 237 — 234.5113 |) is less than or
equal to 1.5x237 (i.e., 355.5). Thus, in step 630, the image analysis computer computes new
x coordinates and y coordinates. In particular, in step 630, the image analysis computer 110
calculates a new y coordinate based on Ynew = Yourrent — 1. For the example of Fig. 14B, ypew =
123. In step 630, the image analysis computer also calculates a new x coordinate based on
Xnew=Xcurrent T K — 6. For the example of Fig. 14B, Xpew = 236.

If the image analysis computer 110 determines, in step 632, that the constraint of step

626 has been successfully met for the previous 10 points/pixels of a traced line, then a vertical
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line has been successfully traced from the possible lower left corner which is now considered
a prequalified possible lower left corner. If less than 10 pixels, or some other predetermined

number of points/pixels, have been successfully tested, then tracing effort continues with step
620 using the new x and y coordinates (Xpew, Ynew) t0 appropriately position the PxQ window.

After process 234 has been completed such that attempts have been made to
draw/trace a horizontal line and possibly a vertical line from each identified corner in the third
set of possible first corners so as to define a set of prequalified lower left corners, the image
analysis computer 110 implements process 236. Hence, the computer 110 determines, for
cach prequalified lower left corner, which of a plurality of possible lines is most likely to be
an actual line passing through the prequalified lower left corner. The process 236 will be
discussed with reference to Fig. 15.

The above-described calculations involving the different Ro images and the line
tracing algorithms may benefit by considering the values of all the pixel locations in the gray
scale image. Thus, those particular image analysis steps performed by the image analysis
computer 110 are not necessarily limited to being performed only on pixel locations that are
“between the forks.” However, once all the prequalified lower left corners have been
identified, that set of pixel locations can be trimmed by discarding any prequalified lower left
corner that is not located “between the forks.” Thus, in such an embodiment, none of the
additional analysis and processing techniques described below are performed on any
prequalified lower left corner that has an x coordinate location outside of the left limit and the
right limit for x-coordinates (e.g., 80 and 400, respectively).

The image analysis computer 110 defines a location of one of the prequalified lower
left corners in the first Ro image, see step 410. The computer 110 then defines a plurality of
possible lines extending through that prequalified lower left corner LLC, 61 lines in the
illustrated embodiment, with each line being located at a corresponding angle ¢ with respect
to a horizontal axis in the first Ro image, wherein the range of angles is from -15 degrees to
+15 degrees in 0.5 degree increments, see step 412 in Fig. 15. Two lines L; and L, are
illustrated in Fig. 15A passing through the prequalified lower left LLC at pixel location
column 20, row 14. The remaining 59 possible lines are not illustrated in Fig. 15A. Line L;
is at an angle ¢, = -10 degrees and line L, is at an angle ¢, = 10 degrees. As noted below, the
computer 110 determines which of the plurality of the possible lines is most likely to be an

actual line passing through the prequalified lower left corner of a pallet, see step 414.
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In order to define each of the plurality of possible lines passing through a given
prequalified lower left corner LLC, the computer 110 solves the following equation for each
of the possible lines being respectively oriented at one angle so as to calculate an orthogonal
distance p(¢) from the origin of the Ro image to the line:

5 Equation5:  p(¢) = —XpaietcornerSin® + YpaietcornerCOSP
wherein:
p(¢) = an orthogonal distance from the origin point in the Ro image to a possible line
at angle @;
¢ = an angle within the range of angles; and
10 (Xpattetcorner Yratietcorner) = coordinates in the Ro image for the pallet prequalified
lower left corner.
In the illustrated embodiment, the equation p(¢) is evaluated 61 times, once for each
of the 61 possible lines. In Fig. 15A, p(10) and p(-10) are illustrated.
After calculating p(¢) for a possible line, the computer 110 defines points (e.g., pixel
15 locations) for that line using the calculated value of p(¢). Depending on the image size, each
possible line may be defined by combining points from multiple sub-lines. The multiple sub-
lines can be considered as “thickening” the possible line so that a sufficient number of pixels
can be included in the evaluation of the possible line. For example, if the image size is
480x752, then two sub-lines can be used to define the possible line. Alternatively, if the
20  image size is 240x376, then the possible line may be defined by only one sub-line. Thus, a
possible line is defined by a set of sub-lines {L} according to:
{L} = {(1, yitk) to (M, y,tk)}, where
k=0,1,2, ..., (Ny-1),
N, = the number of sub-lines used to define the possible line; and

—TOL1 + p(p) + sing
cos

—TOL1 + p(¢p) + Msing
cosq

where: y; = round (

and y, =round (

25 given that:
p(¢) = an orthogonal distance from the origin point in the Ro image to
the corresponding possible line at angle ¢ calculated from Equation 5 above;
¢ = an angle within the range of angles;
TOL1 = an empirically determined fixed value (equal to 0.5 in the
30 illustrated embodiment);
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M = number of horizontal pixels in each row of the Ro image (480 or
240 pixels in the illustrated embodiment); and

y1 =y or vertical coordinate value for the left end point of the possible
line if it extended, along the angle ¢, to the left-most image pixel column, x=1;
and

y2 =y or vertical coordinate value for the right end point of the possible
line if it extended, along the angle ¢, to the right-most image pixel column

x=M.

As mentioned, for a 240x376 size image, Ny may equal “1”; and for a 480x752 size
image, Ny may equal “2”. If Ny = “1”, then the set of sub-lines {L} has only a single sub-line,
La, that has a left end point (1, y;) and a right end point (M, y,). Only points on this sub-line
are used when evaluating the possible line. If, however, a larger image size were used (e.g.,
480x752), then each possible line is defined by combining points from a first sub-line L, and
a second sub-line Lg, in order to acquire a sufficient number of points. According to the
above equation, the value & ranges from 0 to 1 and respective end points for the two sub-lines
LA and Ly are calculated such that:

the end points for the first sub-line Lo comprise:

(1,y1) and (M,y>); and
the end points for the second sub-line Ly comprise:

(1L,y1+ 1) and M,y, +1)

The computer 110 then generates first intermediate points between the end points for
the first sub-line L4 and intermediate points between the end points for the second sub-line Ly
(if a second sub-line Ly is present). The respective intermediate points for both the first and
second sub-lines L4 and Ly are determined using Bresenham’s line algorithm. As is well
known to one of ordinary skill in the art, the Bresenham line algorithm determines which
points in a pixilated display should be selected in order to form a close approximation to a
straight line between two given points. In practice, the algorithm can be efficiently
implemented by calculating an error value for each incremental step of the algorithm wherein
the error value is representative of the fractional portion of the actual y value at a point x on
the line. Accordingly, that error value is used to determine whether to increase the y

coordinate value or have it remain unchanged. Because, the error value at each step is an
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casily computed function of the previous error value and the slope of the line, the
computational expense of implementing the algorithm can be minimal. The following pseudo
code effectively computes the intermediate points on the sub-lines with the constraint that the
respective slope of each sub-line is between -1 and +1; thus the pseudo code can be utilized

for both positive sloped lines and negative sloped lines.

/*
Draw a line from (x1, y1) to (x2, y2)
It is assumed that x2 > x1
*
error =0
y=y1
deltax = x2 — x1
deltay = y2 — y1
If (deltax and deltay have the same sign)
Sign =1
Else
Sign = -1
For (x=x1 to x2){
Draw line at (x,y)
error = error + deltay
If (2*sign*error >= deltax){
error = error — sign * deltax
y =y +sign

However, one of ordinary skill will recognize that if points on a line having a slope outside
the range of -1 to + 1 need to be calculated, then the above pseudo code can be easily adapted
to perform such calculations as well, without departing from the scope of the intended
invention.

Next, the computer 110 evaluates the following expression for each point on each
possible line, i.¢., this expression is evaluated for each point on each sub-line (L , L, ...)
corresponding to each possible line:

Equation 6: |pleft(X, Y) — p(p)| < TOL2 * p(ep)
wherein:

(X,Y) = one of the points on a possible line;

Plet(X,Y) = value from the first Ro image at a point X,Y on the possible line;

p(¢) = an orthogonal distance from the origin point in the Ro image to the possible
line at angle ¢ calculated from Equation 5 above;

¢ = an angle within the range of angles; and
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TOL2 = an empirically determined fixed value (equal to 0.15 in the illustrated
embodiment).

A respective counter, AccumulatorCount(p), may be associated with the possible line
having the angle ¢, and can be incremented each time the expression of Equation 6 is true for
a point X, Y on the possible line having the angle ¢. Thus, there are 61 counters, each having
a respective value. As mentioned above, in some instances, to get a sufficient number of
points, more than one sub-line may be associated with a counter. After all points on all 61
possible lines have been evaluated using Equation 6, the computer 110 identifies the line
having the greatest count value as the line most likely to be an actual line passing through the
prequalified pallet left corner LLC, hereinafter referred to as a bottom pallet board line. The
bottom pallet board line is assigned a confidence score, ScorepaseboardLine, based on the
maximum value of the 61 counters, according to the following equation:

AccumulatorCount (@)
M X N,

ScoreggsepoardLine = Max (

wherein:
M = a number of horizontal pixels in each row of the Ro image (480 or 240
pixels in the illustrated embodiments); and

N, = the number of sub-lines used to define each possible line.

Once the computer 110 identifies the line most likely to be an actual line passing
through the prequalified pallet lower left corner LLC, this line is presumed to represent a
possible upper surface 200A of a bottom or lower pallet board 200 associated with this
particular prequalified pallet lower left corner LLC. The location of the prequalified lower
left corner LLC and the possible upper surface of the bottom pallet board can then be used in
process 238, noted above, which attempts to identify a set of possible lower right corners
corresponding to the prequalified lower left corner. The set of possible lower right corners
will satisfy certain criteria with respect to the prequalified lower left corner and the
corresponding bottom pallet board upper surface, which are as follows:

1) A corresponding lower right corner will likely be located within a certain
horizontal range of the prequalified possible lower left corner LLC. Hence, the computer 110
reviews all of the possible lower right corners as defined by the third set of possible second
corners and discards those located closer than a minimum horizontal distance (Xmin) to the

prequalified lower left corner LLC or farther than a maximum horizontal distance (Xmax) from
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the prequalified lower left corner LLC. The particular X, and x,.x values are measured in
“pixels” and depend on the range of center pallet stringer sizes being visualized and how far
the rack R is from the vehicle 10. For typical rack to vehicle distances of from about 50
inches to about 60 inches and pallets made of wood or a polymeric material having a center
stringer with a width W of from about 2 inches to about 12 inches, x,;, may equal 5 pixels
and xmax may equal 150 pixels, wherein the field of view is 480 pixels x 752 pixels, see Fig.
17.

2) A corresponding lower right corner will likely be located within a certain
vertical distance, or skew, defining a vertical range of +/- Yy, from the prequalified lower left
corner LLC. Thus, the computer 110 discards any possible lower right corner that falls
outside of a vertical skew as defined by +/- Y1, which, for example, may equal +/-10 pixels,
see Fig. 17.

3) An actual lower right corner will likely be located within a certain vertical
distance range from the bottom pallet board line. Thus, the computer 110 discards any
possible lower right corner that falls outside a distance, +Hpax, above the bottom pallet board
line or extends beyond a distance, —Hpmax, below the bottom pallet board line. For example,
+Hmax may equal 4 pixels above the bottom pallet board upper surface and —H.x may equal 4
pixels below the bottom pallet board line, see Fig. 17.

The location criteria associated with locating possible lower right corners may be
adjusted according to the image size. For example, the values provided above may be
appropriate for images which are 480x752 pixels in size. However, for images which are
240x376 pixels in size, the values may be adjusted so that each is approximately half of the
example values provided above. The vertical skew, for example, may equal +/-5 pixels, the
value for +Hy.x may equal 2 pixels above the bottom pallet board surface and the value for —
Hmax may equal 2 pixels below the bottom pallet board line. Similarly, Xmi» may equal 2
pixels and x.x may equal between 50 to 75 pixels.

A single prequalified lower left corner LLC and a corresponding bottom pallet board
line may be paired with one or multiple possible lower right corners defining one or multiple
candidate objects. A “candidate object” is also referred to herein as a “possible pallet object.”

In the further embodiment noted above, where the imaging camera is located above
the forks 42A, 42B looking down, one or multiple possible upper right corners are paired with
each prequalified possible upper left corner, wherein the limits on the search for the upper

right corners are similar to those for the lower right corners.
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For each candidate object comprising a prequalified lower left corner LLC, a
corresponding bottom pallet board line and a corresponding possible lower right corner, the
image analysis computer 110 attempts to identify a distance between a point on the upper
pallet board 202 and the prequalified lower left corner LLC such that a pallet hole or fork-
receiving opening lies in between. Using the first Ro image, the image analysis computer 110
steps horizontally left from the prequalified lower left corner LLC a predetermined number of
pixels (e.g., 10 pixels) and moves upward until the pixels transition from positive to negative
to positive. The step to the left ensures the traversal upward occurs in a region where there is
an opening rather than only pallet structure above the starting point. The positive-to-
negative-to-positive transition estimates the location of a potential point on the upper pallet
board 202 relative to the upper surface 200A of the bottom pallet board 200, wherein the
distance between the point on the upper pallet board 202 and the upper surface 200A of the
bottom pallet board 200 is a rough estimate of the distance between a lower surface 202A of
the upper pallet board 202 and the upper surface 200A of the bottom pallet board 200, see
Fig. 3. Additionally, another method of estimating the distance from the bottom pallet board
upper surface to a possible point on the upper pallet board 202 is performed by the computer
110 by moving upward from the prequalified lower left corner LLC until a negative pixel
value in the first Ro image is encountered. A negative pixel is encountered when a positive
vertical sequence expires before reaching the upper pallet board 202, such as due to noise or a
lighting variation, or the positive vertical sequence expires upon reaching the upper pallet
board 202. The maximum of these two estimates is selected as a determination of the
distance from the prequalified lower left corner to the point on the upper pallet board 202.

The distance from the prequalified lower left corner/upper surface 200A of the bottom
pallet board 200 to the point on the upper pallet board 202 is then used to roughly estimate the
locations of the possible upper left corner and the possible upper right corner. The possible
upper left corner is presumed located in alignment with and above the prequalified lower left
corner by a distance equal to the distance from the prequalified lower left corner to the point
on the upper pallet board 202. The possible upper right corner is presumed located in
alignment with and above the possible lower right corner by a distance equal to the distance
from the prequalified lower left corner to the point on the upper pallet board 202.

For each candidate object comprising a prequalified lower left corner 214, a
corresponding bottom pallet board line (i.e., a possible upper surface 200A of a bottom pallet

board 200) and a corresponding possible lower right corner, and for which locations of
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corresponding upper left and right corners were estimated, possible left and right vertical
stringer edges or lines may be calculated according to a method described below. However,
an alternative method is also presented further below that does not explicitly calculate both
left and right stringer edges.

For a potential left vertical stringer line, an orthogonal distance, p;4esireq. and an

angle, @y, are calculated from Equations (7a and 7b) below:

PLowerLeft(LV)_PUpperLeft(LV))
PLowerLeft(x)_PUpperLeft(x)

Equation 7a: ¢, = tan™! (

Equation 7b: Pidesired = _PLowerLeft (x)Sinng + PLowerLeft(y) COSPq

where:

@1 = 1s an angle between a horizontal line and a potential left stringer line, wherein the
potential left stringer line extends from the prequalified lower left corner to the estimated
upper left corner;

Prowertest(y) =the Y coordinate value for the prequalified lower left corner;

Pypperrese(y) =the Y coordinate value for the estimated upper left corner;

Prowertest (x) = the X coordinate value for the prequalified lower left corner;

Pypperrese(x) = the X coordinate value for the estimated upper left corner; and

Pidesired = the orthogonal distance from the origin point on the normalized gray
scale image to a vertical line passing through the prequalified lower left corner and the upper
left corner.

For a potential right vertical stringer line, an orthogonal distance, p,4esireq, and an

angle, ¢, are calculated from Equations (8a and 8b):

PLowerRight(.V)_PUpperRight(.V))
PLowerRight(x)_PUpperRight(x)

Equation 8a: @, =tan™! (

Equation 8b:  pagesired = —Prowerright (x)sing, + Prowerright (¥)cosg,
where

¢, = 1s an angle between a horizontal line and a potential right stringer line, wherein
the potential right stringer line extends from the lower right corner to the estimated upper
right corner;

Prowerrignt(¥) =the Y coordinate value for the lower right corner;
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Pypperrignt(y) =the Y coordinate value for the estimated upper right corner;
Prowerrigne (x) = the X coordinate value for the lower right corner;
Pypperrignt (x) = the X coordinate value for the estimated upper right corner; and

DPadesirea = the orthogonal distance from an origin point on the normalized gray
scale image to a vertical line passing through the lower right corner and the upper right
corner.

Fig. 19A is illustrative of using the above equations to calculate values that represent a
potential left stringer line or a potential right stringer line. Fig. 19A does not represent actual
pixel values of any of the images previously discussed (e.g., gray scale image, Ro image, etc.)
but, instead provides a framework to help understand the geometry used for Equations 7a, 7b,
8a and 8b. However, one correlation with the earlier discussed figures is that the (x, y)
coordinates of the different points in Fig. 19A, as well as the origin, do correspond to the
coordinate system and origin of the gray scale image. The prequalified lower left corner is
located at point 1906 in Fig. 19A and the corresponding upper left corner location estimated
carlier is located at point 1908. The estimated upper left corner is presumed to be located
horizontally in line with the prequalified lower left corner, such that they have identical X
coordinates, but is shown slightly offset from the prequalified lower left corner in Fig. 19A.
The potential stringer line 1912 extends between the two corners 1906, 1908. The potential
left stringer line 1912 can be characterized by a pair of values (pPigesirea, 0), Wwhere, as shown in
Fig. 19A, pidesirea 18 designated by line 1904 which represents the orthogonal distance of the
line 1912 from the origin 1914, and the angle 0 is designated by the angle 1902 which is the
angle of line 1904 relative to the x-axis 1916. The parameter o, is designated by the angle
1910 and is the angle formed by the potential left stringer line 1912 and a horizontal line
1918. Because 0 = /2 + @1, the orthogonal distance pigesires can be determined according to
Equation 7b above. Although the above discussion describing Fig. 19A relates to a potential
left stringer line, a similar approach can be used when solving Equations 8a and 8b for a
potential right stringer line.

With the angle ¢, (1910) calculated using Equation 7a above, it can then be
determined whether a first set of pixels defining a left vertical line above the prequalified
lower left corner from the first Ro image match the calculated orthogonal distance pgesirea by
using pixel values from the first Ro image that are vertically in-line with, and extend upward
from above the prequalified lower left corner to the estimated upper left corner. Using these

pixels, a score value Scorejer 18 calculated that represents a value that is related to the
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likelihood that a potential left vertical stringer line is actually a left edge of a pallet stringer in
the gray scale image. One method for calculating this score value, Scoreies, is provided with
reference to Fig. 20A and Fig. 20B. Fig. 20A depicts a flowchart for scoring a potential left
stringer line for a prequalified lower left corner and Fig. 20B depicts a region of pixels from
the first Ro image located near the prequalified lower left corner. For the prequalified lower
left corner 2030, see Fig. 20B, the vertical line being calculated represents a possible left
vertical edge of the stringer and, thus, values from the first or left Ro image are used. For
example, a set of Ro image values are selected above the prequalified lower left corner; the
set can be limited to a maximum number of pixels such as ten pixels. In other words, for the
prequalified lower left corner, the number of pixels to be selected from the left Ro image is

determined in step 2002, using Equation 9a:

hleft = min(PLowerLeft(y) - PUpperLeft(y): 10 )

According to the above equation, one of two values is used to determine the number
of pixels to be selected; cither a height of the stringer in pixels (i.€., Prower Lefi(Y) —
Puppertefi(y)) or 10 pixels, whichever value is lower. Thus, in step 2004, a set 2032, see Fig.
20B, of pixels is selected from the left Ro image, wherein the set of pixels has hi.z members
in the set. Each member is a pixel having an (x,y) coordinate and a pixel value. As an
example, if the prequalified lower left corner 2030 is located at (x, 225) and the estimated
upper left corner 2036 was located at (x, 219), then hieq = 6 and the members of the set 2032
of pixels selected are shown with hash marks in Fig. 20B.

The image analysis computer 110, in step 2006, initializes an accumulator A; and an
index value 7, for later calculation steps. The index value i according to a particular example
of the flowchart in Fig. 20A ranges from 1 to hiess and is used to uniquely designate a
respective member of the set of pixels 2032. The calculations involving the pixels values
within the set 2032 of pixels are not direction dependent and, thus, the lowest index value can
refer to the top-most pixel 2036 of the set 2032 and increase while moving down the set
towards the bottom-most pixel 2034 of the set 2032. However, the index value can be
reversed without affecting the calculations described below. The index value i is tested by the
image analysis computer 110 at step 2008 and if the index value indicates that there are more
pixels in the set 2032 left to evaluate, then the process moves to step 2010. At step 2010, the

image analysis computer 110 determines if the following inequality is true:
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|p(xi1 yi) - pldesiredl <TOL4 * P1idesired

wherein:

i = the index value referring to a respective member of the first set of pixels 2032;

p(xi, vi) = a value of the /™ pixel taken from the first set 2032 of pixels in the first Ro
image located directly above the prequalified lower left corner 2030;

Pidaesirea = the orthogonal distance from the origin point on the normalized gray scale
image to a line passing through the prequalified lower left corner and the upper left corner
which was calculated above with respect to Equation 7b ; and

TOL4 = an empirically determined value (equal to 0.5 in the illustrated embodiment).

If the inequality is true for the particular, indexed pixel in step 2010, then the
accumulator A, is incremented, in step 2014, for this set 2032 of pixels and the index value is
incremented in step 2012 to then repeat the steps starting with step 2008. If the inequality is
not true in step 2010, then the index value is incremented in step 2012 to then repeat the steps
starting with 2008. Once the image analysis computer 110 determines, in step 2008, that all
the members of the set 2032 of pixels have been evaluated, a left vertical line score value is
calculated, in step 2016, which represents the confidence level of whether or not the selected
pixels 2032 located above the prequalified lower left corner 2030 represent an actual stringer
left edge. The left vertical line score value is the ratio of the respective accumulator bin count

A, to the total count of the pixels selected for a particular line:

Aq

Equation 9b: Scorepsr = —
left

A process similar to that of Fig. 20A can be used to determine a right vertical line
score value as well. With the angle ¢, calculated using Equation 8a above, it can then be
determined whether a second set of pixels defining a right vertical line above a possible lower

right corner from the second or right Ro image matches the calculated orthogonal distance
Phaesirec DY Using the pixel values from the second Ro image that extend from above the

possible lower right corner upwards to the estimated upper right corner. For the possible
lower right corner, the vertical line being calculated represents a possible right vertical edge
of the stringer and, thus, values from the second or right Ro image are used. For example, a
set of Ro image values are selected above the possible lower right corner; the set can be
limited to a maximum number of pixels such as ten pixels. In other words, above the possible

lower right corner, the number of pixels selected from the right Ro image are:
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Equation 10a: hright = min(PLowerRight(y) - PUpperRight ), 10)

Thus, starting at the possible lower right corner, the hyon numbers of pixels are
selected that are located above the possible lower right corner.
A second accumulator bin A; is incremented by one if the following expression is true

for a pixel from second set of pixels:

lp(x/,¥;) = Padesirea| < TOL4 * prgesirea

wherein:

j = the index value referring to a respective member of the second set of pixels;

p(x;, y;) = avalue of the /™ pixel taken from the second set of pixels in the second Ro
image located directly above the lower right corner;

DPaaesirea = the orthogonal distance from the origin point on the normalized gray scale
image to a line passing through the possible lower right corner and the upper right corner
which was calculated above with respect to Equation 8b;

TOL4 = an empirically determined value (equal to 0.5 in the illustrated embodiment).

A right vertical line score value is calculated which represents the confidence level of
whether or not the selected pixels located above the lower right corner represent an actual
stringer right edge. The right vertical line score value is the ratio of the respective

accumulator bin count A; to the total count of the pixels selected for a particular line:

A

Equation 10b: Scorepigne =

hyignt

A candidate object that was potentially thought to include a center stringer is rejected
if either the left or the right score is less than a threshold, 0.1 in the preferred embodiment, or
the sum of the Score;o; and Score, g 15 less than a second threshold, 0.5 in the preferred
embodiment.

As mentioned above, an alternative method of evaluating a possible stringer is also
contemplated. FIG. 19B provides a geometrical framework helpful in describing this
alternative embodiment. As before, a prequalified lower left corner 1926 and a bottom pallet
board line 1930 are identified. As described above, these possible pallet object features are
used to determine a possible lower right corner 1936, an estimated upper left corner 1928, and
an estimated upper right corner 1938. In particular, as defined above, the following values

are determined by utilizing the assumptions that a) the prequalified lower left corner 1926 and
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the estimated upper left corner 1928 have the same x coordinate; and b) the possible lower
right corner 1936 and the estimated upper right corner 1938 have the same x coordinate:

Prowertest(y) =the Y coordinate value for the prequalified lower left corner 1926;
Pypperrese(y) =the Y coordinate value for the estimated upper left corner 1928;
Prowertest (x) = the X coordinate value for the prequalified lower left corner 1926;
Pypperrese(x) = the X coordinate value for the estimated upper left corner 1928;
Prowerright(y) =the Y coordinate value for the possible lower right corner 1936;
Pypperright(y) =the Y coordinate value for the estimated upper right corner 1938;
Prowerrighe (x) = the X coordinate value for the possible lower right corner 1936; and
Pypperrigne (x) = the X coordinate value for the estimated upper right corner 1938.
Using these coordinate values along with the pixel values of the horizontal gradient

image described above, an alternative Score; and Scoreyign can be calculated instead of those

described earlier. In particular, the alternative Scorei; value can be calculated according to:

(PLowerLeft(J’)—PUpperLeft(J’))

1
9x (PLowerLeft(x): (PLowerLeft 62

PLowerLeft (Y) - PUpperLeft (Y)

~ 1)

Scores =
k=1

where:
Prowertert(y) =the Y coordinate value for a prequalified lower left corner;
Pypperrert(¥) = the Y coordinate value for an estimated upper left corner;
Prowertest (x) = the X coordinate value for the prequalified lower left corner;
k = an index value for the summation, wherein k varies from 1 to a maximum value

of PLowerLeft(y) - PUpperLeft(y). and

Jx (PLowerLe re(2), (PLowerLe re(y) — k)) = the pixel value from the horizontal

gradient image for the pixel having an x-coordinate of Py, errepe (x) and a y-coordinate of

(PLowerLeft(y) - k) .

A candidate object that was potentially thought to include a center stringer may be
rejected if its left stringer score, Score;s, 18 less than a threshold. For example, in this

alternative embodiment, the threshold value for the alternative Score;r may be 5.0.
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Additionally, an alternative Score;ign may also be calculated and used in conjunction
with the alternative Scorei value to determine whether or not to reject a candidate object. In

particular, the alternative Scoreign value can be calculated according to:

Scorepign:

(PLowerRight(J’)—PUpperRight(J’))

1
Z Ix (PLowerRight(x): (PLowerRight(Y) - k))

B PLowerRight (Y) - PUpperRight(Y) =1

where:

Prowerrignt(y) =the Y coordinate value for a possible lower right corner;

Pypperrignt (y) =the Y coordinate value for an estimated upper right corner;
Prowerrighe (x) = the X coordinate value for the possible lower right corner;

k = an index value for the summation, wherein k varies from 1 to a maximum value of

PLowerRight (_')/) - PUpperRight (y) and

Pypperrignt (¥) = the pixel value from the horizontal gradient image for the pixel

having an x-coordinate of Ppoyerrigne (x) and a y-coordinate of (PLowerRig (y) — k)

As before, a candidate object that was potentially thought to include a center stringer
may be rejected if its right stringer score, Score,gns, 15 less than a threshold. For example, in
this alternative embodiment, the threshold value for Scoresign: may be the same as for the left
vertical stringer for the alternative Scorejp (€.g.,5.0). If either Scoresign or Scorer are below
their respective threshold values, or their sum is below some other threshold, then the
candidate object may be rejected from further consideration.

Additionally, a candidate object that was potentially thought to include a center
stringer may be deleted if its hotness is too great. In Fig. 19B a region of pixels that might be
a center stringer are defined by the prequalified lower left corner 1926, the possible lower
right corner 1936, the estimated upper right corner 1938 and the estimated upper left corner
1928. If the variance of the pixel values in the normalized gray scale image for this region of
pixels is greater than a predetermined threshold, then this candidate object may be rejected.
An example is an object produced by imaging a ceiling light. Ceiling lamps may emit near
infrared illumination and show up as very bright irregular regions on a dark background
giving a high hotness level. The predetermined hotness threshold may, for example, be about
1200.

A variance, Hy,,, for this potential center stringer region can be calculated according
to:
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k
H,,, = %Z(GSPV(pixel(i)) —GSPV)
where: -

k = the number of pixels in the region bounded by the corners 1926, 1928,
1936, and 1938;

i = an index value uniquely referring to one of the & pixels in the region
bounded by the corners 1926, 1928, 1936, and 1938;

GSPV (pixel(i)) = a gray scale pixel value (GSPV) of a particular one of the &
pixels (i.e, pixel(i)) from the normalized gray scale image in the region bounded by the

corners 1926, 1928, 1936, and 1938; and

GSPV = an average of all the k pixels' gray scale pixel values pixel from the
normalized gray scale image in the region bounded by the corners 1926, 1928, 1936, and
1938.

A further criterion involves the object area of the region that may be a center stringer
of a candidate object. If the region bounded by the corners 1926, 1928, 1936 and 1938
includes less than 50 pixels, then the candidate object may be rejected.

A pallet object may be defined by first, second and third rectangles 1802, 1804 and
1810, respectively, as shown in Fig. 18, wherein the first and second rectangles 1802, 1804
may correspond to at least portions of the first and second fork receiving openings 210 and
212 of the pallet P illustrated in Fig. 3 and the third rectangle 1810 may corresponds to a
center stringer 208 of the pallet P. Given the estimated upper left hand corner and the
estimated upper right hand corner of the center stringer, a height /4, of the rectangles 1802,
1804, and 1810 can be calculated using the following process depicted in Fig. 21A. Fig. 21B
provides a framework to help understand the geometry used for the calculations of the process
of Fig. 21A.

The image analysis computer 110, in step 2101, retrieves a number of values that were
previously calculated or determined. The term “retrieve” is not meant to convey any
particular storage/retrieval device, method or protocol but simply that these values are
accessible by the image analysis computer 110 when making additional calculations. Some
of the values retrieved are the coordinates for the estimated upper left corner and the
estimated upper right corner, wherein the Y value for the upper left corner and the Y value for
the upper right corner were found by determining the distance from the prequalified lower left
corner/upper surface 200A of the bottom pallet board to the point on the upper pallet board

202, which distance was then subtracted from each of the Y values for the prequalified lower
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left corner and the possible lower right corner (the distance is subtracted because y-coordinate
values decrease as a point moves upwards in the first Ro image ). Other values include the
parameters (pppsL, Pppar) defining the bottom pallet board line Lppp passing through the
prequalified lower left corner.

In step 2103, the image analysis computer 110 calculates a value / according to the

following equation:

round(pgppr, + XypperLeftSINPpppr — yUpperLeftCOS(pBPBL)

Equation 11: h = max{ )
round(pgpgr, + XupperrightSMNPpppr, — yUpperRightCOS(pBPBL)
peear, = the orthogonal distance from the origin point on the normalized gray scale
image to the bottom pallet board line Lgpp passing through the prequalified lower left corner;
¢ppar. = 1s an angle between a horizontal line and the bottom pallet board line Lgpg;
Yupperiett = the Y coordinate value for the estimated upper left corner;
Yupperright= the Y coordinate value for the estimated upper right corner;
Xupperie= the X coordinate value for the estimated upper left corner; and

Xupperright= the X coordinate value for the estimated upper right corner.

Referring to Fig. 21B, the process of Fig. 21A may be more easily understood. A
prequalified lower left corner 2106, an estimated upper left corner 2108, and an estimated
upper right corner 2110 are depicted. The bottom pallet board line 2102 calculated earlier
and passing through the lower left corner 2106, has an orthogonal distance pgppr, from the
origin O, calculated from Equation 5 above, and forms an angle @gpgr, 2104 relative to a
horizontal line. That same angle @gppr, can be used to draw a first line 2112 that passes
through the estimated upper left corner 2108 and a second line (not shown) that passes
through the estimated upper right corner 2110. If the estimated upper left corner 2108 is
appropriately aligned with the estimated upper right corner 2110 then the same line may pass
through both corners. However, it is more likely that two different lines could be drawn.
Each of these two lines will have a respective orthogonal distance from the origin O.
Equation 11, uses these respective orthogonal distances to determine which of the two
possible lines is closer to the origin O and produces the higher value for 4.

In Fig. 21B, the upper left corner 2108 was chosen, simply by way of example, as
producing the line 2112 with the smaller orthogonal distance from the origin O and thus the
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higher value for 4. Thus the line 2112 is drawn through the estimated upper left corner 2108
and its orthogonal distance to the origin can be represented by
PTPBL= ~XUpperLoft SINQBPBI, T Y Upperl cft COSQBPBL

Thus, the / found from Equation 11 is the difference between the orthogonal distance
pgeparL to the bottom pallet board line 2102 and the orthogonal distance prpgr to the upper line
2112. In making the determination in Equation 11, the image analysis computer 110 can
round each of the two values to the nearest respective integer before comparing them or can
compare the raw values and then round just the maximum value to determine /.

As mentioned earlier with regards to Fig. 18, a pallet object may be defined by first,
second and third rectangles 1802, 1804 and 1810, respectively, that may represent at least
portions of the first and second fork receiving openings and a vertical, center stringer of a
pallet.

The first rectangle 1802 can be defined such that it extends at most 200 pixels to the
left of the prequalified lower left corner 1806 along the bottom pallet board line Lgpg 1805
and extends orthogonally to the line 1805 over y by 4 pixels. As noted above, the first
rectangle 1802 potentially represents a portion of the first fork receiving opening 210 to the
left of a pallet center stringer. Also, the second rectangle 1804 can be defined such that it
extends at most 200 pixels to the right of the possible lower right corner 1808, which possible
lower right corner 1808 comprises a candidate object with the prequalified lower left corner
1806, along a line 1825 and extends orthogonally to the line 1825 over y by /4 pixels. The line
1825 may or may not pass through the prequalified lower left corner 1806; however, it is
oriented with respect to the x-axis by the same angle @gpg;. The second rectangle 1804
potentially represents a portion of the second fork receiving opening 212 to the right of the
center stringer (corresponding to the third rectangle 1810). The third rectangle 1810 extends
horizontally from the prequalified lower left corner 1806 to the candidate object’s possible
lower right corner 1808 and extends orthogonally, over y, by % pixels to potentially represent
a pallet center stringer.

The width of the first rectangle 1802 and the second rectangle 1804 can vary
depending on the size of the image, the x-coordinate value of the prequalified lower left
corner Xy ¢ and the x-coordinate value of the possible lower right corner, Xy rc. For an
image that is 480x752 pixels in size, the respective maximum width of the first and second
rectangles 1802, 1804 may be 200 pixels. For an image that is 240x376 pixels in size, the

respective maximum width of the first and second rectangles 1802, 1804 may be 100 pixels.
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However, the candidate object may have a prequalified lower left corner and possible lower
right corner located in the image such that an edge of the image area is within 200 pixels (or
100 pixels) of one of the corners. In this instance, the width of a rectangle (e.g., 1802, 1804)
may have to be less than 200 pixels (or 100 pixels if the camera does 2x2 binning). Thus, as
explained in more detail below, a leftWidth value is calculated and a rightWidth value is
calculated that determine the respective width of the first rectangle 1802 and the second
rectangle 1804.

For example, if the prequalified lower left corner 1806 is located at a position (145,
250), the possible lower right corner 1808 is located at a position (155, 252), the width of
cach rectangle is a respective calculated value, # = 10, and the angle @gppr= 8°, then all of the
corners 1801, 1821, 1803, 1815, 1806, 1808, 1809, 1811, 1823, 1813, 1817, and 1807 of each
of the three triangles 1802, 1804, and 1810 can be calculated. As described more fully below,
the values of the pixels from the normalized gray scale image that form the different
rectangles 1802, 1804, and 1810 may then be used to calculate a value that represents the
confidence that these rectangles actually correspond to pallet holes and a center stringer.

While the precise bounds of the rectangles 1802, 1804, and 1810 can be calculated
and used in producing such a confidence value, some assumptions and approximations can
alternatively be made that simplify some of the computational steps described below. In
particular each of the rectangles 1802, 1804, and 1810 can be approximated by a respective
parallelogram, wherein each parallelogram is constructed from # lines of pixels wherein each
line of pixels is parallel to the bottom pallet board line 1805. Thus, as the term is used herein,
“rectangle” is also intended to encompass a “parallelogram” as well. As explained earlier, a
quick line drawing algorithm, such as Bresenham’s algorithm, can be used to identify
intermediate pixels for inclusion on a line when the two endpoints of the line are known.

Fig. 23A provides a flowchart of one example process that may be used to construct
the respective parallelograms that approximate the rectangles 1802, 1804 and 1810. Fig. 22A
illustrates a parallelogram corresponding to the first rectangle 1802. In general terms, the
parallelogram is constructed by a) determining the pixels of a first line drawn between the two
lower corners, b) identifying the two endpoints of a next line, ¢) identifying the pixels for
inclusion in this next line, and d) repeating these steps for /2 lines. Ultimately, all the pixels
of a particular parallelogram will have been identified and can logically be grouped into %

different lines, if desired.
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As shown in Fig. 22A, using the lower corners 1801 and 1821 of the first rectangle
1802, the calculated value %, and the angle @gppr. , a parallelogram 2202 can be constructed
that approximates the first rectangle 1802 utilizing the process of Fig. 23A. The process of
Fig. 23A may be used with any of the three parallelograms but the example discussion that
follows happens to involve the first parallelogram 2202 corresponding to the first rectangle
1802.

At step 2302, the x-coordinate, x;;, of the left endpoint (i.e., the lower left corner
1801 for the first line of the parallelogram 2202) is calculated according to:

x11 = round (X — leftWidth*cos(¢gpgr)), see Fig. 18,

and the x-coordinate, X2, of the right endpoint (i.e., the lower right corner 1821 for the

first line of the parallelogram 2202) is calculated according to:
X12 = Xrre — 1.

In the equations above the first number in the subscript refers to the rectangle
corresponding to the parallelogram and the second number in the subscript refers to the
endpoint for a particular line in the parallelogram. For example, “x;,” refers to the x-
coordinate of the second (i.c., right) endpoint of a current line for the parallelogram 2202
corresponding to the first rectangle 1802. However, as more fully described below with
respect to the y-coordinates of the respective endpoints, each parallelogram includes 7
different lines. Therefore, another index value, r, can be added in the subscript to distinguish
which of the particular one of the / lines is being utilized in an equation. This index value, 7,
ranges in value from » =0 to » = 4 — 1 with » = 0 referring to the bottom-most line of a
parallelogram. Thus, an initial step 2301 may be performed which initializes the value of r to
be equal to zero. Using this subscript convention, see Fig. 18, the x-coordinates of the

endpoints for the first line in each of the three parallelograms can be calculated according to:

x11; = round (Xyrc — leftWidth*cos(@gpgr )
x12r = Xpre — 1

X21r = Xrre t 1

Xp2r = round (Xprce + rightWidth* cos(¢gppr))
X31r = XLLC

X32r = XLRC

where for the first line, r=0; and

leftWidth = min (floor(  maxWidth)
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imageWidth — X;pc

COSPpppyL.

rightWidth = min (floor( ),maxWidth)

100, for 240x376 image size
200, for 480x752 image size

maxWidth = {
and imageWidth is the number of columns of pixels in the image.

In an example above, the prequalified lower left corner 1806 is located at a position
(145, 250), the possible lower right corner 1808 is located at a position (155, 252) and the
angle @pppr=8°. If the image size is assumed to be 240x376 pixels, then according to the
above equations leftWidth=100 and rightWidth=100. In an alternative example with the
image size being 480x752 pixels, the above equations provide that leftWidth=146 and
rightWidth=200. According to the above calculations, the lower right corner 1821 of the
parallelogram 2202 is at the same x-location, X1, as the lower right corner 1821 of the first
rectangle 1802 and is selected to be one pixel to the left of the prequalified lower left corner
1806. The lower left corner 1801 of the parallelogram 2202 is at the same x-location, x;;, as
the lower left corner 1801 of the rectangle 1802 and is located leftWidth pixels, along the
bottom pallet board line 18035, to the left of the prequalified lower left corner 1806.

Next, the image analysis computer 110 can calculate the y-coordinates for these two
endpoints, respectively, y1; and yi,. For example, the y-coordinate for the lower left corner
1801 can be calculated from the equation for the orthogonal distance piine to a line that passes
through a known point (x11, y11) at a known angle @gppr:

Pline= -X11 SINQBpRL t Y11 COSPEPRL

solving for the y-coordinate of the point gives the equation:

Y11= (Pine T X11 SINQPppPRL) / COSPBPBL

However, as mentioned, the process of Fig. 23A automates the calculation of the
endpoints for % different lines. Therefore, in step 2306, the image analysis computer 110 uses
the integer, index value “r” which varies from 0 to 4-1 to reference each individual line in the
parallelogram 2202. Fig. 23B illustrates 3 of the /-1 lines that are calculated for the first
parallelogram 2202. The bottom most line is the bottom pallet board line 1805 and
corresponds to r = 0. The next line up, line 2301, corresponds to r = 1 and has an orthogonal
distance from the origin equal to (pgppr, — 1). There are 4 of these lines calculated with the last
line, line 2303, corresponding to r =/ — 1 and having an orthogonal distance from the origin
equal to (pgpgr — 2 + 1).
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Thus, for any of the lines (e.g., r=0 to r=A-1) the y-coordinate of the left endpoint (i.c.,
y11:) and the y-coordinate of the right endpoint (i.e., y12r) can be calculated, by the image
analysis computer 110 in step 2308, according to:

yiir = round ((pspr — ' + X11,*$InQppBL) / COSQBPBL))

yi2r = round ((pepBr. — T + X12,*SInQgpp1) / COSQRPBL)).
With the two coordinates of the two endpoints for the current line being known, the image
analysis computer 110 can, in step 2310, identify the intermediate pixel locations to include in
the current line extending between the two endpoints using a conventional line drawing
algorithm such as Bresenham’s algorithm. The pixel locations identified for inclusion in a
line are then used to extract the pixel values at those locations in the normalized gray scale
image. As described below, these pixel values are used to generate a respective vertical
projection for each of the three parallelograms that correspond to the three rectangles 1802,
1804, and 1810.

In step 2312, the image analysis computer 110 determines if all / lines have been
calculated or if more remain. If more remain, the new x-coordinates are calculated in steps
2302 and 2304 and the r index value is incremented in step 2306. In setting the new x-
coordinate values in steps 2302 and 2304, an approximation is made that the sides of the
parallelogram are orthogonal in the y direction. Thus, X1, and x;,, are the same for each of
the / lines and steps 2303 and 2304 need only calculate these values the first time the
algorithm of Fig. 23A executes.

To summarize, the respective first and second endpoint coordinates for each of the £
lines of the first parallelogram 2202 are calculated according to:

x11r = round (Xyrc — leftWidth*cos(@gsppr));
X12r = Xpre — 1
y11r = round ((pgppr. — I + X11,*8InQpppr) / COSPppRL)), and

Yir = round ((PBPBL -rt Xlzr*Sin(PBPBL) / COS(PBPBL))

wherein:
Xrrc = an x-coordinate for the prequalified lower left corner through which the
bottom pallet board line, Lgpg, passes, and
r = an index value uniquely referring to one of the respective 4 lines in each of
the first parallelogram 2202, the second parallelogram 2220 and the third parallelogram 2240,
the value of which ranges from 0 to (2 — 1) with r = 0 referring to a bottom-most of the %

lines.
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Also, the respective first and second endpoint coordinates for each of the 4 lines in the
second parallelogram 2220 are calculated according to:
X21: = Xrre t 15
Xp2r = round (Xrre + rightWidth*cos(ogpsr));
y21r = round ((ppppr, — T + X21,*sinQpppr) / cOSPpppL)), and
y22r = round ((pspBr — I + X22,*SInQppBL) / COSQBPBL))

wherein:

Xire = an x-coordinate for a possible lower right corner of a possible center
stringer, and

r = an index value uniquely referring to one of the respective 4 lines in each of
the first parallelogram 2202, the second parallelogram 2220 and the third parallelogram 2240,
the value of which ranges from 0 to (2 — 1) with r = 0 referring to a bottom-most of the %
lines.

Finally, for the third parallelogram 2240, the respective first and second endpoint
coordinates for each of the 4 lines are calculated according to:

X31r = XLLC 5

X32r = XLRCS

y31r = round ((pppr — I + X31,*8in@pppr ) / cOSPpppr)), and
ya2r = round ((pspBr — I + X32,*8inQppBL) / COSPBPBL)).

The process of Fig. 23A highlighted how the % lines were calculated. However, the
reason the /% lines are calculated relates to the vertical projection that was calculated in step
2310. The details of this step are illustrated in the flowchart of Fig. 23C. The process of Fig.
23C begins when two endpoints for a particular line of the parallelogram 2202 have been
calculated. Based on these two endpoints, a fast line drawing algorithm can be used to
determine which intermediate pixels are included in the particular line.

In step 2350, the image analysis computer 110, begins at the left endpoint on its first
iteration (i.e., i = 1). As described in more detail above, a fast line drawing algorithm, such as
Bresenham’s algorithm, in subsequent iterations, steps in the x-direction by one pixel each
iteration using the slope of the line to determine the y coordinate value for that particular
iteration of the algorithm. Thus, in step 2352, the image analysis computer 110 determines
the x-coordinate and the y-coordinate for a current pixel location at the /™ iteration of the
algorithm for a particular line r. That value of the pixel in the normalized gray scale image at

that pixel location is determined in step 2354.
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In the example parallelogram 2202, each line of the parallelogram (i.e., each different
value of “r”) spans leftCount pixels in the x-direction, where leftCount =
round(leftWidth*cos(qgpsr)), and, thus, there are leftCount iterations performed to determine
the intermediate pixels of each line. A respective accumulator Y; is used to construct a
vertical projection of negative pixels for each of the leftCount different iterations of the
algorithm 2310. Hence, in the illustrated embodiment, leftCount accumulators are defined
corresponding to leftCount iterations performed for each of the % lines of the parallelogram.
Each accumulator also corresponds to a respective X-coordinate value for one of the
leftCount pixels in each of the /4 lines.

In step 2356, it is determined if the pixel value of the normalized gray scale image at
the pixel location just generated during the /™ iteration is negative. If so, then that pixel value
is added to the accumulator Yj, in step 2358. The value of a pixel in the normalized gray
scale image is negative when not over pallet structure and tends to be positive when over
pallet structure. The image analysis computer 110, in step 2360, increments the index count,
i, and the x-coordinate value. In step 2362, the image analysis computer 110 determines if
all leftCount iterations have been completed. If not, then the process repeats starting at step
2352 with the next intermediate pixel location in the line.

At the end of the steps of the process of Fig. 23C, the intermediate pixel values for a
particular line have been calculated and used to update a respective accumulator Y; for each
iteration of the fast-line drawing algorithm. Because the over-arching process of Fig. 23A is
repeated for the /4 lines, this process of Fig. 23C is repeated for each of the 4 lines and,
therefore, the accumulators Y; represent data for all the lines that are used to construct the
parallelogram 2202. Only negative pixels are accumulated into projections.

Another way to describe how the value in an accumulator Y; is calculated is to
consider the process described above as accumulating in each respective accumulator Y; a

sum according to:

r=h-1
Y, = Z GSPV,,
r=0

where:
i = an index value referring a relative x-coordinate value of a particular pixel
location in a particular line of the first parallelogram 2202, ranging in value from 1 to Q,
where i = 1 corresponds to the left-most pixel location in the particular line and i = Q

corresponds to the right-most pixel location in the particular line;
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r= an index value uniquely referring to one of the respective £ lines in each of
the first parallelogram 2202, the second parallelogram 2220 and the third parallelogram 2240,
the value of which ranges from 0 to (2 — 1) with r = 0 referring to a bottom-most of the %
lines; and

GSPV;, = a gray scale pixel value (GSPV) of a pixel from the normalized gray
scale image at a pixel location indicated by an /™ position in the 7" line of the first
parallelogram 2202, wherein GSPV;; is added to the respective accumulator sum Y; if GSPVj;
is less than zero.

Referring back to Fig. 22A, the corners of example parallelogram 2202 have
respective coordinate values of:

Lower left: (45,236)
Lower right: (144,250)
Upper left: (45,227)
Upper right: (144,240)

Each line of the parallelogram (i.e., each different value of “r”’) spans 100 pixels in the
x-direction, in this particular example, and a respective accumulator Y; is used to construct a
vertical projection for each of the 100 different columns of the parallelogram 2202. For
example, for the bottom line 18035, the fast line drawing algorithm steps from x=45 to x=144
and calculates an appropriate y-coordinate value each step of the way. In the example of Fig.
22A, the 96™ step of the algorithm is highlighted for each line. For the line r=0, the 96™ step
has a pixel location (140,247); for the line r=4, the 96™ step has a pixel location (140, 243);
and for the line r=9, the 96" step has a pixel location (140,238).

If the parallelogram 2202 is overlaid onto the normalized gray scale image, then the
accumulator Yos can be seen as the vertical projection of the negative pixels from column
x=140 of the normalized gray scale image within the y bounds of the parallelogram 2202 for
that column.

As mentioned, the processes of Fig. 23A and Fig. 23B were described with respect to
the parallelogram 2202 that corresponds to the first rectangle 1802. However, a
parallelogram 2220 as shown in Fig. 22B can similarly be constructed that corresponds to the
second rectangle 1804. Also, a parallelogram 2240 as shown in Fig. 22C can be similarly
constructed that corresponds to the third rectangle 1810.

The parallelogram 2220 of Fig. 22B is substantially similar to first parallelogram 2202

in that there are rightCount accumulators 2222 that are used for determining the vertical

78



10

15

20

25

30

WO 2013/059143 PCT/US2012/060332

projection of the pixels from the parallelogram 2220. More generally though, each line of the
parallelogram 2220 spans rightCount pixels in the x-direction where rightCount =
round(rightWidth*cos(¢gpsr)), thereby dictating that there are rightCount accumulators 2222.
However, in other examples, the values of leftCount and rightCount may be different so a
different number of accumulators may be used. The parallelogram 2240 of Fig. 22C
corresponds to the third rectangle 1810 which might represent a center stringer. Thus, the
width of this parallelogram is not determined by rightWidth or leftWidth values but is
determined by the coordinates of the prequalified lower left corner 1806 and the possible
lower right corner 1808.
For purposes of generating a score for a “hole,” the first and second parallelograms

2202 and 2220 are treated as one unit. Thus, one vertical projection for the first and second
parallelograms 2202 and 2220 is calculated and a separate, second vertical projection for the
third parallelogram 2240 is calculated.

As mentioned above, the first and second parallelograms 2202 and 2220 are treated as
a single unit when calculating the vertical projection for these regions. Thus, according to the
processes of Fig. 23A and Fig. 23C, 200 values of Y; are calculated, one for each column of
the two parallelograms 2202 and 2220. Much like the process for calculating the accumulator
values Y; for the first parallelogram 2202, the values of the accumulators Y; for the second
parallelogram 2220 can also be calculated. For the second parallelogram 2220, the value in
an accumulator Y; of negative pixels is calculated by accumulating in each respective

accumulator Y; a sum according to:

r=h-1
Y, = Z GSPV,,
r=0

where:
i = an index value referring a relative x-coordinate value of a particular pixel

location in a particular line of the second parallelogram 2220, ranging in value from Q+1 to Q
+ rightWidth, where i = Q+1 corresponds to the left-most pixel location in the particular line
and i = Q+rightWidth corresponds to the right-most pixel location in the particular line;

r= an index value uniquely referring to one of the respective £ lines in each of
the first parallelogram 2202, the second parallelogram 2220 and the third parallelogram 2240,
the value of which ranges from 0 to (2 — 1) with r = 0 referring to a bottom-most of the %

lines; and
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GSPV;, = a gray scale pixel value (GSPV) of a pixel from the normalized gray
scale image at a pixel location indicated by an /™ position in the 7" line of the second
parallelogram 2220, wherein GSPV;; is added to the respective accumulator sum Y; if GSPVj;
is less than zero.

Based on the different values for Y; for the first and second parallelograms 2202 and

2220 that are calculated, an average value can be determined according to Equation 12:

N
_ 1
R
i=1

where N represents the total number of columns in the combined two parallelograms 2202
and 2220 (e.g., using the previous example coordinates N=200). This average value can be
used when determining a score for the third parallelogram 2240.

Referring to FIG. 22C, the shaded pixels represent the third parallelogram 2240.
There is an index value j 2270 that varies from 1 to 11 (in this example) to uniquely identify
each column of the parallelogram 2240. For each column, a value Z; 2272 is calculated,
according to the process of Fig. 23D, that represents the sum of a portion of the negative pixel
values in each column of the gray scale image.

The process of Fig. 23D is similar to that of Fig. 23C. As described above, the
process of Fig. 23C is applied to the first and second parallelograms 2202 and 2202. The
process of Fig. 23D is applied in a similar manner to the third parallelogram 2240. The
process begins when two endpoints for a particular line of the parallelogram 2240 have been
calculated (e.g., endpoints 1806 and 1808 of the first line of the third parallelogram 2240).
Based on these two endpoints, a fast line drawing algorithm can be used to determine which
intermediate pixels are included in the particular line.

In step 2351, the image analysis computer 110, begins at the left endpoint (i.e., j=1) on
the current line (e.g., line r) of the parallelogram 2240. As described in more detail above, a
fast line drawing algorithm, such as Bresenham’s algorithm, in subsequent iterations, steps in
the x-direction by one pixel each iteration using the slope of the line to determine the y
coordinate value for that particular iteration of the process of Fig. 23D. Thus, in step 2353,
the image analysis computer 110 determines the x-coordinate and the y-coordinate for a
current pixel location at the /™ iteration of the algorithm for a particular line r. That value of
the pixel in the normalized gray scale image at that pixel location is determined in step 2355.

In the example parallelogram 2240, each line of the parallelogram (i.e., each different

value of “r””) spans from the x-coordinate value Xy ¢ for the prequalified lower left corner
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1806 to the x-coordinate value X re for the possible lower right corner 1808 and, thus, there
are (Xrre — Xire) iterations performed to determine the intermediate pixels of each line. A
respective accumulator Z; is used to construct a vertical projection of some of the negative
pixels for each of the different iterations of the process of Fig. 23D (e.g., in the example of
Fig. 22C, there are 11 iterations). Hence, in the illustrated embodiment, 11 accumulators are
defined corresponding to 11 iterations performed for each of the % lines of the parallelogram
2240. Each accumulator also corresponds to a respective X-coordinate value for one of the
11 pixels in each of the 4 lines.

Even if the pixel value for a current pixel location (in step 2355) is negative, it is not
necessarily included in the vertical projection being calculated in a particular accumulator Z;.

Only those pixels that have a gray scale value that satisfies the inequality are included:

Y
pixel value < (0.75 X E)

wherein Y was calculated according to Equation 12 and h was calculated according to
Equation 11.

Thus, in step 2357, it is determined if the pixel value of the normalized gray scale
image at the pixel location just generated during the /™ iteration satisfies the above inequality.
If so, then that pixel value is added to the accumulator Z;, in step 2359. The image analysis
computer 110, in step 2361, increments the index count, j, and the x-coordinate value. In
step 2363, the image analysis computer 110 determines if all iterations have been completed.
If not, then the process repeats starting at step 2353 with the next intermediate pixel location
in the current line.

At the end of the steps of the process of Fig. 23D, the intermediate pixel values for a
particular line have been calculated and used to update a respective accumulator Z; for each
iteration of the fast-line drawing algorithm. This process of Fig. 23D is repeated for each of
the 4 lines so that eventually the accumulators Z; represent data for all the lines that are used
to construct the parallelogram 2240.

Taken together, the values of Z; are the vertical projection of a portion of the negative-
valued pixels of the normalized gray scale image corresponding to the pixel locations of the
parallelogram 2240. Another way to describe how the value in an accumulator Z; is
calculated is to consider the process described above accumulating in each respective

accumulator Z; a sum according to:
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r=h-1
Z = Z GSPV,
r=0

where:

j = an index value referring a relative x-coordinate value of a particular pixel
location in a particular line of the third parallelogram 2240, ranging in value from 1 to s,
where j = 1 corresponds to the left-most pixel location in the particular line and j = s
corresponds to the right-most pixel location in the particular line;

r= an index value uniquely referring to one of the respective £ lines in each of
the first parallelogram 2202, the second parallelogram 2220 and the third parallelogram 2240,
the value of which ranges from 0 to (2 — 1) with r = 0 referring to a bottom-most of the %
lines; and

GSPV; = a gray scale pixel value (GSPV) of a pixel from the normalized gray
scale image at a pixel location indicated by a /™ position in the /" line of the third rectangle
2240, wherein GSPV;; is added to the respective accumulator sum Z; if GSPVj; is less than or

equal to

075><Y
' h

A composite hole score is then calculated, for the three parallelograms using

Equation 13:

. 1 i v,-v| Z
core = - — P —
hote Ny, +Y] Z+7)

N S
— 1 - 1
where: Y:ﬁzyi andZ=§ZZj
i=1 j=1

In the above calculation, s represents the number of columns from the prequalified
lower left corner to the potential lower right corner and N represents the total number of
columns in the combined two parallelograms 2202 and 2220. Using the previous example
coordinates s=11 and N=200.

If the respective average of either Y or Z is zero then the composite hole score is set

to zero; otherwise a composite hole score is calculated according to the above equation. The
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middle term of the right hand side of Equation 13 is at a minimum for rectangular holes and
the ratio of the mean of the Z projection to the sum of the Z mean and the Y mean (the right-
most term in Equation 13) is at a minimum for the vertical stringer. Thus, according to the
above equation, the value for Scores. is higher when the first and second parallelograms
2202 and 2220 are located over pallet holes and the third parallelogram 2240 is located over a
pallet stringer.

For each candidate object that has a Scoreier; (and/or Scorerign, depending on the
particular techniques used to calculate these values) that surpasses a predetermined threshold
as described above, a composite object score is determined using the following equation:

Scorepoe
Scoreobject = (SCOTeLowerLeftCorner + SCOTeLowerRightCorner) * SCOTeBaseboardLine * 2

where:
Scorerowerleft comer = The calculated value from the lower-left corner image for

the pixel location corresponding to the prequalified lower left corner of the candidate object;

Scorer ower right comer = The calculated value from the lower-right corner image
for the pixel location corresponding to the possible lower right corner of the candidate object;

and

AccumulatorCount()
MXN,

Scoregasevoardrine = Max ( ) = The calculated score

according to the highest counter value of the 61 lines that were evaluated with Equation 6.
The value "M" is the width, in pixels, of the Ro image and Ny is the number of sub-lines
associated with each counter; and

Scorenole = The value from Equation 13.

The above description for identifying candidate objects in a gray scale image that may
correspond to a pallet related to a pallet that can be characterized as having one center stringer
(e.g., 208) separating two holes or openings of a pallet P. One of ordinary skill will recognize
that similar techniques may be used even if a different pallet structure is present. For
example, some pallets may include two center stringers separating two holes or openings and
having a central hole or opening between the two center stringers. In this case, each center

stringer will have its own four corners that can be identified using the techniques described

&3



10

15

20

25

30

WO 2013/059143 PCT/US2012/060332

above. Also, the Y and Z values of Equation 13 may be modified to account for the
additional center rectangular hole and the additional center stringer. Thus, an example

composite score calculation may be different such as, for example:

Scorepoie
Scoreobject = (SCOTeLowerLeftCorners + SCOTeLowerRightCorners) * SCOTeBaseboardLine * 4

Some pallets may have a center stringer with a portion that extends forward of a
bottom pallet board line. The general techniques described above may still be used but
compensation in the way the 61 lines of Equation 6 are scored may need to be made. Some
pallets may have rounded corners, or other types of corners, occurring between a bottom
pallet board line and a center stringer rather than the square corners discussed earlier with
respect to pallet P of Fig. 3. Again the general techniques described above may be used, but a
different mask structure than those of masks 300 and 310 (See Fig. 6 and Fig. 7) may provide
beneficial results. There may be some pallets that do not include a lower pallet board. In this
instance, a top of a rack shelf on which the pallet sits can be an alternative structure used to
identify a bottom pallet board line and the same, or similar, techniques described above may
be used to identify and score various candidate objects.

The candidate objects within an image for which a composite object score value
“Scoreopiect” has been determined are referred to herein as “scored candidate objects” and
define objects which are most likely to correspond to actual pallets in the image. Scored
candidate objects typically have a Scoregject value between 0 about 1.0 while scored
candidate objects which actually correspond to a pallet typically have a score greater than 0.5,
approaching 1.0 for either image size. However, there may be a relatively large number of
such scored candidate objects identified in an image frame even though there are actually
only a few pallets likely in an image frame. Accordingly, the number of scored candidate
objects within each image frame can be further reduced to lessen the computational burden of
subsequent analysis of the plurality of image frames.

As described in more detail below, the image analysis computer 110 acquires a series
of image frames at different instances of time. In each image frame, candidate objects are
identified and scored using the above-described techniques. One or more of these scored
candidate objects are then tracked, if possible, between the image frames. To accomplish this
tracking, the image analysis computer 110 maintains information about the existing scored
candidate objects from the previous or prior image frames and the new scored candidate
objects identified in the most recently acquired or next image frame. In the most recently

acquired image frame the “new” scored candidate objects that are identified may include
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some scored candidate objects that have not previously been identified in any previous image
frame but may also include scored candidate objects that may match, or correspond to, an
existing scored candidate object previously identified in an earlier image frame.

One way for the image analysis computer 110 to maintain this information is to
maintain a list of all scored candidate objects such that for each scored candidate object a
respective record is stored that contains a number of corresponding object features. The
object features can include, for example, the parameters (pgpsr. , Psppr) Which are the
orthogonal distance from the origin and an angle from horizontal for a corresponding bottom
pallet board line, a corresponding composite object score value “Scoreppject”’, X-y coordinates
for a lower left corner of a corresponding center stringer, x-y coordinates for the other three
corners of the center stringer, x-y coordinates for the rectangles 1802, 1804, 1810, see Fig. 18,
associated with the scored candidate object that possibly correspond to left and right fork
receiving openings and the center stringer respectively, the rectangles’ height 4, as calculated
according to Equation 11 above, and corresponding individual component score values such
as SCOrer owerRightCorners SCOTCT owerl efiComer, ANd SCOTCHoles. AS described in more detail below,
there are other object features that can be included in each record which help track a scored
candidate object between different image frames.

This list of scored candidate objects, and its corresponding records, can be referred to
as an Objectlist. The image analysis computer 110 can maintain two different Objectlists. An
ExistingObjectlist can be maintained that includes existing scored candidate objects and a
NewObjectlist can be maintained that includes the scored candidate objects in the most
recently acquired image frame. Fig. 23E depicts a flowchart of an exemplary process for
maintaining Objectlists in accordance with the principles of the present invention. In step
2370, the image analysis computer 110 maintains an ExistingObjectlist which, as mentioned
above, includes a respective record for existing scored candidate objects, from one or more of
the previous image frames, which are being tracked. The image analysis computer 110, in
step 2372, acquires the next image frame or the next gray scale image. Additionally, the
image analysis computer 110 creates a NewObjectlist for the eventual scored candidate
objects in this next image frame. Using the techniques described above, the image analysis
computer identifies and then scores the scored candidate objects in this next image frame, in
step 2374. In a step more fully described below, the image analysis computer 110 can prune,
in step 2376, scored candidate objects from the NewObjectlist to reduce the number of scored

candidate objects that will be tracked. The scored candidate objects in the pruned
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NewObjectlist can be matched, or attempted to be matched, with corresponding objects in the
ExistingObjectlist, in step 2378. Some scored candidate objects in the ExistingObjectlist may
have no matches in the NewObjectlist and therefore may possibly be deleted, in step 2380,
from the ExistingObjectlist so that they are no longer tracked. It may be beneficial to avoid
deleting a scored candidate object the first time it is unmatched and to wait for either two or
three sequential unmatched occurrences before deleting the scored candidate object. Also,
some scored candidate objects in the NewObjectlist may have no corresponding matching
objects in the ExistingObjectlist; these scored candidate objects are then added to the
ExistingObjectlist.

Depending on how the scored candidate objects match, the records in the
ExistingObjectlist can be updated to reflect new information from the NewObjectlist, in step
2382, to provide a current list of scored candidate objects that will continue to be tracked into
the next image frame. Also, in step 2384, the image analysis computer 110 can add any
newly identified objects in the NewObjectlist that do not find a match with an existing object
in the ExistingObjectlist to the objects that are in the ExistingObjectlist. Control of the
process then returns to step 2372 where a next image frame can be acquired and a new
NewObjectlist can be created so the process can repeat.

As mentioned above with respect to step 2376 of Fig. 23E, the image analysis
computer 110 can prune some of the scored candidate objects from the NewObjectlist if
desired. In particular, using the object features associated with each scored candidate object,
the image analysis computer 110 can eliminate some scored candidate objects from the
NewObjectlist for an image frame that are unlikely to actually correspond to a pallet.

The steps shown in FIG. 23E are shown as occurring sequentially; however, one of
ordinary skill will recognize that some of the steps can be performed concurrently without
departing from the scope of the present invention. For example, it is not necessary to wait
until all objects are matched in step 2378 to start the acquisition of a next image frame in step
2372.

Fig. 24A depicts a flowchart for an exemplary algorithm to eliminate at least some of
the scored candidate objects from the NewObjectlist for an image frame. As mentioned
above, and as shown in step 2402, the image analysis computer 110 maintains a
NewObjectlist for the scored candidate objects in the current image frame being analyzed.
Using the respective composite object score Scoreopiect for each scored candidate object, the

image analysis computer 110 can eliminate, in step 2404, all scored candidate objects that
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have a Scoregpject value below a predetermined minimum value. For example, all scored
candidate objects with a Scoregpiect Score below 0.3 can be deleted from the NewObjectlist for
the image frame.

In accordance with one example aspect of the present invention, a graphical display of
the gray scale image can be provided to an operator of the vehicle 20 via an image monitor
(not shown) on the vehicle 20, wherein the graphical display can be controlled by the vehicle
computer 50. In this graphical display, information representing the scored candidate objects
in the ExistingObjectlist can be overlayed onto the gray scale image. For example, a red line
representing the bottom pallet board line of a scored candidate object can be visibly displayed
over the area of the gray scale image where that bottom pallet board line is believed to be
located. Similarly, information representing a center stringer for a scored candidate object
can also be overlayed onto the gray scale image within the graphical display. For example,
two vertical lines, each representing a respective left vertical edge and respective right
vertical edge of the stringer can be displayed. Alternatively, a respective circle can be
displayed that corresponds to a prequalified lower left corner and a possible lower right
corner of a scored candidate object’s center stringer. The graphically overlayed information
can also be color coded so that different scored candidate objects can be easily distinguished
within the graphical display. To reduce the potential of visual clutter on the display, the
image analysis computer 110 may maintain scored candidate objects in the ExistingObjectlist
and the NewObjectlist that have a composite object score greater than about 0.3 but only
scored candidate objects in the ExistingObjectlist having a composite object score greater
than or equal to about 0.5 are displayed by the vehicle computer 50.

In addition to eliminating some of the scored candidate objects in step 2404, the image
analysis computer 110 can also determine if there are scored candidate objects that are too
close to other scored candidate objects. In other words, two pallets cannot physically occupy
the same space which means that if two scored candidate objects are closer to one another
than the physical dimensions of a pallet would allow, then at least one of those scored
candidate objects should be eliminated. Thus, in step 2406, the image analysis computer
identifies and eliminates scored candidate objects that have Scoreopject values lower than the
other scored candidate objects that are nearby. For example, the image analysis computer 110
may first determine the location of each scored candidate object in the NewObjectlist and
then identify those scored candidate objects which are within a predetermined distance of one

another. Scored candidate objects within this predetermined distance of one another are
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considered to be nearby one another. Of those scored candidate objects which are identified
as being nearby one another, some of these scored candidate objects can be eliminated from
the NewObjectlist for that image frame. Fig. 24B provides additional details of a process that
can be implemented to accomplish step 2406.

Additional scored candidate objects can also be eliminated from the NewObjectlist by
relying on the dimensions of a respective center stringer for each scored candidate object.
Even though two scored candidate objects may be far enough from one another that they are
not considered to be nearby one another, their coexistence may still be unlikely based on the
vertical coordinates of their respective center stringers. Thus, a subset of scored candidate
objects may be considered vertically local, or just “local,” to one another if portions of their
respective center stringers overlap a particular vertical span of coordinates regardless of their
distance in the horizontal direction. Of those scored candidate objects considered local to one
another, the scored candidate object having the maximum composite score Scoreopject can be
retained in the NewObjectlist and the other scored candidate objects deleted. For example,
given a particular scored candidate object (e.g., Object(m)) having a bottom pallet board line
(pPBPBLm, PBPBLm), and the maximum value Scoreopiect as compared to other local candidate
objects, where all the other local candidate objects are located within a predetermined number
pixels of the bottom pallet board line, the other local candidate objects can be eliminated from
the NewObjectlist, in step 2408. Fig. 24C provides additional details of a process that can be
implemented to accomplish step 2408.

Thus, using the pruning steps 2404, 2406, and 2408, the NewObjectlist for an image
frame can be reduced in size so that fewer scored candidate objects are included in the
NewObjectlist during subsequent image processing and analysis as described herein.

As mentioned, Fig. 24B provides additional details of a process that can be
implemented to accomplish step 2406 in which scored candidate objects in the NewObjectlist
are further analyzed to determine if one or more of the scored candidate objects can be
eliminated from the NewObjectlist for the image frame. Initially, in step 2410, the image
analysis computer 110 determines if there are any scored candidate objects within the
NewObjectlist that have not been tested. On the initial pass of the process 2406, the entire
NewObjectlist remains untested and with each iteration another scored candidate object is
tested until eventually all the scored candidate objects are tested. For example, the
NewObjectlist may include a plurality of scored candidate objects (e.g., V) and each object

can be uniquely referenced by an index value £ that ranges in value from 1 to N. In other
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words, Object(k) can be used to uniquely denote one of the scored candidate objects included
in the NewObjectlist. So, if there are any scored candidate objects that remain to be tested,
the control passes on to step 2412; otherwise, control passes on to step 2422.

In step 2412, the image analysis computer 110 selects one of the candidate objects,
Object(k), from the NewObjectlist. One straightforward way to select an object is to use the
index value £ which is incremented, in step 2420, during each iteration of the process 2406
such that for each step the particular scored candidate object being tested can be referred to as
Object(k). In step 2414, the image analysis computer 110 identifies all the scored candidate
objects that are closer than a predetermined distance to Object(k).

To accomplish the identification of nearby objects, the location of each scored
candidate object may first be determined. As mentioned above, there are a number of object
features associated with each of the scored candidate objects, including a variety of different
x-y coordinate pairs that refer to different features (e.g., the center stringer lower left corner,
center stringer lower right corner, etc.) of the candidate object. The location of a scored
candidate object, Object(k), will be a set of x-y coordinates (Xobject(k)Yobjectk)).  One beneficial
point of reference that can be considered to correspond to the location of the scored candidate
object is the lower center of the center stringer of that scored candidate object. Referring to
Fig. 24D, an Object(k) 2448 is illustrated by depicting a center stringer 2454. The center
stringer 2454 includes a prequalified lower left corner 2450 and a possible lower right corner
2452. A bottom pallet board line 2456 drawn through the prequalified lower left corner 2450
has an orthogonal distance from the origin 2400 of px 2460 in the first Ro image. The
coordinates for location 2458, the object’s Lower Center Point, of the scored candidate object
2448 (and the center stringer 2454) can be estimated from the object features related to the
scored candidate object. For example, using the x coordinate of the lower left corner Xy ¢

2450 and the x coordinate of the lower right corner Xjrc 2452 the x coordinate value Xobject(k)
can be estimated to be equal to % Using the orthogonal distance py 2460 from the

first Ro image for the scored candidate object 2448, the coordinate yobjecix) can be estimated
to be equal to px 2460. Thus, for each object within the NewObjectlist, a corresponding
respective location can be determined. This “location” value may be one of the object
features that are stored for each scored candidate object in the NewObjectlist for an image
frame. Thus, when a particular scored candidate object is identified in the NewObjectlist, this
object feature, or attribute, can be retrieved and used during image analysis and processing of

the image frame. One of ordinary skill will recognize that the “location” of a scored
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candidate object can be defined by a feature of the scored candidate object other than the
lower center of the center stringer, without departing from the scope of the present invention.
Once a respective location for each of the scored candidate objects is identified, then
step 2414 can identify all those scored candidate objects which are closer than a
predetermined distance to a particular scored candidate object, Object(k). In a two dimension
image frame, such as the one depicted in FIG. 24D, the distance, d, between two points (xg,

ye) and (X, yn) can be calculated according to

d = J (xg — xh)z + (yg — yh)z . Using this calculation for distance, the image analysis

computer, in step 2414, determines all scored candidate objects in the NewObjectlist that are

nearby Object(k) as those scored candidate objects that satisfy the following equation:

2 2
d= J(xobject(k) - xobject(i)) + (yobject(k) - yobject(i))

where:

k: 1s an index value of a particular scored candidate object, Object(k), within the
NewObjectlist for which the respective distance from Object(k) to all other scored candidate
objects is to be determined; & can range from 1 to N,

(Xobject(k)»Yobject(k)) are the x-y coordinate pair for the scored candidate object, Object(k);

i: is an index value of a particular scored candidate object, Object(i), in the
NewObjectlist; other than the value £, the index value 7 ranges from 1 to N so that the distance
of all other scored candidate objects from Object(k) can be determined;

(Xobject(i)Yobject(i)) are the x-y coordinate pair for the scored candidate object, Object(1);
and

d: is a predetermined allowable minimum distance between scored candidate objects,
wherein two candidate objects having a distance from one another that is less than or equal to
d are considered to be nearby one another. The value d, for example, can be 50 pixels.

As a result of testing the above equation, for a particular scored candidate object
Object(k), against all the other scored candidate objects within the NewObjectlist, the image
analysis computer 110 can determine if there are any scored candidate objects that are
determined to be nearby Object(k).

Because the coordinate values for a scored candidate object refers to pixel locations,
the distance between scored candidate objects refers to a distance between pixel locations.
However, the distance between pixel locations corresponds to a physical distance between
pallet structure, or potential pallet structure, that is being captured in the gray scale image.
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Accounting for the typical sizes of pallets, or a known range of sizes, and the corresponding
scale of the gray scale image, a physical distance between pallet structure can be correlated to
pixel distance of the gray scale image. If two (or more) scored candidate objects are closer in
pixel distance, e.g., 50 pixels, when using a large image size (e.g., 480x752 pixels) or 25
pixels for a smaller image size (e.g., 240x376 pixels), than could be physically possible with
two different pallets, then at least one of those candidate objects can be eliminated as a
possible candidate object because both (or all) of them can not correspond to actual pallet
structure in the gray scale image.

Thus, in step 2416, the image analysis computer 110 compares the respective
Scoreopiect for Object(k) to the respective Scoreopiect value for all the nearby objects identified
in step 2414. If the score of Object(k) is less than the score of any of the objects identified in
step 2414, then Object(k) is placed on the list for future deletion, in step 2418.

In step 2420, the image analysis computer 110 increments & and repeats the testing
process for the next scored candidate object of the NewObjectlist. Eventually, all the scored
candidate objects in the NewObjectlist are tested and all the scored candidate objects added to
the list for deletion can then be pruned from the NewObjectlist, in step 2422. Assuming that
one or more scored candidate objects were added to the deletion list, in step 2418, the index
value £ for the NewObjectlist now ranges from 1 to M where M < N. Referring back to Fig.
24D, a circle 2446 is shown that circumscribes a region that is d pixels in radius and centered
on the location 2458 of Object(k), i.e., scored candidate object 2448. Of the remaining scored
candidate objects (2466, 2470, 2472, 2474, 2486) depicted in Fig. 24D, Object(4) 2486 is
considered to be nearby Object(k) because its location (x4, p4)2488 is within the circle 2446.
Assuming that Object(4)2486 has a higher Scoregpiec: than Object(k) 2448, then Object(k) is
added to the deletion list in step 2418.

Under the assumption that the true pallet has the greatest pallet score, it is not possible
for the gray scale image to include two (or more) different pallet stringers that overlap within
a relatively small band of y-pixel values. Thus, if two (or more) scored candidate objects
have respective pallet stringers that do overlap in this small band of y-pixel values of the gray
scale image, then all but one of these scored candidate objects can be eliminated. As
described earlier, the y-pixel value for the lower center 2458 of the stringer 2454 can be
estimated by drawing a substantially horizontal line 2456 (e.g., £15°) through a prequalified
lower left corner 2450 of a scored candidate object 2448 and calculating an orthogonal

distance from the origin 2400 to that substantially horizontal line 2456 using the first Ro
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image. Thus, by comparing the respective orthogonal distances calculated for each respective
center stringer of each scored candidate object, those scored candidate objects that have
stringers within the same range of y-pixel values can be identified as being vertically local, or
simply “local,” to one another.

As noted above, Fig. 24D provides an example image frame having a plurality of
scored candidate objects 2448, 2466, 2470, 2472, 2474, 2486 each represented by a
corresponding, respective stringer. Of all the scored candidate objects that are in the
NewObjectlist, the strongest, or highest, valued candidate object, i.e., the one having the
highest Scoreopject value, for example, Object(m) 2466, can be selected to calculate the range
of y-coordinate values that define the band of interest. Object(m) includes object feature py,
2471, an orthogonal distance from an origin to a bottom pallet board line of Object(m). Using
this value, the upper y-pixel value 2462 of the band of interest is estimated to be at py, - V5
while the lower y-pixel value 2464 of the band is estimated to be at pm+Vs, where V
represents a predetermined number of pixels referred to as the vertical span and can, for
example, be about 50 pixels. All the scored candidate objects that happen to also have their
respective center stringer located within this band can be identified for elimination because
they have lower Scoreopject values than that of Object(m).

Thus, within that band of y-pixel values, one scored candidate object 2466 having the
maximum Scoreopect Of all the scored candidate objects within that band is selected to remain
in the NewObjectlist while all other scored candidate objects in that band of y-pixel values are
eliminated from the NewObjectlist.

As mentioned earlier, Fig. 24C provides additional details of a process that can be
implemented to accomplish process 2408 that can eliminate scored candidate objects based on
their y-coordinate values relative to one another. The process 2408 of Fig. 24C begins with
the NewObjectlist of scored candidate objects, which may have been reduced following step
2406 in Fig. 24A, and produces a new, potentially smaller list of scored candidate objects
referred to as KeepObjectlist. The use of two different lists of scored candidate objects is
merely one example of a way to test and prune scored candidate objects from a list of scored
candidate objects; one of ordinary skill will recognize that other functionally equivalent
methods of maintaining list structures within a programmable computer can be utilized
without departing from the scope of the present invention. Furthermore, the use of the term
“KeepObjectlist” is used merely for clarity in the following description to distinguish the list

of scored candidate objects in the NewObjectlist at the end of the process 2408 as compared
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to the list of scored candidate objects in the NewObjectlist at the beginning of the process
2408. At the end of the process 2408, in step 2440, the maintaining of a KeepObjectList
refers to the further pruned NewObjectList after all the scored candidate objects identified for
inclusion are identified. Thus, for a given image frame, there may be only one list of the
scored candidate objects in that frame that is maintained by the image analysis computer 110
and that list continues to be referred to as the NewObjectlist.

In step 2430, the process is initialized with the KeepObjectlist being an empty set of
scored candidate objects; as the process 2408 executes, this list will be populated with those
scored candidate objects that will continue to be identified as scored candidate objects in this
image frame. Next, in step 2432, the image analysis computer 110, determines if the list
NewObjectlist is an empty set. Initially, the NewObjectlist contains all the remaining scored
candidate objects from the image frame following step 2406 in Fig. 24A and so control passes
to step 2434 to identify a first scored candidate object from the NewObjectlist. In particular,
in step 2434, the image analysis computer 110 identifies the candidate object, Object(m),
which has the maximum object composite score value Scoregpec: Of all the candidate objects
within the NewObjectlist. Also, see Fig. 24D, this candidate object 2466 has associated
object feature py, 2471, an orthogonal distance from an origin to a bottom pallet board line of
Object(m). This particular scored candidate object is added to the list KeepObjectlist. Next,
in step 2436, the image analysis computer 110 identifies all scored candidate objects in
NewObjectlist that have a location whose y-coordinate location is within a particular span of
values.

Similar to the process described with respect to Fig. 24B, the location of a scored
candidate object can be defined a variety of different ways, but one way to define the location
of a scored candidate object is to identify the x-y coordinates of the lower center of the center
stringer as the object’s location. For any particular scored candidate object, Object(7), those
location coordinates can referred to as the pair (x;¢;, vrci). Using these respective coordinates
for each of the scored candidate objects in the NewObjectlist, the image analysis computer
110, in step 2436, can determine which scored candidate objects in the NewObjectlist are
located such that they have a y-coordinate value within £V of the value py, 2471; Vs can, for
example, equal 50 pixels. More particularly, Object(m) has a bottom pallet board line 2468
with an orthogonal distance to the origin 2400 of p»2471 and an associated angle ¢ 2476
from a horizontal line. Each of the other identified scored candidate objects, Object(i), has a

respective location (xzcy, vrc;) through which a line can be drawn at the same angle as ¢m
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2476 to calculate whether a scored candidate object is within the vertical range of interest
with respect to Object(m).

In particular, Object(1) 2470, in Fig. 24D, can be used as an example. The object
2470 has a location 2481 of (x;, p1) which can be referred to generically as (xzci, vzci). A line
2483 can be drawn at an angle the same as angle ¢, S0 as to pass through the location 2481.
An orthogonal line drawn from the origin 2400 to the line 2483 will also be collinear with the
orthogonal line py, 2471. The orthogonal distance from the origin 2400 to the line 2483 can
be calculated and is referred to as peaici 2463. In particular, a similar orthogonal distance can

be calculated for any Object(?) in the Objectlist according to the formula:

Pealei = X£.¢i SIN P + V70iCOS P

Thus, the image analysis computer 110 can use the location (xz¢;, vici) of each object,
Object(?), in the NewObjectlist to calculate a respective orthogonal distance, pealci, from that
object’s location to the origin 2400 in order to identify all the other scored candidate objects
that have a respective orthogonal distance within =V of the bottom pallet board line 2468 of
the Object(m). In other words, all scored candidate objects with stringers satisfying the

following inequality are identified in step 2436:

Equation 14:

Pm— Vs < -XrciSINQm + yrcicosPm < pm + Vs

All the scored candidate objects satisfying the above inequality, as well as Object(m),
are then removed, in step 2438, from the NewObjectlist by the image analysis computer 110.
As noted above, Object(m), i.¢., scored candidate object 2466, was previously added to the
list KeepObjectlist.

In the example image frame of Fig. 24D, only Object(2) 2472 satisfies the inequality
of Equation 14 when Object(m) comprises scored candidate object 2466. When the process
2408 of Fig. 24C executes, Object(2) 2472 is eliminated from the NewObjectlist in step 2438.

These steps are repeated until the image analysis computer 110 determines, in step
2432, that the NewObjectlist is empty. In step 2440, after the NewObjectlist is empty, the
KeepObjectlist is defined as an updated NewObjectlist, which may comprise a pruned version
of the previous NewObjectlist with which the process 2408 started. This version of the

NewObjectlist is used in analyzing the current version of the ExistingObjectlist, as described
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in detail below. As a result of such analysis, the ExistingObjectlist is updated based on the
information in the NewObjectlist. Once the ExistingObjectlist is updated, a next image frame
may be available for which a next NewObjectlist is created. Thus, a NewObjectlist is
conceptually the same for each image frame but the actual information and values in the
NewObjectlist will differ for each acquired image frame. Fig. 25 depicts a flowchart of an
exemplary process for tracking the scored candidate objects through different gray scale
image frames to further refine the determination of where a pallet structure is located within
the image frames. As the fork carriage apparatus 40 of the vehicle 10 moves, the location of
the scored candidate objects within an image captured by an imaging camera 130 on the fork
carriage apparatus 40 also appears to move within the different image frames. This
information from a series of captured image frames assist in determining which scored
candidate objects correspond to actual pallet structure.

In Fig. 25, step 2502 represents that the image analysis computer 110 maintains an
ExistingObjectlist, as discussed above, that includes records from one or more previous image
frames for the existing scored candidate objects that are presently being tracked. Scored
candidate objects are assigned to separate threads of tracked objects with each thread having a
unique identification tag, Tagopject. As mentioned, one attribute of each of the scored
candidate objects in the ExistingObjectlist is that object’s respective location. As before, the
location of a scored candidate object can refer to the coordinates of the lower center of the
center stringer for that scored candidate object. For example, an object, Object(r), 2602,
shown in Fig. 26A, has a location that is referred to by x-y coordinates (x,, y;). These scored
candidate objects 2602, 2604 of Fig. 26A are scored candidate objects that have been
identified and scored according to the techniques described above. Each of the scored
candidate objects are maintained in the ExistingObjectlist.

Each thread of tracked objects operates on a prediction and update cycle with each
thread having its own predictor. As described below in detail, using a Kalman filter to
accomplish such tracking is one approach; however, one of ordinary skill will recognize that
there are other known techniques to accomplish such tracking, as well. Given a change in
fork height a prediction is made of where the object moved to in the next image frame,
observations are made of actual object locations, if the appropriate conditions are met, these
new observations are matched to existing objects, and finally the object location predictor is

either updated using the new observations or the object thread is terminated and deleted.
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As described earlier, an imaging camera 130 can be coupled with the fork carriage
apparatus 40 of a vehicle 10. Because the movement of the fork carriage apparatus 40 occurs
in a controlled manner, the resulting displacement of the imaging camera 130 that occurs
between two moments in time can be calculated. For example, knowing the velocity that the
fork carriage apparatus 40 is moving allows the camera displacement between image frames
to be easily calculated. Alternatively, an encoder and wire or cable assembly coupled
between the fork carriage assembly 40 and the third weldment 36 may be provided for
generating pulses to the vehicle computer 50 in response to movement of the fork carriage
apparatus 40 relative to the third weldment 36 so as to allow the vehicle computer 50 to
determine the linear displacement of the imaging camera 130. Because two successive image
frames captured by the imaging camera 130 will have been taken from different perspectives,
the scored candidate objects will appear to be in different locations in the two different image
frames. These two successive image frames can be more casily referred to as “a prior image
frame” and ““a next image frame.” Based on an amount that the height of the fork carriage
apparatus 40 of a vehicle 10 changes between a prior image frame and a next image frame, in
step 2503, the image analysis computer 110 can respectively predict, in step 2504, where each
of the scored candidate objects from the prior image frame should be located in the next
image frame that is captured from the new position of the imaging camera 130. The image
analysis computer 110 will also define a prediction window surrounding each predicted
location in the next image frame for each scored candidate object from the prior image frame.
The prediction window(s) may be a variety of different sizes but embodiments herein
contemplate prediction circles with a radius of about 50 pixels for a larger image size and 25
pixels for a smaller image size. One of ordinary skill will recognize that other sizes and
shapes of prediction windows may be selected without departing from the scope of the
present invention.

For example, referring to Fig. 26A, there are three candidate objects, Object(r) 2602,
Object(s) 2604 and Object(t) 2606, in the ExistingObjectlist for the previous image frame.
These objects can be referred to as “existing objects” or “existing scored candidate objects.”
They have respective locations (X;, ¥r), (Xs, ¥s) and (X, yi) that represent their location at the
time the prior image frame was taken or acquired. When a next image frame is captured, as
shown in Fig. 26B, with the camera placement for the next image frame being a known
distance from the camera placement for the prior image frame, then the respective locations

(X', y'r) 2602, (X’s, y's) 2604 and (x’1, y't) 2606’ can be predicted in the next image frame of
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Fig. 26B. Further in Fig. 26B, prediction window 2601 defines a circular region centered
around the predicted location 2602’ of Object(r), prediction window 2603 defines a circular
region centered around the predicted location 2604’ of Object(s) and prediction window 2605
defines a circular region centered around the predicted location 2606’ of Object(t).

The image analysis computer 110 acquires, in step 2505, the next image frame at the
new camera location and then, in step 2506, determines the scored candidate objects in that
next image frame and their respective locations. Thus, concurrent with acquiring the next
image frame in step 2505, the image analysis computer 110 may also acquire, in step 2503,
the amount that the height of the fork carriage apparatus 40 of the vehicle 10 changes between
the prior image frame and the next image frame. As noted above, objects in a next image
frame can be referred to as “new objects” or “new scored candidate objects.” As shown in
Fig. 26B, the NewObjectlist for the next image frame includes five new objects, Object(a)
2610, Object(b) 2612, Object(c) 2614, Object(d)2616 and Object(e)2618. These scored
candidate objects are considered to be a new set of scored candidate objects from the next
image frame. Using the newly determined locations of the new set of scored candidate
objects, the image analysis computer 110 further determines, in step 2510, if there are any
new scored candidate objects that are located in each prediction window 2601, 2603, 2605.

The image analysis computer may identify a prediction window in the next image
frame that does contain one or more scored candidate objects. In this case the image analysis
computer 110, in step 2510, tentatively identifies that the existing scored candidate object
from the prior image frame has a matching new scored candidate object in the next image
frame. If only one new scored candidate object is within the prediction window in the next
image frame, then that new scored candidate object is considered tentatively matched with the
existing scored candidate object from the prior image frame (that was used to calculate the
prediction window). If, however, two or more new scored candidate objects are within a
prediction window in the next image frame, then further analysis is performed to select only
one of these scored candidate objects. As the same new object could conceivably match to
more than one existing object all matches are considered tentative and are resolved in step
2512.

The prediction window 2601 of Fig. 26B is an example of two or more new scored
candidate objects being located within a prediction window. In particular, the NewObjectlist
for the next image frame includes Object(a) 2610 and Object(b) 2612, which are both within
the prediction window 2601 that corresponds to the predicted location of Object(r) from the
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first image frame. Each of these candidate objects has a respective composite object score
Scoreopiect that is used, in step 2512, by the image analysis computer to determine whether
Object(a) or Object(b) is matched to Object(r). Each existing object is not considered to be
truly matched until all matches are resolved by step 2512.

In particular, the absolute values: |[Scoreopjec(T) — Scoreopjeci(a)| and |Scoreppject(r) —
Scoreopiect(b)| are evaluated such that the new object having the smallest absolute value (i.e.,
the new object that has the closest Scoregnject value compared to Object(r)) is considered the
tentatively matching new scored candidate object within the prediction window 2601. The
absolute score difference is minimized over all tentatively matched objects for a particular
existing object. In other words, for a particular existing scored candidate object, the new
scored candidate object in its tentative match list will be chosen as the existing scored
candidate object’s final match that minimizes the absolute score difference.

For example, in the image frame of Fig. 26B, the new scored candidate object
Object(b) may be tentatively matched with both Object(r) and Object(s) because it is located
in both prediction circles 2601 and 2603. Thus in step 2512, the image analysis computer 110
also evaluates the absolute values: [Scoregpiect(s) — Scoreopject(b)| and [Scoreopject(r) —
Scoreopiect(b)|, with the smallest absolute value revealing which of the existing objects 1s
matched with the new object Object(b). When a new object is matched with an existing
object, then the record for that existing object in the ExistingObjectlist will include updated
information such as the new object’s new location, updated prediction factors, and its
MatchCount value (the prediction factors and MatchCount value are described in more detail
below).

If a respective prediction window for a scored candidate object from the existing
objects does not include any new scored candidate objects, then the existing scored candidate
object is likely a falsely identified scored candidate object and may be discarded. However,
because of lighting, shadows or other artifacts introduced during acquisition of a gray scale
image, an actual pallet object may not be discernible in a particular image frame even though
it is discernible in other image frames. Thus, a single instance of an existing object not being
matched with a new object may not result in the existing object being identified as an object
to be discarded. A value, MatchCount, can be introduced as one of the attributes that are
stored for an existing object in the ExistingObjectlist.

As mentioned, the current version of the ExistingObjectlist includes scored candidate

objects. At least some of these scored candidate objects were also in the previous version of
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the ExistingObjectlist. That previous version of the ExistingObjectlist had its own
corresponding NewObjectlist with which it was analyzed. Based on that prior analysis, the
previous version of the ExistingObjectlist was updated based upon the information about
scored candidate objects from its corresponding NewObjectlist. The updating of the previous
version of the ExistingObjectlist resulted in the current version of the ExistingObjectlist and
this current version of the ExistingObjectlist is now being analyzed with respect to its own
corresponding NewObjectlist of scored candidate objects in the next image frame.

During this present analysis, the respective value for MatchCount for an existing
object in the current version of the ExistingObjectlist provides an indication of whether that
object failed to have a matching new object in the old NewObjectlist that was compared with
the previous version of the ExistingObjectlist. For example, during the current analysis, if
MatchCount presently equals “1”, then that indicates that this existing scored candidate object
failed to have a match in the previous analysis when the previous version of the
ExistingObjectlist was analyzed with respect to its own corresponding NewObjectlist.

When an existing object is ultimately resolved to match a new object, in step 2512, the
MatchCount for that existing object in the ExistingObjectlist is set to a predetermined value,
such as “2”, by the image analysis computer 110 in step 2514.

In step 2516, the image analysis computer 110, identifies existing scored candidate
objects, if any, that were not matched with one of the new objects. The image analysis
computer 110, in step 2518, then evaluates the respective MatchCount value for that existing
object to determine if it is equal to “0”. If so, then that existing object is no longer considered
a scored candidate object to be tracked in subsequent image frames and, in step 2520, it is
discarded. If the MatchCount value for the unmatched existing object is not equal to “07,
then the existing object is not discarded but, in step 2522, its MatchCount value is
decremented. In Fig. 26B, there is no new object located within the prediction window 2605
for Object(t). Thus, in this example, existing scored candidate Object(t) would not have a
matching new object in the NewObjectlist.

As will be described in more detail below, the past locations of the scored candidate
objects and the accuracy with which a prediction window was calculated and matched can be
useful in refining the way in which subsequent prediction windows are calculated. Thus, in
step 2524, the image analysis computer 110 updates the factors that it uses to calculate a
respective prediction window in a subsequent image frame for each of the scored candidate

objects.
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The image analysis computer 110, in step 2526, identifies new scored candidate
objects in the next image frame that do not correspond to any existing scored candidate
objects from the previous image frames. For example, in Fig. 26B, there is a new scored
candidate object Object(c) 2614 that is located outside of the prediction windows 2601, 2603,
2605 and 2607. Thus, this is a new scored candidate object that has no corresponding
existing scored candidate object in the ExistingObjectlist. In step 2526, the image analysis
computer 110 adds this new candidate object to the ExistingObjectlist and sets its
MatchCount value equal to “2”.

As mentioned above, Object(c) 2614 is a new object with no matching existing object
so Object(c) is added to the updated ExistingObjectlist. There is also another possibility of a
new object with no matching existing object. In Fig. 26A, there is an existing Object(u) 2608.
In Fig. 26B there is a predicted location 2608’ and a prediction window 2607. Within the
prediction window 2607 are two new scored candidate objects, Object(d) 2616 and Object(e)
2618. As mentioned above, in step 2512, the respective composite object scores of Object(u),
Object(e) and Object(d) are used to resolve the matching pair of objects. If for example,
Object(e) 2618 is determined to be the match for Object(u) 2608, then Object(d) 2616 does
not match any existing object in the ExistingObjectlist. Thus, Object(d) 2616 is added to the
updated ExistingObjectlist as a new scored candidate object to start tracking.

Using the updated ExistingObjectlist, the image analysis computer 110 in step 2528,
can provide updated object information to the vehicle computer 50 so that the graphical
display of the existing scored candidate objects can be updated.

The process of Fig. 25 then repeats itself for a third image frame, a fourth image
frame, etc. by returning to step 2504 for each iteration.

The values associated with pruning and predicting scored candidate objects may be
adjusted according to the image size. For example, the values provided above may be
appropriate for images which are 480x752 pixels in size. However, for images which are
240x376 pixels in size, the values may be adjusted so that each is approximately half of the
example values provided above. For example Vg can be 25 pixels instead of 50 pixels, the
prediction window (e.g., 2607 of Fig. 26B) can have a radius of about 25 pixels instead of 50
pixels, and the value for defining nearby objects (see step 2406 of Fig. 24A) can be 25 pixels
instead of 50 pixels.

Fig. 27A depicts a pallet 2702 in the physical world that has a lower center point that
represents the location 2704 of the pallet 2702. The location 2704 of the pallet 2702 depends
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on what frame of reference, or 3D coordinate system, is used to define the coordinates for the
pallet location 2704. As mentioned earlier, one aspect of the present invention relates to
detecting information beneficial to placing forks 42A, 42B of a vehicle 10 at one or more
openings of a pallet. Thus, a world 3D coordinate system (also referred to herein as “the
world coordinate system’) used to define the location of the pallet 2702 can have its origin
2706 located at a fixed location either on or near the vehicle 10, such as a fixed location on
the mast assembly having substantially the same Y location as the forks 42A, 42B when in
their lower, home position. In this embodiment, the world coordinate origin 2706 is fixed
such that the fork carriage apparatus 40 and the forks 42A, 42B move relative to the fixed
world coordinate origin. If the world coordinate system is oriented such that the Z direction is
parallel with the forks 42A, 42B and the Y direction is parallel to the direction of vertical
movement the forks 42A, 42B up and down, then the world coordinate origin 2706 can be
defined such that coordinates (X, Yw, Zw) of the pallet location 2704 can be determined. In
particular, these coordinates essentially represent a vector from the world coordinate origin
2706 to the lower center point (i.e., the location 2704) of the pallet 2702. The world 3D
coordinate system could also be located in front of the vehicle 10 on the floor and below the
forks 42A, 42B. In such an embodiment, the world 3D coordinate system would still be fixed
with respect to the vehicle 10 and move with the vehicle 10. Truck motion in the X and Z
directions may be accounted for via truck odometry.

The scene in the physical world being imaged by the imaging camera 130 can also be
referred to with reference to a location 2708 of the imaging camera 130. This is helpful
because transformation operations between pixel locations in an image and locations of
physical objects may be simplified when the locations of the physical objects are considered
as being relative to the camera location 2708. The camera coordinate system is also a 3D
coordinate system having three mutually orthogonal direction axes extending from an origin
point. Both the orientation of the camera coordinate system’s directional vectors and the
location of the camera coordinate system’s origin can differ from those of the world
coordinate system. Conventionally, it is known that transformation from one 3D coordinate
system to another can be accomplished using a rotation matrix and a translation vector that
represent the differences between the two coordinate systems. If (X, Y., Z.) are the

coordinates of the pallet location 2704 in terms of the camera coordinate system, then

X Xw tcy
Equation 15A: Yol = [Reaml | Yoo | + tcy]
Z. Zy tc,
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The coordinates (X, Yw, Zy) and the coordinates (X, Y, Zc) both identify the
location of the same point 2704 in the physical world. One set of coordinates (X, Yw, Zw) 18
with reference to the world coordinate origin 2706 and the other set of coordinates (X, Y.,
Z.) is with reference to the camera location 2708. In Equation 15A, [Ream] 1 @ 3x3 rotation
matrix between the two coordinate systems’ axes and the right-most term is the translation
vector, Team = [tCx, tCy, th]T, representing the translation between the origin 2706 of the world
coordinate system relative to the origin 2708 of the camera coordinate system. If the imaging
camera 130 is attached to the carriage apparatus 40, then as the carriage apparatus 40
including the forks 42A and 42B move up and down, the translation, tc, , of the imaging
camera 130 relative to the world coordinate origin 2706 will vary. As shown in Fig. 27A, this
translation value, tcy, can have one component, t,, that represents an amount of movement
along the mast assembly 30 that the forks 42A and 42B have moved relative to the fixed
world coordinate origin 2706 and can have a second component, typias, that represents a fixed
vertical offset between the imaging camera 130 relative to the forks 42A and 42B. As the
forks 42A and 42B move, the value of t, may vary; but the value of tyi,s will remain the
same. As mentioned earlier, the imaging camera 130 may be fixed to the carriage apparatus
such that it is in a position below the forks 42A and 42B (i.€., tybias < 0) but as the imaging
camera moves upward, the Y-coordinate of the camera coordinate system origin location
2708 may be located above the world coordinate system origin 2706 (i.e., (ty + tybias) > 0) as
shown in FIG. 27A. Also, as discussed below there may be a horizontal offset value typias as
well.

Fig. 27A depicts an embodiment in which the camera coordinate system has its axes
rotated about the X-axis 2707 by an angle 6. 2701. Thus, the Z-axis of the camera coordinate
system is referred to as Zg. 2703 to distinguish it from the world coordinate origin Z-axis
2705 and the Y-axis of the camera coordinate system is referred to as Yg. 2709 to distinguish
it from the world coordinate origin Y-axis 2711. The magnitude of the angle 6. 2701 may, for
example, be about 2.2263°; and, from the point of reference of the camera coordinate system,
the Z-axis of the world coordinate system is tilted downward at an angle of about -2.2263°.
In this embodiment, the coordinates (X, Y., Z.) of the pallet location 2704 in Equation 15A
would be defined in terms of the camera coordinate system axes(Xoe, Yoe, Zoe).

Fig. 27B depicts the geometry of an ideal pinhole camera model. The model for an

ideal pinhole camera involves a projection of the point (X, Y, Z¢) 2704 through the camera
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location 2708 onto an image plane 2712 that is a distance f, in the Zg, direction, from the
camera location 2708. There is a camera center 2714 which is the projection of the camera
location 2708 in the Zg. direction onto the image plane 2712. In the illustrated embodiment,
distance f'is a fixed distance equal to the camera focal length in the Zg direction.

Thus, the geometry of Fig. 27B provides the basis for the well-known pinhole camera

projection model for the pixel image coordinates:
Xeol = fx Ze

Vrow = [ y;,_z + Yo
where:

(Xc, Y, Z¢) are the three dimensional coordinates of the pallet location 2704
in the camera coordinate system;

(Xcol» Yrow) are the pixel location coordinates on the image plane 2712 of where
the pallet location 2704 projects according to the pinhole camera model;

(X0, yo) 18 the camera center 2714 and is the pixel location coordinates on the
image plane 2712 where the camera center (or the camera coordinate system origin)
2708 projects according to the pinhole camera model;

fx is the focal length, f, expressed in x-direction, or horizontal, pixel-related
units; and

f, is the focal length, f, expressed in y-direction, or vertical, pixel related units.

The above equations can be written in homogenous coordinates according to:

Xcol
Equation 16: A[yrowl 0 fy J’O

C

where A = Z,

C

C

Equation 15, from earlier, can also be written as:

X tey );W
Equation 17A:|Y, [Rcaml tey ||
Z t Zw

c CZ 1

Using Equation 17A, the projection transformation of Equation 16 can be written as:

Xcol 0 xo tex YW
Equation 18: 4 lymwl [0 fy yo [Ream] tcy ZW
tc, {"

In general terms, Equation 18 can be written as:
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X
Xeol YW fx 0 Xo
Equation 19A: A [ymwl = [Kl[Rcam | Teaml ZW where [K] = |0 f,
1 it 0 0 1

1

The 3x4 matrix [Reqm | Team] 18 often referred to as the extrinsic camera matrix.
The matrix [K] can be referred to as the intrinsic camera matrix for the imaging camera 130.
Typically, the values for the matrix [K] may be determined using a camera resectioning

5  process, as is known in the art. In general, an intrinsic camera matrix has the form:

fx VvV Xo
[K]=]0 fy Yo
0O 0 1

where:

(X0, Yo) 18 the camera center 2714 and is the pixel location coordinates on the
image plane 2712 where the camera center (or the camera coordinate system origin)
10 2708 projects according to the pinhole camera model;
fx is the focal length, f, expressed in x-direction, or horizontal, pixel-related
units; and
f, is the focal length, f, expressed in y-direction, or vertical, pixel related units,

and

15 y represents a skew factor between the x and y axes, and is often "0".

Example values for the intrinsic camera matrix, for a 480x752 pixel image, can be:
fr =783.1441, f, =784.4520, y =0, xo = 237.8432, y, = 380.7313
Example values for the intrinsic camera matrix, for a 240x376 pixel image, can be:
fx = 458.333344, fy = 458.333344, Yy =0, Xq = 142.282608, y, = 171300568
20
Equation 19A relates the pallet location 2704, up to a scale factor A, with a gray scale
image pixel location (Xcol, Yrow). This implies that the left and right sides of Equation 19A are

collinear vectors which results in a zero cross-product. The cross product equation is:
‘ Xcol );W
Equation 20A: lyrfwl X [K]l[Recam | Teaml ZZ =0
1
25 Prudent selection of the rotation matrix [Rcam] and the translation vector T, can
simplify the calculations involved in Equation 20A. In particular, if the world coordinate

system axes and the camera coordinate system axes are mutually aligned with one another,
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then the rotation matrix is simply a 3x3 identity matrix. However, the camera may typically
be rotated upwards an elevation angle, 6., as shown in Fig. 27A, such that relative to the
camera Zg.-axis, the world coordinate Z-axis is tilted downward by an angle - 6.. Such a

difference in the axes results one possible rotation matrix of:

1 0 0 ]

Equation 21: [Reqm,| = [0 cosB, —sin 6,
0 sin8, cos 8,

Additionally, the camera location 2708 can be selected so that it is translated relative to the
tc,

world coordinate origin 2706 by a translation vector, as mentioned above, of: [tcy] . Inan
tc,

exemplary embodiment, the imaging camera 130 is attached to the vehicle frame in such a
way that it has the same Z-coordinate value as the world coordinate origin 2706 (i.e., tc, = 0)
but has an X-coordinate value offset from the world coordinate origin 2706 by a bias value
(i.e., tcx = txvias). As mentioned above, as the fork carriage apparatus 40 moves up and down,
the translation of the camera 130 relative to the world coordinate origin 2706 also changes in
the Y direction. Accordingly, the camera translation vector may be realized as:

te,
M _
tc,

txbias
ty + tybias

0
Given that:
fx 0 Xo 1 0 0 Lxbias
[K] =10 fy Yo ’ [Rcam1| Tcam] = |0 cosbe —sin b, (ty + tybias)
0 0 1 0 sinf, cosO, 0
Equation 20A simplifies to:
Xcol f;c xOSinee XOCOSQE fxtxbias );.W
YVeow| X |0 fycosee + y,5iné, —fysinee + y,cos6, fy(ty + tybl-as) ZW =0
. w
1 0 sin @, cosf, 0 1

which simplifies to Equation 22:

Xcol wax + YWXOSinQe + ZWXOCOSQe + fx(txbias)
[yrow X Yw(fyCOSQe + yOSinee) + Zw(_fySinee + yOCOSQe) + fy(ty + tybias) =0
1

Y, sin8, + Z,,co0s0,
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calculating the first two elements of the cross product provides two linear equations

referred to collectively as Equation 23:

—Xwfy — Ywxosinl, — Z,x9c050, + x.01(Y,,sin6, + Z,,c050,) — [ (txpias) = O

YVrow Yy Sinb, + chosﬂe)—Yw(fycosﬂe + yosinﬁe) - ZW(—fysinﬁe + yocosﬁe) — @y + typias) =0
In matrix form, the above two equations can be written as Equation 24A:

Xw

_fx (xcol - xO)Sinee (xcol - xO)COSQe ]

[ fx(txbias)
0 (Yrow — Yo)sinbe — fyCOSQe (Yrow — Yo)c0s0, + fySinee

fy (ty + tybias)

w
Zw

Thus, for a particular gray scale image which is acquired when the imaging camera

130 is positioned at a location (¢t , (¢t + t,,,)) relative to the world coordinate origin 2706,
y

xbias
there is an image pixel location (Xcol, Yrow) Which corresponds to the location (X, Yw, Zw)
2704 of the pallet 2702. Thus, a scored candidate object having an image pixel location (Xco1,
Vrow) (See, for example, FIG. 24D object 2448 and location 2458) also has an associated
location (Xy, Yw, Zw) 2704 in the physical world. Thus, this scored candidate object in image
space has associated with it a height Yy, that is the height in the physical world of the pallet
that corresponds to that scored candidate object. The height Yy, can simply be referred to as
"the height of the scored candidate object” as a shorthand way of stating that the scored
candidate object at location (Xcol, Yrow) in image space has an associated height Y in the
physical world of a corresponding pallet at location 2704. As discussed below, the image
pixel location (Xcol, Yrow) corresponds to a measured value in image space. If the imaging
camera 130 changes its position and a second gray scale image is acquired then Equation 24A
still holds true for (X, Yy, Zy) but there will be different values for ¢, and (Xcol, Yrow). Thus,
for each different image frame acquired there are respective values for t,, and (Xcol, Yrow), SO

Equation 24A can more clearly be written as:

Equation 25A:

_fx (xcoln - xO)Sinee (xcoln - xO)COSQe ] XW

_ [ [ txbias
0 (ymwn — yo)sinee — fycosee (ymwn — yo)cosee + fysinee

fy (tyn + tybias)

w
Zw

where 7 18 an index value denoting the image frame in a sequence of acquired image

frames, t,piqs is the horizontal translation of the imaging camera 130 from the world coordinate
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origin 2706, and t,, + typiqs 1 the vertical translation of the imaging camera 130 from the
world coordinate origin 2706 corresponding to when image frame # is acquired. The image
pixel location (Xco1,,, Yrow,) can be referred to as one "observation” of the pallet location

2704 in image space. The pair of equations in Equation 25A can be collected together for

5  multiple observations of the same pallet location 2704 to provide a series of equations, as

follows:
Equation 26A:
__fx (xcoll - xO)SinHe (xcoll - xO)COSQe ] r fxtxbias
0 (ymw1 - yo)sinHe — fy€0s58, (ymw1 - yo)cosee + fysinf, fy(ty, + typias)
_fx (xcolz - xO)SinQe (xcolz - xO)COSQe XW fxtxbias
0 (yrowz - yO)SinQe - fyCOSQe (yrowz - yO)COSHe + fySinQe YW = fy(tyZ + tybias)
—f (Xco1, — X0)Sind, (Xco1, — Xo)cos6, Zw [ txbias
0 (ymw3 — yo)sinHe — fyCOSQe (ymw3 — yo)cosee + fysinHe fy(tya + tybias)
This equation can be conceptually written as Equation 27:
X
10 [A] | Yw | = [B] which can be manipulated to form:
Zy
X
Equation 28A: Y, | = ([A]7[A]D*[A]"[B] where:
Zy
__fx (xcoll - xO)Sinee (xcoll - XO)COSHQ i
0 (ymw1 — yo)sinee — fycosee (ymw1 — yo)cosee + fysinee
_fx (xcolz - xO)Sinee (xcolz - XO)COSHQ
[Al=] 0 (ymWZ — yo)sinee — fycos8, (ymWZ - yo)cosee + fysind,
_fx (xcolg - xO)Sinee (xcolg - XO)COSHQ
0 (ymw3 — yo)sinee — fycosee (ymwg — yo)cosee + fysinee

fxtxbias
fy(ty1 + tybias)

fxtxbias
fy(tyz + tybias)

fxtxbias

fy(ty3 + tybias)

and [B]

Once there are two or more observations for a pallet location 2704, Equation 28A

provides more equations than unknowns and can be solved using a least-squares method to
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estimate the pallet location (Xy, Y, Zy) in terms of the world coordinate origin 2706.
Additionally, waiting until there is at least some minimum distance between two observations
is beneficial as well. For example, it is preferred that there be at least a minimum fork

difference (i.e., |t ty,| = 1inch), before a pallet location (X, Yw, Zy) is estimated.

Yi+1)
The rotation matrix [R cam 1] of Equation 21, developed using the configuration of
FIG. 27A, only contemplates rotation of the camera coordinate system relative to the X-axis
(e.g., angle 6. 2701) of the world coordinate system. However, the rotation matrix for a
camera can be generalized to account for rotation of the camera coordinate system relative to
all three axes of the world coordinate system, as shown in Fig. 27E. In Fig 27E, the axes
(2707',2711', and 2705") of the camera coordinate system are shown relative to the axes of
the world coordinate system (2707, 2711, 2705). In particular, 82762 can represent the
rotation of the camera coordinate system relative to the X-axis 2707 (referred to as an
elevation angle), 8y 2764 can represent the rotation of the camera coordinate system relative
to the Y-axis 2711 (referred to as a pitch angle), and 6, 2766 can represent the rotation of the
camera coordinate system relative to the Z-axis 2705 (referred to as a deflection angle). As a
result a camera coordinate system will result having its axes (2707', 2711, and 2705') rotated
with respect to the world coordinate system axes (2707, 2711 and 2705) by an amount that
represents a combination of the individual rotation angles 0, 2762, 8, 2764, and 8, 2766.

Each angle of rotation provides one component of the overall rotation matrix for the camera.

1 0 0
Equation 29A: [Rcamx] =10 cosb, —sin Qx]
[0 sin 8, cos 0,

[ cos®, 0 sin 0,

Equation 29B: [Reqm | = 0 1 0
_—sin Hy 0 cos Hy

Equation 29C: [Rcamz] =|sin 8, cosb, O
0 0 1

[cosB, —sin 0, 0]

The more generalized, or full, rotation matrix is the multiplication of these three

component matrices together to provide Equation 29D:

cos0,cos0, —sin g,cos0, sin 0,
[Rcamfu”] = | sinf,sinf,cosf, + cosO,sin 8, —sinb,sinb, sinb, + cosB,cosh, —sin 6,cosb,
— sin 8,,cos0,cos0, + sin G,sin §,  cosO, sin 0, sin §, + sin G,cos0, cos0,cos0,
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However, rather than a full rotation matrix, aspects of the present invention
contemplate a rotation matrix with one rotational degree of freedom about the x-axis and
another rotational degree of freedom about the z-axis. As described above, the angle of
rotation about the x-axis is typically referred to as the elevation angle 0.. The angle of
rotation about the z-axis can be referred to as the deflection angle and denoted by @gen. The

three components of this particular example rotation matrix are provided by:

1 0 0
Equation 30A: [Rcqm, ] = |0 cosBe —sin ee]
[0 sin B, cos B,
(1 0 O
Equation 30B: Reqm, | = [0 1 0]
0 0 1

Equation 30C: [Rcamz] = [sin @gqen  COSQPgen O

0 0 1

Multiplying these three component matrices together provides an exemplary rotation

COS@defy  —SIN Pgeq 0]

matrix provided by Equation 30D:

COSPef —Sin Pgep 0
SN Pgef €OS B  COSPgen COS B, —sin B,

Sin Pgef SIN B.  COSQqeq SiN B, cOS B,

[R camz] =

Using this rotation matrix (instead of the one of Equation 21) will produce a pair of
linear equations analogous to those of Equation 24A. In particular, these two linear equations

are provided by Equation 24B:

. . . . p;
—fxCOS(Pdeﬂ + (xcol - xo) SIN Peq SIN ee (xcol - XO)COS(pdeﬂ sin ee + fxsul(pdeﬂ (xcol - XO)COSQE ] )
(Orow — Yo)sinbe — fyCOSQE) Sin @gen (Orow — Yo)sinbe — fyCOSQE)COS(pdeﬂ Orrow — Yo)cosbe + fySinee ;

— [ fx(txbias)
fy(ty + tybias)

and can be collected together for multiple observations of the same pallet location 2704 to
Xy
Yy
Zy

provide a series of equations that can be solved for in a manner similar to that of

Equation 28A.
For simplicity, the different rotation matrices of Equations 21, 29D, and 30D can be
conceptualized as Equation 30E where:
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Substituting the notation of Equation 30E into Equation 20A and assuming that

Uxbias
[Teom] = (tyn + tybias) , a pair of linear equations analogous to those of Equation 25A can

0

be determined for any rotation matrix [R.qpn,]. This pair of linear equations can be solved for

5  the pallet location (Xw, Yw, Zw) and are given by Equation 30F:

X
[an bn Cn] YW — [ fx (txbias)
d, e, fn ZZ fy (tyn + tybias)

where:
Apn = XeotpT20 — fxToo — XoT20
b, = XeolpT21 — fxTo1 — XoT21
Cn = XcotyT22 — fxToz — XoTa2
dp = YrownT20 — fyTi0 — YoT20
€n = YrowpT21 — fyTi1 — YoT21
fo= YrowpnT22 — fyTiz — YoTaz

Similar to before, multiple observations of a pallet location can be collected and used
to solve for the pallet location (Xw, Yw, Zw) in a least squares manner. Thus, using this

10  notation, an equation analogous to Equation 28A can be calculated according to:

Xw
Equation 31A: | Yy, | = (JA]T[AD "[A]T[B] where:
Zy,
ra, bl 1 [ fxtxbias
dl e fl fy(ty1 + tybias)
a2 b2 C2 fxtxbias
[4] = d, e, [, and [B] = fy(tyz + tybias)
as bz ¢ f txbias
ds €3 f 3 £y (ty, t typias)

The elevation angle,8,, (or in the more general full rotation matrix, the angle 6,)

15 which in the above equations, represents the rotation of the imaging camera axis about the X-
axis may include more than one component that contributes to the overall angle. For
example, the elevation angle 6, may include a first component that corresponds to a fixed
rotation angle B, based on an angle at which the imaging camera 130 is mounted on the fork

carriage apparatus 40 and a second component that corresponds to an angle B¢ at which the
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vehicle forks 42A and 42B may be tilted relative to the carriage support structure 44A via the
tilt piston/cylinder unit 44D. Thus, in the above equations, 8¢ = (0 + ).

The contribution of the fork elevation angle 8, to the overall elevation angle 6, can
be measured by a conventional tilt angle sensor (not shown) associated with one or both of
the carriage support structure 44A and the fork carriage frame 44B. This conventional tilt
angle sensor may have a resolution of about 0.001 degrees and provide the tilt angle of the
forks 42A, 42B to the vehicle computer 50, which can communicate this information to the
image analysis computer 110. The contribution of the camera elevation angle 8, to the
overall elevation angle 6, can be determined by an extrinsic calibration routine, as explained
in detail below.

If both components of angle 0, (i. e.,0,. and 8, f) are constant values, then
determining and using the elevation angle 6, for any of the above equations is relatively
straightforward. In certain embodiments, the imaging camera 130 is mounted on the fork
carriage apparatus 40 so that its elevation angle 8,. does not change between image frames.
However, the elevation angle component due to tilting of the forks, 8,¢, may change between
image frames. Under these circumstances, the rotation matrices discussed above can be
manipulated to account for the potential variability of 8.

Referring back to Equation 21, one example rotation matrix is provided by:

1 0 0
0 cosb. —sin He]
0 sinf, cosé,

[Ream, ]| =

where, as mentioned, 6, = (0, + 0.¢). An intermediate rotation matrix can be constructed

that only accounts for the contribution of the camera angle 6, according to:

1 0 0 ]

[R’caml] = [0 cos0.c —sin 6,,
0 sin 6,. cos 6,

Using this intermediate rotation matrix, an intermediate extrinsic camera matrix can

be written as:

1 0 0 txbias
[R,camll Tcam] =10 COseec —sin eec (ty + tybias)
0 sinf,, ¢c0sOec 0
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One way to modify this intermediate extrinsic camera matrix is to post-multiply by a rotation
matrix that accounts only for the contribution of the fork tilt angle 8.¢. To perform this

multiplication, the typical 3x3 rotation matrix can be expanded to a 4x4 matrix according to:

1 0 0 0
0 cosl —sinB, O
0 sinf, cosf, O

0 0 0 1
and then performing the post-multiplication described above:
1 0 0 0
0 cos@ —sin 0 0
R’ T x ef ef
(R cam, | Team] 0 sin@, cosf, O
0 0 0 1
results in Equation 31B:
1 0 0 txbias
0 c0oS0pcOSOcr —Sinb, Sinb,r  —COS O, SiNByp —SiN O, COSOp (T, + typigs)
0 sin B, cosOyr + €OS Oy SIN O — SiN B, SINOp + COS O COS O 0

Using the two geometrical identities:
cos(a + b) = cos(a) cos(b) — sin(a) sin (b)
sin(a + b) = sin(a) cos(b) + cos(a) sin (b)
Equation 31B can be simplified to:

1 0 0 txbias
0 cos(@,. + Hef) —sin(f,. + Hef) (ty + tybias)
0 sin(gc +0cr)  €OS(Opc + ) 0

Which can be further simplified to be:

1 0 0 txbias
0 cosB, —sin 8, (t, + typigs) | which is simply [Ream,| Team].
0 sinf, cosB, 0

This technique may be used, in general, with any of the extrinsic camera matrices discussed
above so that any extrinsic camera matrix which is formed using a rotation matrix based on
6. (c.g., Equations 21, 29D, 30D or 30E) can be constructed from a respective intermediate
extrinsic camera matrix using an intermediate rotation matrix based on 6, that is then post-
multiplied by a rotation matrix that is based on 8.

As mentioned earlier, the amount that the forks 42A and 42B tilt (i.¢., 8,¢) may vary
between each image frame that is acquired. Thus, the elevation angle 6, (or more generally
6,) can vary between image frames as well. Accordingly, Equations 25A and 26A can be

modified to account for the variability of the elevation angle 6., as shown below:
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Equation 25B:

—fx (xcoln - xO)Sineen (xcoln - xO)COSQE—’n ] );W _ [ fxtabias
0 (Vrow, — Yo)sinbe, — £,c058,  (Vrow, — ¥o)c0s6,, + f,sinb, ZV‘; fy(ty, + tybias)
and Equation 26B:

[—fx (xcoll - xO)Sin961 (xcoll - xO)COSQel 1 r fxtxbias
0 (ymw1 — yO)Sin@e1 — fycos@e1 (ymw1 — yo)cos@e1 + fysin@e1 fy(,ty1 + typias)

_fx (xcolz - XO)SinQZ (xcolz - XO)COSQeZ XW fxtxbias
0 (ymw2 — yo)sin@e2 — fycosb,, (ymw2 — yo)cos@e2 + f,sinb,, 1Z/W = |y, + typias)

—fx (Xco1, — X0)Sinb,, (Xco1, — Xg)coS0,, w f  txbias
0 (ymw3 — yO)Sin@e3 — fycosb,, (ymw3 — yo)cos@e3 + £, sinf,, fy (ty, + tybias)

However, even with the variability of 6, that can occur between image frames, the
5  technique for solving for pallet location (X, Yw, Zw) remains the same. Although, for each

image frame, the image analysis computer 110 may also now store 8, , in addition to (x¢o;,,

Yrow,) and t,, . Accordingly, equations 25B and 26B can be rearranged to provide Equation

X
288 |Y, | = (I ADHAT[B] where:
Zy
__fx (xcoll - xO)Sineel (xcoll - XO)CO.S‘@el ]
0 (ymw1 — yo)sinee1 — fycos8,, (ymw1 — yo)cosee1 + fysinb,,
_fx (xcolz - xO)Sineez (xcolz - XO)COSQQZ
[AT=] 0 (ymWZ — yo)sineez — fycos0,, (ymWZ — yo)cosee + fsinf,,
_fx (xcolg - xO)Sin033 (xcolg - xo)coseeg
0 (ymw3 — yo)sineeg — fycosee3 (ymw3 — yo)cosee + fysin@e,3

[ f;C txbias i
fy(ty1 + tybias)
f;ctxbias
fy(tyz + tybias)
f;C txbias
fy(ty3 + tybias)

and [B]

In the above examples, one assumption was that the movement of the forks t, occurs
10  substantially in the direction of the Y-axis 2711 of the world coordinate system. However,
the mast assembly 30 may not necessarily align with the direction of the world coordinate
system Y-axis 2711. As shown in Fig. 27F, a vector 2775 may represent a direction of the

mast assembly 30 with respect to the world coordinate system.
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Thus, in Fig. 27F, there is a vector I_/)mast2776 that represents a position 2770 of the
forks 42A and 42B, along the vector direction 2775, in world system coordinates relative to
the world coordinate origin 2706. The position 2770 of the forks 42A and 42B can be
considered as an origin of a fork coordinate system that along with three orthogonal axes

5 2707A,2711A, and 2705A define a fork coordinate system. Within the fork coordinate
system a vector l_/}orks 2774 represents a location 2704 of a pallet in fork system coordinates
relative to the fork location 2770. As discussed before, there is a camera location 2708 that

defines an origin of a camera coordinate system that along with three orthogonal axes 2707B,

2711B, and 2705B define a camera coordinate system. Accordingly, there is a vector

10 I_/;am2778 that represents the location 2704 of the pallet in camera system coordinates relative
to the camera location 2708.

The axes 2707B, 2711B, 2705B of the camera coordinate system may be rotated
relative to the axes 2707A, 2711A, 2705A of the fork coordinate system and may also be
translated relative to the fork coordinate system as well. Thus, the pallet location 2704 in the

15  fork coordinate system can be transformed into a location in the camera coordinate system

according to Equation 15B:

XC Xf th xbias
YC = [Rcam—forks] Yf + tcfybias
Ze Zf th zbias

where :

X
Y.
Zc

=

Veam =

the coordinates of the pallet location 2704 in camera system

20  coordinates;

rcfy, rcfy; rcfy,

[Rcam_ forks] = [rcflo refyy rcflzl a rotation matrix that represents the
rcfyy rcfy;  rcf,,

rotation of the camera coordinate system relative to the fork coordinate system,;
i
17}0,,(5 = [Y| the coordinates of the pallet location 2704 in the fork coordinate
Zs

system; and
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th xbias
tcfypias | is a translation vector representing a displacement of the camera
th zbias

coordinate system origin 2708 relative to the fork coordinate system origin 2770 along the
direction of the axes 2707A, 2711A, and 2705A of the fork coordinate system.
The location of the fork coordinate system origin 2770 is provided according to

Equation 15C:

0
177mast = [Rmast—world] lty‘
0

where:

Vinase 15 the location, in world system coordinates, of the fork location 2770;

[Rimast—worta]l = [TMWie rmwy;  rmwi,| g rotation matrix that represents the

rotation of the mast assembly 30 relative to the world coordinate system axes 2707, 2711, and
2705; and

0
[ty] is a translation vector representing the displacement of the forks 42A and
0

42B from the world coordinate origin 2706 in a direction along the vector 2775.
If the axes 2707A, 2711A, and 2705A of the fork coordinate system are rotationally
aligned with the axes 2707, 2711, and 2705 of the world coordinate system, then the vector

—

Viworia2772 is, by vector addition, given according to Equation 15D:

Vworta = Vmase + Vforks

Multiplying both sides of Equation 15D by [Rcam_ forks] provides :

[Rcam—forks] Vworld = [Rcam—forks] Vmast + [Rcam—forks] Vforks
which, by substituting in Equation 15C, provides:

0

ty
0

The terms of Equation 15B can be rearranged to provide that:
X, th xbias Xf

Yo | — [t¢fypias| = [Rcam_ forks] Yr | which can be substituted in the above
ZC tcfzbias Zf

equation to provide Equation 15E:

[Rcam—forks]‘_/)world = [Rcam—forks][Rmast—world] + [Rcam—forks]‘_/}orks
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. 0 Xc tcfxbias-
[Rcam—forks]vworld = [Rcam—forks] [Rmast—world] by |+ Yol - tcfybias
0 ZC tcfzbias_
The terms in Equation 15E can be rearranged to produce Equation 15F as follows:
. 0 tCfxbias X
[Rcam—forks]vworld - [Rcam—forks] [Rmast—world] ty + tcfybias = Yc
0 tcfzbias ZC-

The two 3x3 rotation matrices [Rcam_ forks] and [Ropast—woria] multiply together to

form a composite 3x3 rotation matrix with elements whose values depend on both

I‘Cflo I‘Cfl 1 I‘Cfl 2 rleo rle 1 rlez
rCfZO rCf21 I'szz I‘mWZO I‘mW21 rmWZZ

rcfy, rcfy; rcfy, rmwg, I'mwgy; I'mwg,
and . However, when multiplied out

0
5  with the translation vector [t ], the result is a 3x1 translation vector that can be
0
aT’

t
conceptualized as [ﬁr ty] where the values for o, B, and y; depend on the elements of the
Vr ty

composite rotation matrix. Thus, Equation 15F can be rearranged to provide Equation 15G:

Xc Xw ar ty tcfxbias
Yol = [Rcam—forks] Yy ﬁrty + tcfybias
¢ ZW Vr ty tcfzbias
where:
XW
10 Vworta = | Yw | 1s the location in world system coordinates of the pallet
Zy
location 2704.

Incorporating the negative sign into the values o, B;, and y; allows Equation 15G to be

written more simply as Equation 15H:

X, XW arty + tcfxbias
Yol = [Rcam—forks] Yol + ﬁrty + tcfybias
ZC ZW yrty + tcfzbias

which is similar in form to the original Equations 15A and 17A discussed above.

15 Thus, similar to Equation 17A, Equation 15H can be rewritten in homogenous coordinates as

Equation 17B:
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X, arty + tcfrbias );W
Yol = [Rcam—forks] ﬁrty + tcfybias ZW
Ze Vrty + tcfzbias W

Thus, Equation 17B represents an alternative way to calculate camera coordinates

Xc
of the pallet location 2704. This alternative method takes into account that the

Ze
displacement ty along the direction of the vector 2775 (e.g., the mast assembly 30) does not

5  necessarily occur in the same direction as the Y-axis 2711 of the world coordinate system.
Similar to Equation 19A discussed above, camera coordinates in accordance with this

alternative method are related to image pixel locations according to Equation 19B:

Xeol Ay ty + th xbias XW fx 0 X
|:yTOW:| [Rcam—forks] ﬁr ty + tcfybias where [K] =10 fy Yo
yrty + tcfzbias 1W 0 0 1

Parameter estimation practicalitics suggest some changes may be made to Equation
19B. A non-zero value for tcf s may imply a multiplicity of solutions. Second, it has been
10  observed that attempts to estimate 3, tend to produce a trivial solution of all zeros. Hence, two
assumptions may be made that help simplify Equation 19B: first, the value of tcf s = 0 and,
secondly, B, = 1. Using these assumptions, Equation 19B can be written as Equation 19C:

col art + tcfxblas W
[Yrowl = [K] [Rcam—forks] ty + tcfyblas W
W

When solved, the particular form of Equation 19C shown above results in height
estimates, 1.c., values for Y, that have an appropriate magnitude but are negative in sign.

15 Thus, other algorithms and methods that perform calculations using a Y value can be
appropriately designed to account for the negatively signed Yw values. Equation 19C relates
the pallet location 2704, up to a scale factor A, with a gray scale image pixel location (Xcor,
Vrow). This implies that the left and right sides of Equation 19C are collinear vectors which

results in a zero cross-product. The cross product equation, similar to Equation 20A is:

Xcol arty + tcfxbias XW

20 Equation 20B: [ymwl x [K1|  [Ream-forks] ty + tCfypias ||,*|=0
Vrty 1

Similar to the steps discussed above, the cross-product equation of Equation 20B
provides a pair of linear equations that can be collected for a number of observations and
solved for the pallet location (X, Yy, Zy). For a single observation, #n, of a pallet when the
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displacement of the forks 42A and 42B is t,, , the two lincar equations are given by Equation
30G:

X
[an b, Cn] YW _ [fx(tcfxbias ta.t, )— Vrtyn(xcoln — Xo)
| =
dn €n fn Zw fy(tyn + tcfybias) - Vrtyn(yrown - yO)

where:
an = xcolnTCfZO — fxrcfoo — XoTCf20
b, = XcolnT'Cf21 — fxrcfor — XoTCf21
Cn = xcolnrcfzz — fxTCfoz — XoTCf22
dp, = }’rownrcfzo - fyrcflo — YoT¢f20
€n = yrownrcf21 - fy’"cfll — Yo Cfo1
fo = }’rownrcfzz - fyrcflz — YoT¢f22

Similar to before, multiple observations of a pallet location can be collected and used
to solve for the pallet location (X, Yw, Zw) in a least squares manner.

The above methods for solving for the pallet location (Xy, Yy, Zy) may be susceptible
to error in the sense that one bad observation may undesirably skew the least-squares

estimate. Thus, in a set of observations (Xcor,,, Yrow,,) for a pallet location 2704 there may

be one or more observations that should not be considered when solving Equation 28A (or
Equation 28B or Equation 31A) for the pallet location. RANSAC is an abbreviation for
"RANdomSAmple Consensus" which is an iterative method to estimate parameters of a
mathematical model from a set of observed data which contains outliers. A basic assumption
is that the data consists of "inliers" which are data whose distribution can be explained by
some set of model parameters, and "outliers" which are data that do not fit the model. In
addition to this, the data can be subject to noise. The outliers can come, for example, from
extreme values of the noise or from erroneous measurements or incorrect hypotheses about
the interpretation of data.

Fig. 27D depicts a flowchart of an exemplary method of applying RANSAC to the
multiple observation image pixel locations used to determine a pallet location (Xw, Yw, Zw).
Each iteration of the RANSAC method selects a minimum sample set which is then used to
identify a respective consensus set of data. By repeating such iterations for different
minimum sample sets, more than one consensus set can be identified. Ultimately, the largest
consensus set from among the different consensus sets can then be used when performing

subsequent calculations.
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For a scored candidate object in the ExistingObjectlist, there will be a number of
different observation image pixel locations (xco Ly Yrow n) collected from » image frames

associated with that particular scored candidate object in the ExistingObjectlist, wherein the
actual pixel location corrected for image distortion, as discussed below, is stored in the
measurement list of the ExistingObjectlist. In step 2730, the image analysis computer 110
determines if there are more image pixel locations to test or if a predetermined maximum
number of iterations have been performed already. Initially, all the different observation
image pixel locations, i.c., which comprise actual pallet pixel coordinates corrected for image
distortion, are available for selection, so the process continues with step 2732. In step 2732,
the image analysis computer 110 randomly selects two of these observation image pixel
locations, which can be referred to as a minimum sample set (MSS). The two observation
image pixel locations are flagged so that they are not used again in a subsequent iteration.
Using the MSS, the image analysis computer 110 solves Equation 28A (or equation 28B or
equation 31A), in a least squares manner, for (Xw, Yw, Zy), in step 2734. For example, if
respective image pixel locations from gray scale images n=3 and n=6 are randomly selected,

then Equation 26B is realized as:

—fx (Xcor, = Xo)sind,, (Xcor, — Xo)c0S0,, Ffebxbias

0 (yT0W3 - YO)SinQeg, — fycosb,, (yTDW3 - yO)COSQE3 t fysind,, [);Wl _ fy(ty3 * typias)
_fx (xc016 - XO)SiTlQ% (xc016 - xO)C059e6 ZX B fxtxbias

0 (ymw6 - yo)sinee() — fycos6,, (ymw6 - yo)cosee6 + f,sin0,, fy(ty(, + tyvias)

and can be used, as shown in Equation 28B, for example, to estimate a least-squares solution
for (X, Yw, Zy). This solution can be referred to as the “MSS model” as it is the estimate for
(Xw, Yw, Zw) using only the MSS. In step 2736, an error value is calculated that is based on
the error between each image pixel location in the MSS and the MSS model. In particular,
the squared error of each observation image pixel location with the MSS model is calculated.
For example, the squared error, €,, where rotation of the camera coordinate system about only

the X-axis is contemplated, may be calculated according to:
Equation 32A:
. 2
&n = (Zw(xcoln - XO)COSHQn + Yw(xcoln - xO)Slneen - wax - fxtxbias) +

2
(Zw ((YTuwn - YO)COSQen + fySinQen) + Yw ((YTuwn - YO)SinQen - fyCOSQEn) - fy(tyn + tybias))

In the more general case, where the conceptual rotation matrix [R .4, ] of Equation

30E is used, then the squared error, €,, may be calculated according to Equation 32B:
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2
& = (aan + bnYw + CnZw - fxtxbias)2 + (anw + enYw + fnZw - fy(tyn + tybias))

In the specific MSS of this example, two squared error values (i.c., €3 and &) are
calculated in step 2736. Using these two squared error values, the standard deviation, o, for
the two error values is calculated and, in step 2738, the image analysis computer 110
calculates a threshold value, 9, according to:

Equation 33:

6 = 1.00,

In step 2740, the image analysis computer 110 determines, for this scored candidate
object, a respective error for each of the remaining observation image pixels locations not in
the MSS by employing Equation 32A (or Equation 32B) and the X, Yy, Zy values, i.c., the
MSS model, determined by way of Equation 28A (or Equation 28B or Equation 31A) using
the MSS. The image analysis computer 110 then determines all of the observation image
pixel locations, i.¢., those not in the MSS, that have an error (according to Equation 32A or
32B) that is less than the threshold 6. The observation image pixel locations which are
identified in step 2740 are the consensus set for this particular iteration of the RANSAC
method using this particular MSS. If this consensus set is larger than any previously
determined consensus set, then it is stored in step 2742 as the largest consensus set. If this
consensus set is not larger than any previously determined consensus set, then the largest
consensus set that is stored remains stored.

The RANSAC method returns to step 2730 where the image analysis computer 110
determines if there are any more observation image pixel locations to try as the MSS or if the
predetermined maximum number of iterations has been performed. For example, the
iterations may be limited to about 20, if desired. Eventually, this threshold will be reached or
all of the observation image pixel locations will have been selected for inclusion in at least
one MSS. Once that happens, the image analysis computer 110 can use the observation
image pixel locations in the largest consensus set to solve Equation 28 A (or Equation 28B or
Equation 31A) for (Xw, Yw, Zw) in step 2744. Thus, the solution for the pallet location 2704
may not necessarily use "outlier" observation image pixel locations that would introduce
unwanted error into the solution. However, the outlier observation image pixel locations can

remain in the record for this scored candidate object in the ExistingObjectlist.
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Once the pallet location 2704 is determined, the vehicle computer 50 can control the
placement of the forks 42A and 42B so that the forks can engage the pallet 2702, as discussed
further below.

The above discussion about the projection of a pallet location 2704 (X, Yw, Zw) to an
observation image pixel location (Xco1, Yrow) Uses a simplified model that does not take into
consideration distortion that may be introduced by the lens of the imaging camera 130. Thus,
a measured image pixel location identified using an actual imaging camera 130 having lens
distortion may be at a location 2723 (See Fig. 27C), which is different than if the pallet
location 2704 had been projected through an ideal lens undistorted onto the image plane 2712
at point 2718 as was used to develop the equations described above. To account for the
potential of lens distortion, the simplified projection model can be expanded. In the
simplified projection model, Equation 16 can be rearranged to provide:

Equation 34: x., = fox" + xo and  yon = ¥ + Yo

where the undistorted camera coordinates are considered to be:

N_XC d H_YC
X _ZC an y _ZC

The distortion of a lens may include tangential distortion coefficients (pi, p2) and
radial distortion coefficients (k, ks, k3), which coefficients are defined for a particular camera
lens as is well known in the art. One common model to account for lens distortion is to
extend the original transformation model, Equation 34, according to:

Equation 35: .o = foX' + X9 and  Ypow = f,¥' + Yo

where: x’ and y’ are considered to be the distorted camera coordinates and are
related to the undistorted camera coordinates x”’, y’” according to:

X" =x"(1 4+ kyr? + kyr* + kar®) 4+ 2p X'y’ + p(r? + 2x'%);

y' =y (1 + kr? + kort + kyr®) + 2p,x'y' +p(r? + 2y'2); and

r? = x'?4+y'?

When identifying measured image pixel locations and when predicting where an
image pixel location may be located in a subsequent image frame, to be discussed below,
some of the calculations may occur within the projection model that has been expanded to
consider lens distortion and other calculations may occur within the simplified projection
model that does not consider lens distortion. With the addition of the expanded projection
model there can now be two different types of image pixel locations -- undistorted image

pixel coordinates and distorted image pixel coordinates. Techniques for translating between
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distorted and undistorted values may simplify computations and calculations at different steps
in the image analysis processes as more fully described below.

An actual gray scale image that is acquired by the imaging camera 130 and analyzed
by the image analysis computer 110 involves an actual lens, not an ideal lens. Thus, when the
image analysis computer 110 measures and analyzes image pixel locations for a gray scale
image or other calculated images derived from the gray scale image, the image pixel
coordinates may be in distorted image space. As mentioned above, it may be beneficial to
translate those pixel coordinates into the projection model of Equation 34, which can be
referred to as undistorted image space. To help distinguish between the pixel coordinates in
the two different types of image space, an additional modifier can be added to the subscript
for a coordinate location (X.,;, Yrow). Coordinates for pixel locations in distorted image
space (according to Equation 35) can be referred to as (Xp_co1, Vp—row) and the coordinates
for pixel locations in undistorted image space (according to Equation 34) can be referred to as
(Xup-cot> Yup-row)-

To convert undistorted pixel coordinates (xXyp—co1, Yup—row) to distorted image space,
Equation 34 is used to determine x’ and y'’ according to:

x"" = (xyp-cor — X0)/fx and ¥ = Yup-row — Yo)/fy
using these values for x”* and y"’, the terms x’ and y' of Equation 35 are calculated
according to:
x"=x"(1+ kyr? + kor* + k3r®) + 2px'y’ + pu(r? + 2x'%)
y' =y (1 + kr? + kort + kyr®) + 2p,x'y" + p (r? + 2y'?)
The above two equations can be rearranged to produce:

1
(L4 kg 4 kyrt + kar

1
g "o 2 [ 2 2 2
Y ST Tt ey O T XY it 4 2y)

!

X

6) (X” - zplx,y, — P2 (T.Z + szZ))

Each of the above two equations cannot be solved directly but may be solved using an

iterative approach that will converge to a respective value for x' and y' wherein:

1

xX'(t+1) = (1 + yr? + kpr* + ka19) (x" = 2px'(O)y' () — p2(r* + 2x"(6)%))
1

y't+1) = = 2px" (O)y' () — p1(r? + 2y' (©)*))

(1 + kyr? + kor* + kar®) o
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where ¢ is the index value denoting the iteration. Thus, the left hand sides of the
equations are calculated and used in the next iteration in the right hand sides. The iterative
process starts (i.e., t=0) with an initial estimate for x'(0) and y'(0) and continues for a number
of iterations until the error between successive iterations is sufficiently small. As an example,
the error can be the Euclidian distance between two estimates for (x’, y’). Thus, the error can

be calculated as:

error = J((x’(t +1) — x’(t))2 + (y’(t +1) — y’(t))z)

The iterations continue until the error is smaller than a predetermined threshold value such as,
for example, 0.0001.

In one example embodiment, the initial estimate values for the iterative process can
be: x'(0) = x” and y'(0) =y".

Once the values for x' and y' are calculated, they can be used in Equation 35 to
determine the distorted location coordinates:

Xp-cot = fxX'+ Xo and  Yp_ron = fyy’ + Yo.

Conversion of distorted image space pixel coordinates(Xp_ o1 Vp—row) to undistorted
image space pixel coordinates (X;p_co1 Vup—row) €an be accomplished in a similar manner.
First, Equation 35 is used to determine x’ and y” according to:

X' = (Xp_cor — Xo0)/fx and ¥y = (Yp—row — yO)/fy
using these values for x” and y’, the terms x’’ and y'’ of Equation 34 are calculated according
to:

x"=x"(1 4+ kyr? + kor* + k3r®) + 2px'y’ + py(r? + 2x'?)

y' =y (L +kr? + kor* + kar®) + 2p,x'y + p (r? + 2y'2)

Once the values for x"'and y' are calculated, they can be used in Equation 34 to
determine the undistorted location coordinates:
Xyp—cot = fxX"" + Xo and  Yyp_row = fyy” + Yo
Example values for lens distortion coefficients, for a 480x752 pixel image captured
using a 5.5mm focal length lens focused at infinity , can be:
k, =0.1260, k, = —-1.0477, k; = 2.3851,p; = —0.0056, p, = —0.0028
Example values for lens distortion coefficients, for a 240x376 pixel image captured

using a 5.5mm focal length lens focused at infinity, can be:
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k, =0.091604, k, = —0.235003, k; =0, p; = —0.003286, p, = —0.010984

One particular example of converting between distorted and undistorted image space
can involve the locating of pallet lower center points for scored candidate objects and then
predicting their location and calculating a corresponding prediction window in a subsequent

5  image frame.

Returning to Fig. 25, for each image frame in which the scored candidate object is
detected, a respective measured undistorted pixel location value (Xyp—_cor, Yup—row) 18
maintained. As alluded to above, and discussed in more detail below, this value is an actual
pixel location measured in a gray scale image by the imaging analysis computer 130 which

10  may be corrected for distortion. A next image frame is to be acquired, in step 2505, such that

between the two image frames, the imaging camera has moved a known distance, tgir, in the y
direction and has not moved in either the x direction or z direction.

In the simplified, or undistorted, projection model, the perspective projection equation
(Equation 19A) provides that, in general, a world point is projected to a location on an image

15 plane according to Equation 36A:

u Xw
v Yy
= [Kl[Rcam | Team] 7
d T
where:
Xy
;W are the homogenous coordinates for a world point located at (Xw, Yw,
w
1

Zy) relative to a world coordinate system origin,
[K] is a 3x3 intrinsic camera matrix;
20 [Ream] 18 a 3x3 rotation matrix describing the relative orientation of a
coordinate system of the camera and the world coordinate system,;
[Team] 18 3x1 translation vector describing a displacement of the camera origin

location between two image frames;
U
[17 are the homogenous coordinates for a projected pixel location on the
$

25  image plane, which (referring back to Equation 19A) relate to pixel locations (Xcol, Yrow) Such

that u = & Xc¢o1 and v = & yyow; and
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& represents an unknown scale factor that can be estimated as a state variable
of a Kalman filter, as explained below.
Equation 36A can be used for two successive image frames in which the camera

moves between the acquisition of each frame. As between two successive image frames, a
translation vector, = [tdi f f] , represents the relative translation of the camera between the

two image frames. In other words, if the camera position when the second image frame is

acquired is considered as being relative to the camera position when the first image frame is

acquired, then the translation vector for the first image frame to be used in Equation 36A is
0

Team = [0 and the translation vector for the second image frame to be used in Equation 36A
01

0
iS Tcam = tdiff]'

L 0
Thus, for the first image frame, Equation 36A provides an Equation 36B:

Uy Too Tor Toz O YW

[vl = [K]|r0 11 12 Of])”

Zw

$1 T2o0 T21 Tz O 1
This equation can be rearranged to provide Equation 36C:

To1 Toz O YW
- vl 7"10 r1 Tz OfY
Zw

1 T2 O 1

One property of any rotation matrix is that it is orthonormal which means that

[R]"[R] = I. Multiplying both sides by [R]" and relabeling the left-hand side with the

i

allows Equation 36C to be transformed into Equation 36E:

X,
a Too Tor Toz O YW
[Rcam]T b = [Rcam]T rlO rll r12 0 hid
c Zy

1

following Equation 36D:

T T2 Toz O

which simplifies to Equation 36F:
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a 1 0 O Xw
[Rcam]T [bl = [0 1 0
c 0 1

0
0
0 0

Y
Zy
1

Because the location of the world point is in the form of homogeneous coordinates
Xy

i.e., Y , an equivalent set of homogeneous coordinates for this same world point are also
A q g p
w

1

wX,,

provided by: Z))EW . Using these equivalent homogeneous coordinates in Equation 36F
w

w
5  provides for Equation 36G:

wX,,
oY,

a 1 0 0 0
[Ream]” [bl =10 1 0 0
o lo o 1 ol|®%w

and multiplying out the right-hand side produces Equation 36H:

a
[Rcam]T [bl =
C

wX,
wY,
wZ,

Using the homogenous coordinate representation of the world point that also includes

w, the projection equation for the second image frame is provided by Equation 36I:

U,
B
$2

where w 1s another unknown scale factor that can be estimated as a state variable of a

wkX,
Too To1 To2 0 w

wY,

= [K]|"0 ™1 T2 laifr ki
w’Z,,

o To1 T2 0 w

10  Kalman filter as described below. Equation 361 in condensed notation can be written as

Equation 36J:

uz wXW

v | — oY,
21 = [K] [Rcam | Tcam] w7

& a)w

0
where Tcam = [tdlff]
0

using Equation 36H on the right-hand side of Equation 36] provides Equation 36K:
15
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U,
B
$2

The right-hand side of Equation 36K, when multiplied out becomes Equation 36L

a
= [Kl[Ream | Team] [Rcam]T[bu
w c

below. This result relies on the rotation matrix being orthonormal so that the rotation matrix

multiplied by its transpose results in an identity matrix.

Equation 36L:
Uy a
V2| = [K] “bl + w [Tcam]l
[$2 c
5 Equation 36D can be substituted into Equation 36L to provide Equation 36M:
Uz Uy
[172 = [K]|[K]7" V1| + @[Team]
31 1
This equation can be simplified to reveal Equation 36N:
[U> Uq
172] = V1| + [K][ @[Teaml]
&2 $1

Thus, Equation 36N provides a model that describes how the projection of a world
point will change between successive image frames that are acquired such that the camera

moves an amount tyg in the y-direction between the image frames. In particular, the model

Uy
10  predicts that the projection location [vz for the next image frame can be calculated based on
$2

Uq
the projection location [v1 of the previous image frame and the movement, T,,,, of the
$1

imaging camera 130 between the two image frames.

fx ¥ %o
In particular, for [K] = [0 £, yo|, Equation 36N provides
0 0 1

Equation 37: u, = u; + wytyrr and v, = vy + wfytaisr
15 Thus, Equation 37 reveals that, in undistorted image space, a subsequent state for a
projection location can be calculated from the previous state and a value tge. The subsequent
state relies on the values for uy, vy, y, w,and f, and also a current value for tyir.
This is the type of system or model with which a Kalman filter can be utilized to

estimate the state of the system; in this particular example, the state of the system can include
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an estimate of the projected location of a scored candidate object being tracked between
image frames.

In general, a Kalman filter is a recursive algorithm that operates in real time on a
stream of noisy input observation data. In terms of the image analysis system described
herein, the observation data for a scored candidate object are the sequence of location
coordinates of that scored candidate object as it is identified and tracked through a sequence
of images. The Kalman filter also generates a prediction of a future state of the system based
on the model underlying the observation data. In terms of the image analysis system
described herein, the prediction is performed in step 2504 of Fig. 25 when an unadjusted
predicted location for a scored candidate object in a next image frame is calculated. The
model’s unadjusted predicted location, or preliminary predicted location, is compared to the
scored candidate object’s actual measured image pixel location for that image frame and this
difference is scaled by a factor referred to as the “Kalman Gain”. The scaled difference is
provided as feedback into the model for the purpose of adjusting the preliminary or
unadjusted predicted location and thereby improving subsequent predictions.

At each time step, or iteration, the Kalman filter produces estimates of unknown
values, along with their uncertainties. Once the outcome of the next measurement is
observed, these estimates are updated using a weighted average, with more weight given to
estimates with lower uncertainty. The weights are calculated from the covariance, a measure
of uncertainty, of the prediction of the system’s state. The result is a new state estimate (or
adjusted prediction) that lies in between the unadjusted or preliminary predicted system state
and the measured, or observed, system state. In many applications, such as this one, the
internal state of the modeled system can include more state variables than just the measurable
or observable variables; however, the Kalman filter can be used to estimate all of the state

variables. Thus, estimates for the variables ¥, w, and f,, can be calculated for different
iterations of the Kalman filter and their respective values may vary over time such that
respective values for y (t), w(t), and f, (t) may be different for different iterations.

The Kalman filter begins with the following matrices: a state-transition model ®@; an
observation model H, a covariance of the modeled process noise Q; and a covariance of the
observation noise R. The covariance matrices Q and R can be experimentally calculated by
making multiple observations and analyzing the resulting data.

Using the conventional index “t” instead of the numerical subscripts of Equation 37 to

represent the iterative sequence of the different variables in the Kalman filter, Equation 37
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provides two equations that represent the model’s current unadjusted prediction of the
(t(t), 9(t)) projection location of a scored candidate object in undistorted image space in a
next image frame based on its previous, estimated state or adjusted predicted projection
location (u(t — 1), v(t — 1)) from a prior image frame where:

() =ut =D+ (0t =Dy = Dtairr)

v() =v(t =1 + (0t = Dfy(t = Dtaiyr)

As explained more fully below, there are some variables in the Kalman filter for
which a preliminary or unadjusted prediction is calculated and then later adjusted. For a
particular iteration of the Kalman filter an unadjusted predicted value for a variable is denoted
with a * accent mark above the variable symbol. Based on the operation of the Kalman filter,
however, this unadjusted predicted value can be adjusted with an updated prediction value
and a variable for an adjusted predicted value is denoted by omitting the * accent mark above
the variable symbol. Not all variables within the Kalman filter are first preliminarily
predicted and then adjusted; those variables which are not adjusted may also typically be
denoted by omitting the * accent mark above the variable name.

As discussed later, €, the scaling factor from the homogencous coordinates of previous
equations (e.g., Equation 36A) is also included as one of the state variables, or factors, that
comprise the Kalman filter. Using these factors, one exemplary set of unadjusted prediction
equations for a current unadjusted predicted state Z(t) of a Kalman filter can be defined as:
()]

D(t)

A t
201 - |

7(0)
50

where:
() =ut =D+ (0t =Dy = Dtairr)
v() =v(t =1 + (0t = Dfy(t = Dtaiyr)
)= ¢&(t—-1)
o) = w(t—-1)
7@ =y -1)
A =f-1
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As for the initial unadjusted prediction, [Z (1)] , it can be calculated using an initial

state, Z(0), which can be initialized as:

u(0) = x0p5(0)

v(0) = Yops(0)
_ §(0)=1
ZO =1 =0
y(0) =y
(0 =f,

In the initial state, Z(0), the values for y and f; are from the intrinsic camera matrix
[K] which may be calculated according to known camera resectioning techniques as noted
above. The coordinates (xops(0), Yops(0)) represent the new scored candidate object’s
measured or observed image location (in undistorted image space) in the initial gray scale
image frame in which that new scored candidate object was first identified by the image
analysis computer 110.

From these equations, the state transition matrix, [©(t)] to be used in the Kalman filter

can be determined to be:

oM =0 0 1 0 0 0
0 00 1 0 0
0 00 0 1 0
0 0 O 0 0 1

Because of the non-linearity of the first two unadjusted prediction equations (i.e.,
(ti(t)and D(t)) with respect to the previous estimated state, or adjusted predicted state, of the
system (i.e., u(t-1) and v(t-1)), each calculation of the unadjusted predicted state is estimated
with a linearized model in the state transition matrix that takes the partial derivative of the
state transition equations with respect to the appropriate state variable. For example, to arrive
at the first row of the above example state transition matrix,® (t), which corresponds to (4i(t),
the following partial derivatives can be calculated for (Zi(t) to provide the coefficients in the

first row of the state transition matrix @ (t):

ou) L
du(t—1)

ou(t)
vt —1) 0
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at(t
=D ="
a1(t)
m =y — Dtgisr
a1(t)
m = w(t — Dtgisr
a1(t) _ 0
af,(t —1)

The remaining elements of the state transition matrix [D(t)] are calculated in a similar
manner.

As mentioned briefly above, with Kalman filters, a current unadjusted predicted state
of a system Z (t) is calculated from a previous estimated state of the system Z(t — 1)
according to the various state transition matrix coefficients. The notation Z(t) denotes an
unadjusted predicted state estimate of the system that has not been updated with a current
observation or measurement at iteration “t”. The notation Z(t) denotes an adjusted predicted
state estimate that takes into consideration the current observation or measurement at iteration
“t”,

As mentioned above, the current unadjusted predicted projection location values are
(ti(t), v(t)) and these values represent where a pallet object is predicted to be projected in
undistorted image space in the next image frame. However, this current unadjusted predicted
projection location is in terms of homogenous coordinates and includes a predicted scaling
factor £(t). To convert the homogenous coordinates to current unadjusted predicted pixel
locations (x(t),y(t)) in the image that are analyzed by the image analysis computer 110, the

scale factor is removed by division according to:

x(t) = @ and y(t) = @
4O 4O
This current unadjusted predicted image pixel location is in undistorted image space
and can be converted to distorted image space so that it can be used as the center of the
prediction circle for the next image frame (See step 2504 of Fig. 25). In particular, the
current unadjusted predicted image pixel location, mapped into distorted image space, is the
center of a prediction window for identifying potentially matching new scored candidate

objects identified in a next image frame associated with the NewObjectlist. As subsequent

frames are acquired, a corresponding current unadjusted predicted pixel location (in distorted
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pixel coordinates) is calculated and used as the center of the prediction window for each most
recent next image frame.

For purposes of the Kalman filter, a “measurement” at iteration “t” is the observed or
measured location (i.e., image pixel coordinates) for the new scored candidate object at
iteration “t,” can be referred to as (xo es(t), Yogs (t)) and is stored in the NewObjectslist.
This observed location is an image location in the next frame identified by the image analysis
computer 110 (measured in distorted image space and then converted into an undistorted
image location) to be the lower center point of the new scored candidate object in the next
image frame (i.e., the image frame used in conjunction with the NewObjectlist). Because the
Kalman filter predicted variables (Zi(t), ¥(t)) are a predicted projection location using
homogenecous coordinates and the observed, or measured, variable is a pixel location in the
image, an observation matrix [H] is constructed that relates the predicted variable (i.c., in
homogeneous coordinates) with the measured variable (i.c., in pixel locations in the image

frame). Thus, the observation matrix is written in terms of (2(t), y(t)) where, from above:

a0 5(0)
— d vy = —
o M YTy

These two equations are non-linear with respect to the current unadjusted predicted

x(t) =

projection location (i.e., (@i(t), ¥(t))) and a linearized observation matrix is constructed,
similar to the state transition matrix above, by calculating partial derivatives of each equation
with respect to the different state variables of the Kalman filter.

In other words, the observation matrix is constructed according to:

ax(t) ax(t) 0x(t) ax(t) 0x(t) 9x(t)
ou(t) oav(t) aé@) dw(t) ap(t) af;, (t)
oy(t) ay(t) oy(t) oy(t) 9y(t) 09y(t)
ou(t) oav(t) aé@) dw(t) ap(t) af;, (t)

H(t) =

These equations provide an observation, or measurement, matrix H(t) for the Kalman

filter where:
H(t) = 1 80
— - 0 0 O

HOBRHO)
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The residual of the Kalman filter, the difference between the observation, or
measurement, at iteration “t” (i.e., (xops(t), Yops(t)),) and the scaled current unadjusted

predicted estimate from Z(t) (i.c., (2(t),5(t)) can be calculated as:

=[] - o

which can also be written as:
i(t)
_[*ess®] _[¢®
CIOTRS Inits) B B
(1)

As known within Kalman filter techniques, an a priori predicted process covariance
matrix can be calculated according to:
P(t) = d(OP(t— DT+ Q
The residual covariance matrix can be calculated according to:
S =H®POHM®T +R
The optimal Kalman Gain can be calculated according to:
G(t) =P(OH®TS(H)™L
The updated state estimate, Z (t), can then be calculated according to:
Z(t) =Z2(®) + G (1) [e-(0)]

This current adjusted predicted state estimate Z(t) will have an updated prediction for
the values (u(t), v(t)) which are considered to be the estimated values for these state variables
to be used in a next iteration of the Kalman filter. The updated state estimate Z(t) will also
have updated prediction values, or estimated values, for the other four state variables w(t),
y(t), &(t), and fy(t) to also be used in the next iteration of the Kalman filter. In addition to
storing the updated Kalman filter state (i.e., Z(t)) in the ExistingObjectlist for the new scored
candidate object, the measured pixel location coordinates in undistorted image space (i.e.,
(XoBSs, Yoss)) may be added as the next undistorted pixel location in the sequence of
undistorted pixel locations stored in ExistingObjectlist for this particular scored candidate
object. As described earlier, it is this sequence of undistorted pixel locations in an
ExistingObjectlist record for a particular scored candidate object that are used in Equation
28A (or Equation 28B or Equation 31A) to calculate a pallet vector (X, Yw, Zw) for the

scored candidate object.
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The adjusted, a posteriori, process covariance matrix can be calculated according to:
P(t)=(-G®H®)P()

As for initializing the Kalman filter, P(0) can be a 6x6 identity matrix, Q can be a 6x6
matrix with every element = 0, and R can be a 2x2 diagonal matrix with each diagonal
element = .001.

Fig. 28 is a flowchart of an exemplary process highlighting further details of portions
of the process of Fig. 25. As mentioned above, the Kalman filter operates in undistorted
image space with a current state estimate, or updated predicted projection locations, u(t), v(t)
from the previous iteration of the Kalman filter.

For clarity, two particular image frames are selected to describe the operation of the
process of Fig. 28 with respect to a particular one of the possible scored candidate objects in
the ExistingObjectlist. If, for example, the prior image frame is n=4 and the next image
frame 1s n=>5, then the ExistingObjectlist will include the sequence of previously determined
corrected actual/measured image pixel locations, in undistorted image space, for this scored
candidate object. For example, the most recent corrected actual image pixel location for this
scored candidate object in the ExistingObjectlist has coordinates (xUD_CO Ly YuD—row 4). In
addition, as shown in step 2802, the ExistingObjectlist will also store the current, adjusted
predicted state variable values as calculated by the immediately previous iteration of the
Kalman filter. In other words, for image frame n=4, the ExistingObjectlist stores (in terms of
the Kalman filter variables, a current estimated state of the system state variables (u(t-1), v(t-
1)), wherein the location values (u(t-1), v(t-1)) are defined by the updated predicted projection
location values (u(t), v(t)) from the previous iteration of the Kalman filter.

In step 2804, the image analysis computer 110 implementing the Kalman filter, may
use this current estimated state (u(t-1), v(t-1)) and the amount of camera movement tyigr
between image frames to calculate a current unadjusted predicted estimate Z(t). This
prediction represents what the underlying physical model predicts (without any type of
adjustment) the projection location (¢.g., (@i(t), U(t))) of the world point (Xw, Yw, Zw) in the
next image frame (i.e., image frame n=>5) will be because of the camera movement ty;g that
occurred between the two image frames.

The homogeneous coordinate values of the unadjusted predicted projection location
(@(t), D(1)) are scaled, in step 2806, by dividing by &(t) to determine a corresponding
unadjusted predicted pixel location (%(t),y(t)) in the next image frame (i.e., frame n=5).
This unadjusted predicted pixel location is in undistorted image space, and is converted, in
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step 2808, to distorted image pixel coordinates. These distorted image pixel coordinates are
considered the scored candidate object’s unadjusted predicted new pixel location (in distorted
image space) in the next image frame n=5, as shown in step 2504 of Fig. 25. In step 2810, the
unadjusted predicted new location and the prediction window are defined in image frame n=>5
with reference to these distorted pixel coordinates.

Assuming that in step 2512 of Fig. 25, that a new scored candidate object in image
frame n=5 is identified, located, and matched with this particular existing candidate object
from the ExistingObjectlist, then that new scored candidate object will have an observed, or
measured, image pixel location in distorted image space in image frame n=5 of

(xD—COZSJ yD—rows)

The image analysis computer 110, in step 2812, considers this image pixel location as
the uncorrected measurement location for this scored candidate object to be used in the
current iteration of the Kalman filter.

In step 2814, the image analysis computer corrects, or converts, the distorted image

pixel location coordinates (x D—colgs yD_mWS) into measured undistorted image location
coordinates (xU D—colg yUD_rOWS). These measured undistorted image location coordinates

(xUD—colsJ Yy D_mws) are considered as the current measurement (xo es(t), Yogs (t)), and are
compared to the unadjusted predicted pixel location (x(t),y(t)) for frame n=5 by the
Kalman filter to calculate the residual, [&,(t)], and to update the state of the filter, as shown in
step 2524 of Fig. 25.

Once the state of the Kalman filter is updated, the adjusted prediction, or estimated
state, Z(t) will have adjusted prediction values for (u(t), v(t)) as well as for the other state
variables for the new scored candidate object. There will also be an adjusted process
covariance matrix P(t). These adjusted prediction values for (u(t), v(t)) are what the Kalman
filter indicates are the current estimated values for these state variables that are to be used in
the preliminary, or unadjusted, prediction during the next iteration of the Kalman filter. Thus,
in step 2816, the image analysis computer 110 stores this adjusted prediction, or estimated
state, Z(t) for this scored candidate object in the ExistingObjectlist.

In addition to storing the updated Kalman filter state in the ExistingObjectlist for the
scored candidate object, the measured pixel location coordinates in undistorted image space
(i.e., (XoBs, Yoss)) may then be added, in step 2818, as the next undistorted pixel location in
the sequence of undistorted pixel locations stored in ExistingObject list for this particular

scored candidate object.
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It is these undistorted image pixel coordinates (Xops, Yogs) that are stored as the
corrected actual undistorted coordinates (xUD—col o Yup—row 5) for the object’s location in
image frame n=5. As mentioned above, it is the sequence of these undistorted coordinates
that are used by other processes to periodically calculate a pallet vector (Xw, Yw, Zw) for the
scored candidate object.

Application of the Kalman filter is repeatedly applied in a similar manner as this
scored candidate object is tracked through subsequent image frames n=6, 7, §, ...

The above description of acquiring images, tracking objects, and estimating a pallet
vector assumes that the vehicle 20 is stationary while the carriage apparatus 40 with the
imaging camera 130 travels up and down in the Y direction. However, even if the vehicle 20
is moving during a lift operation, this movement can be accounted for.

In particular, the vehicle 20 can move in the X direction (i.c., lateral to a pallet face)
and the Z direction (i.e., towards or away from a pallet face) but it is presumed that the
vehicle 20 does not move in the Y direction (i.e., float up or down). Also, the vehicle 20 is
presumed not to rotate about the X axis (i.e., tilt forwards or back), presumed not to rotate
about the Z axis (i.c., tilt side-to-side), and presumed to be able to rotate about the Y axis (i.e.,
adjust how square the vehicle 20 is relative to the pallet face).

Under the previous assumption of no vehicle movement, the origin of the physical
world coordinate system was considered a constant. Thus, there were a series of image point
pallet locations (Xco1,,, Yrow,,) Which were different observations of the same physical world
pallet location (X, Yw, Zw) and the index » referred to the image frame number. However,
under the presumption that the vehicle may move between image frames, the location in

physical world coordinates (XW w Ywn Zw n) now also includes the index value n because the

coordinates in the physical world are relative to a world coordinate system origin, Oy, at a
time when image frame # is acquired. For example, the world coordinate system origin, Oy,
may be located on the frame of the vehicle 20. If between image frame # and image frame
n+1 the vehicle 20 moves, then this origin, O,, moves and the location 2704 of the pallet

Y,

Wn+1’

Z

W +1) relative to the world

2702 in the physical world will have coordinates (XW 1

coordinate system origin, O,:1, at a time that the image frame #+1 is acquired.
The concepts relating to transformation between two different coordinate systems
have been described above with respect to Equations 15 and 21, which, applying these

techniques in the context of movement of the truck 20 between images, provide
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coordinates is

X
Xw, tty, YW(n—1)
Equation 38A: | Yy, | = [Reruck]xs tty || ™| which in homogenous
an tt, W(n-1)
1
X, ST O
Equation 38B: | " | = [Rm‘c"n]sxs tty, YW(n—i)
an ttzn W(n-1)
1 0 0 0 1 1

where:

(XW w Ywn Zw n) are the physical world coordinates of the scored candidate
object relative to the world coordinate system origin location, O,, when image frame »
1S acquired;

(XW (n-1) Y., (n-1) Zy (n—l)) are the physical world coordinates of the scored

candidate object relative to the world coordinate system origin location, Oy.1, when
image frame #-1 is acquired;

[Rtruc kn] is the rotation matrix based on the rotation of the respective world
3x3

origins between image frame #-1 and image frame # (i.c., the rotation of the vehicle

20 around the Y axis, 0,, ), and
tty,
tty, | is the translation matrix based on the movement of the respective world
tt,,

origins between image frame #-1 and image frame # (i.c., the movement in the
position of the vehicle 20 between the two image frames).

The amount that the vehicle 20 rotates or moves between frames can be
measured, or calculated, by various sensors in communication with the vehicle
computer 50. For example, a steering angle sensor can be coupled with a steering
control mechanism of the vehicle 20 to provide the angle 8, used in the rotation
matrix of Equation 38B. Additionally, odometry data from wheel rotation sensors, or
similar sensors and data from the steering angle sensor, can be used to calculate the
translational movement of the vehicle 20, i.e., can be used to determine movement
along the X and Z directions. The vehicle computer 50 can then communicate with
the image analysis computer 110 to provide the appropriate information.

Equation 38B can be written as Equation 38C:
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XWn XW(n_ 1)

Y, Y,

an = [Ftruckn] Wn-1)
Wn W(n-1)
1 1

where, [Feruck, ], given the presumptions about how the vehicle 20 can move

between image frames, is:
coseyn 0 sin@, tt,

[F truck ] = 0 1 0 0
n —smeyn 0 cos Gyn tt,,
0 0 0 1
Rearranging Equation 38C can be accomplished to provide
Xwn XW(n—l)
Y, Y,
9 Equation 38D: [ truckn] Wn | = | "Wr-1
ZWn Z W(n-1)
1 1

wherein the noted inverse matrix is given by:

_ _ (sinHyn - 1) ttxn_
cosHyn 0 —sin 6, smHynttZ cos0,
[ truckn] 0 1 0 0 "
sineyn 0 cos Gyn —(cosHyntth + sinHynttxn)
0 0 0 1

Under the presumption that the vehicle 20 may now move between image frames,

Equation 19A can be augmented by adding appropriate subscripts to the different variables to

provide Equation 39A:

X
xcol(n_l) Yw(n—l)
A Vrowm | = [K] [Rcam | Tcam(n_l)] Wn-1)
1 W(n-1)
1
10 Equation 39A relates a physical world location (XW (n-1) Y, (n—1) Zw (n—l))’ up to a

scale factor A, with a gray scale image pixel location (xcol (1) Yrow(n_ 1)). Substitution of the

left side of Equation 38D into the right side of Equation 39A will yield Equation 39B:

Xw,
xCOl(n_l) Y
A erW(n—l) = [K][Rcam |Tcam(n 1)] [ truckn] an
1 Wn
1
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which provides the previous image location point (x., [(n-1)’ erW(n—1)) in terms of a

physical world location (XW S A n) relative to a new world coordinate system origin, Oy,

at the time the image frame # is acquired. An equivalent Equation 39B can be written for any

of the previous image location points. For example, Equation 39B can be written as:
X

Win_
xCOl(n—Z) _1 Y (=
5 Equation 39C: A Yrowp_o | = [K] [Rcam | Tcam(n_z)] [Ftruck(n_l)] Wn-1)
1 ZW(n—l)
1
and substituting Equation 38D into Equation 39C provides Equation 39D:
X
XCol(n_z) _1 YWn
A yrow(n_z) = [K] [Rcam | Tcam(n_z)] [Ftruck(n_l)] [Ft;"tlu:kn] an
1 Wn
1
Thus, Equations 39C and 39D can be generalized as Equation 39E:
X
Xcoln_n) k=N ..1 YWn
A yrow(n_N) = [K] [Rcam | Tcam(n—N)] ( 1_[ [Ft;}wk(n_kﬂ)]) Wn
1 Ly
1

This Equation allows any previous image location coordinates (xcol (nny Yrown_ N))
10  from image frame (n-N) to be expressed in terms of a physical world location
(X wi Ywo Zw n) relative to the new world coordinate system origin, O, at the time the image

frame » is acquired. “N” corresponds to a desired previous image frame and is equal to the
number of frames it is located prior to current frame “n.” In Equation 39E, the multiplication

series is performed from k=N to k=1.

15 Equation 39E is similar in structure to Equation 19A, which from above:
X
Xcol YW
Equation 19A: A |Yrow| = [Kl[Rcam | Teaml|.”
1 Zw
1

Thus, a cross-product equation similar to Equation 20 can be written as Equation 40:

Wn

xCOl(n_N) k=N..1 Y
Yrowm_ny | X K] [Rcam | Tcam(n_N)] ( 1_[ [Ft;}wk(n_kﬂ)]) wnl =0
1 ZWn

1

In Equation 20A, the extrinsic camera matrix [Reqm | Team] is @ 3x4 matrix. In

20  Equation 40, a similar but more complex 3x4 extrinsic camera matrix
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k=N..1
[Rcam |Tcam(n_N)] ( 1_[ [Ft;}wk(n_kﬂ)])

is present as well, but Equation 40 is conceptually the same as Equation 20A. Thus, similar
to how Equation 20A was manipulated to produce two linear equations in Equation 23,
Equation 40 can also be manipulated to produce two similar, but more complex, linear

equations as well. In particular, the two linear equations will provide equations that relate an
image pixel location, (xco Lty Yrowm_m) ), for an image frame #n-N , to physical world

location coordinates (Xwn, Yw, Z Wn) of a physical object relative to the world coordinate

system origin, O,, when the image frame # is acquired. This is true even though that same

physical object had different physical world location coordinates

(XW (=N’ Yo (=N’ Zw (n— N)) relative to the world coordinate system origin, Oy, when

the image frame (n-N) is acquired. As described before, with respect to Equation 25A and
Equation 26A, these pairs of linear equations can be collected, respectively, for multiple

observations of the physical object so that a pallet vector (XW o Ywn Zw n) can be calculated

that may represent, for example, the location of the lower center point of a physical pallet
relative to the world coordinate system origin, O,, when the image frame # is acquired. As
discussed above, an encoder may be provided to generate pulses to the vehicle computer 50 in
response to movement of the fork carriage apparatus 40 relative to the third weldment 36.

The world coordinate origin, O,, when the image frame # is acquired, is fixed relative to the
third weldment so as to allow the vehicle computer 50 to determine the linear displacement of
the imaging camera 130 and the forks 42A and 42B relative to the world coordinate origin,
On, when the image frame # is acquired. Hence, the location of the imaging camera 130 and
the forks 42A and 42B relative to the world coordinate origin, O,, when the image frame # is
acquired, can be provided by the vehicle computer 50 to the image analysis computer 110.
This pallet vector can then be used by vehicle computer 50 to guide the forks 42A and 42B to
engage the physical pallet.

As described above, the image analysis computer 110 identifies and tracks a number
of scored candidate objects through a series of images. A respective record for each scored
candidate object is maintained in the ExistingObjectlist. A corresponding record for a
particular scored candidate object can include, among other values, the current position (Xw,
Yw, Zw) of the scored candidate object as well as the composite object score, Scoreopject, for

the scored candidate object. The corresponding record for a scored candidate object can also
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include a value Tagopject that, as discussed below, can be associated with a cutout, but is more
generally associated with a thread of matched objects, where the cutout is defined as the
height where the forks 42A and 42B are to stop at a pallet. Cutouts themselves have a tag,
Tagcuout. Cutouts are updated whenever certain conditions, described below, of a scored
candidate object are met or when Tagouject €quals Tageusout.

The Yw coordinate can be used to refer to the scored candidate object’s height in the
physical world where the vehicle 20 operates. Using this information for all of the scored
candidate objects, the image analysis computer can calculate cutout location information,
discussed below, that can be communicated to the vehicle computer 50 for use in controlling
operations such as, for example, fork placement and movement. For example, once a scored
candidate object has been identified in two different image frames that were respectively
acquired by the imaging camera 130 when the vehicle forks 42A and 42B were at different
heights, a pallet vector, or current position, (Xw, Yw, Zw) of the scored candidate object
relative to the world coordinate origin 2706 can be estimated. As discussed above, an
encoder may be provided to generate pulses to the vehicle computer 50 in response to
movement of the fork carriage apparatus 40 relative to the third weldment 36, which is fixed
relative to the world coordinate origin 2706, so as to allow the vehicle computer 50 to
determine the linear displacement along the length of the mast assembly 30 of the forks 42A
and 42B and the imaging camera 130. Hence, the location of the forks 42A and 42B relative
to the world coordinate origin 2706 can be provided by the vehicle computer 50 to the image
analysis computer 110. Because the vehicle computer 50 provides the image analysis
computer 110 with the value t,, the imaging analysis computer 110 can determine the location
of the imaging camera 130 relative to the world coordinate origin 2706 by summing the
values of ty and typias. As described below, the pallet vectors for the scored candidate objects
within a current field of view of the imaging camera 130 can be used, by the image analysis
computer 110, to calculate "cutouts," i.c., a height of fork receiving openings 210 and 212
within a pallet relative to the world coordinate origin 2706, at which the forks 42A and 42B
are to stop. The image analysis computer 110 can then periodically send this cutout location
information to the vehicle computer 50. For example, the cutout location information can be
communicated every time it is updated or a message with the cutout information can be
communicated on a predetermined periodic schedule.

As noted above, in operation, an operator raises the forks 42A and 42B vertically in

the Y-direction via actuation of the multifunction controller 14 to a position above the last
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pallet P which is to be ignored. Then, while the forks 42A and 42B are still moving, the
operator actuates the trigger switch 140. Independent of the actuation of the trigger switch
140, the image analysis computer 110 causes the imaging camera 130 to take image frames,
such as at a rate of 10-30 fps (frames/second), as the fork carriage apparatus 40 continues to
move vertically. The image analysis computer 110 analyzes the images, identifies one or
more objects in the image frames, determines which of the one or more objects most likely
comprises a pallet, tracks the one or more objects in a plurality of image frames, determines
the locations of the one or more objects relative to the world coordinate origin 2706 and
generates and transmits object location information, in the form of cutout location values, to
the vehicle computer 50. After receiving such cutout location values, the vehicle computer 50
controls the fork movement such that it automatically stops the forks, once the trigger switch
140 is actuated, at a new first current stop height or cutout location value.

It is noted that one or more heights or cutout location values at which the forks can be
automatically stopped can be calculated by the image analysis computer 110. For example, a
new first stop height can be associated with a scored candidate object that has a vertical
height that is closest to the present fork height of the vehicle 20. Also, there may be
additional stop heights calculated that respectively correspond to scored candidate objects
above the new first stop height.

As mentioned, these stop heights can be conveniently referred to as “cutouts” or
"cutout location values" and the image analysis computer 110 may, for example, calculate
three different cutouts (or more or less) that respectively correspond to a first scored
candidate object near the current fork position, a second scored candidate object above the
first scored candidate object, and a third scored candidate object above the second scored
candidate object. In particular, as described in more detail below, a cutout can be set equal to,
or otherwise calculated from, the current Yw value that is associated with a scored candidate
object from its record in the ExistingObjectlist. Accordingly, each cutout is inherently
associated with a particular scored candidate object that was used to set that particular cutout
value. As mentioned above, each scored candidate object also has a tag value, Tagopject, In its
record in the ExistingObjectlist. Therefore, in addition to merely maintaining one or more
cutout values, each cutout value also has a corresponding tag value, Tagcyou, that is equal to
the Tagoyject value of the scored candidate object that was used to set the cutout value.

Figs. 29A-29F depict flowcharts of an exemplary method for calculating cutouts in

accordance with the principles of the present invention. As mentioned above, one or more of
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the cutout location values may then be used by the vehicle computer 50 along with the trigger
switch 140 to control movement of the forks 42A and 42B. In particular, operator actuation
of the trigger switch 140 while the forks 42A and 42B are being raised will cause the vehicle
computer 50 to, first, slow the speed at which the forks 42A and 42B are rising (e.g., to about
14 inches/second) and, secondly, cause the forks 42A and 42B to stop at a new first stop
height or cutout location value that was provided by the image analysis computer 110, as will
be discussed below with regards to step 2982. As explained below with respect to the method
of Figs. 29A- 29F, this new first cutout location value is an adjusted cutout value calculated
by the imaging analysis computer 110 to be closest to, and greater than, a current height of the
forks 42A and 42B.

Initially, in step 2902, the image analysis computer 110, as part of its initialization
steps to begin image acquisition, object locating, and object tracking, also initializes all
cutouts to equal zero. Secondly, there is an adjusted cutout value, described below, that the
image analysis computer uses to adjust the first cutout value to a new first cutout location
value and this is initialized to zero as well. The adjusted cutout value defining the new first
cutout location value is equal to an estimated height of the first cutout value plus 1.5 inches in
the illustrated embodiment relative to the world coordinate origin and is based on the Y
coordinate of a pallet vector (Xy, Yy, Zy) of a corresponding scored candidate object whose
values are also relative to the world coordinate origin. (See, for example, pallet location 2704
of Fig. 27A. The additional amount of 1.5 inches in the illustrated embodiment corresponds
to 3 inch high fork receiving openings 210 and 212 and is added to the cutout location value
so as to ensure that the forks 42A and 42B enter the fork receiving openings 210 and 212 and
don’t contact the bottom pallet board 200. Also, a counter is initialized wherein the counter
has a value that reflects a certainty, or confidence, of whether an adjustment should be made
to the first cutout value to arrive at an adjusted cutout value that is communicated to the
vehicle computer 50. Additionally, other values used throughout the process of Figs. 29A —
29F are initialized as well in step 2902. As noted above, in operation, the vehicle computer
50 moves the truck forks based on the control input by an operator via the multifunction
controller 14. This fork movement is depicted in the flowchart as step 2904 and at a given
moment in time the forks are at a particular “fork height”. The vehicle computer 50 can
communicate this information to the image analysis computer 110 to allow the image analysis

computer 110 to perform the cutout calculations described below.
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As noted above, initially, all the cutout values equal zero. However, as described
below, a cutout value is eventually set equal or nearly equal to the height (e.g., the Yw
coordinate) of a particular scored candidate object. As mentioned, the image analysis
computer 110 can maintain a plurality of cutouts. In the example flowcharts of Figs. 29A-
29F, three cutouts are maintained. The first cutout relates to a current cutout height or current
cutout location value and the second and third cutouts relate to cutout heights above the first
cutout.

Once the image analysis computer 110 has pallet vectors available for one or more
scored candidate objects, the computer 110 knows the distance in the Y direction for those
one or more scored candidate objects relative to the world coordinate origin. Once the
computer 110 knows the height of the one or more scored candidate objects relative to the
world coordinate origin, the subsequent steps of the process of Figs. 29A -29F will set one or
more of the three cutout values based on those various scored candidate objects. Once the
forks 42A and 42B of the vehicle are raised above a current first cutout location value (e.g.,
cutout[0]), the current first cutout value is no longer needed and the second cutout location
value can become the first cutout value. In turn, the second cutout value can be set to equal
the third cutout location value and the third cutout value is initialized to be equal to zero. As
described later (in step 2946), the third cutout can be set to a new value under certain
circumstances as well. In this way, the image analysis computer 110 may maintain three
cutout values but they can be updated to ensure that all three cutout values are above the
current height of the forks 42A and 42B. Because there can be some uncertainty in a scored
object’s actual height (e.g., its Yw coordinate), the image analysis computer 110 can check to
see if the first cutout value is less than the current fork height minus a small amount, e.g.,
(“fork height” — 1.5 inches (the “put-to-center value™)) rather than determining if the first
cutout value is less than precisely the current “fork height”. Based on this determination, in
step 2906, the image analysis computer 110 can shift the cutout values, in step 2908, as
described above or proceed directly to step 2910. The counter that was initialized in step
2902 was associated with a confidence in the current first cutout value. Thus, once the
current first cutout value is discarded and replaced with the current second cutout value in
step 2908, this counter is re-initialized as well. Also, in step 2908, the corresponding tag
values (e.g., Tageuout[ £]) of the different cutouts can be shifted left similar to the way the

cutout values were shifted.
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The activity occurring in step 2910 can occur outside of the logical flow of the process
depicted in Figs. 29A- 29F. However, it is depicted in Fig. 29B to indicate that the activity of
step 2910 occurs so that the results of this activity can be used in the later steps of the
flowcharts. In particular, in step 2910, the imaging analysis computer 110 ensures that as
cach new scored candidate objects is first added to the ExistingObjectlist, the record for that
object includes a respective value for Tagopject.

As shown in step 2902, a value next Tag is initialized equal to one. When the very
first scored candidate object is added to the ExistingObjectlist, its corresponding Tagopject
value is set equal to next Tag (i.e., set equal to "1"), in step 2910. The value for next Tag is
also incremented in step 2910 so that the next newly identified scored candidate object (i.c.,
see step 2384 of Fig. 23E) that is added to ExistingObjectlist has its Tagopect value set equal
to next_Tag (i.c., set equal to "2") by step 2910. Thus, the activity of step 2910 represents
how each newly identified object that is added to ExistingObjectlist is assigned a unique "tag"
value based on a current value of next Tag.

In step 2912, the image analysis computer 110 identifies » scored candidate objects in
the ExistingObjectlist which meet certain criteria to be cutout candidates. For example, those
scored candidate objects which have a) either a composite object score, Scoreopect, greater
than a predetermined threshold (e.g., 0.5), or a tag value, Tagopjec: €qualing Tageyiou[0], the
tag currently associated with the first cutout, cutout[0] and b) a Yw coordinate that is greater
than a predetermined minimum height (e.g., 35 inches) and greater than the current “fork
height” (e.g., (fork height -1.5 inches), and a Zw coordinate greater than zero can be identified
as possible scored candidate objects to use as cutout candidates for setting cutout values. If
no such cutout candidates are identified, the image analysis computer can continue with step
2968.

As discussed with relation to Fig. 24B, in the ExistingObjectlist, the image analysis
computer 110 can uniquely refer to each scored candidate object by a respective index value
and, thus, at the conclusion of step 2912 a list of these index values can be identified that
reference those n scored candidate objects in the ExistingObjectlist that remain as possible
candidates to use for setting cutout values. As shown in step 2916, the image analysis
computer 110 can perform a number of steps for each of the remaining scored candidate
objects with index values in the list. Once all of these scored candidate objects, or cutout
candidates, have been utilized, this portion of the process is finished and, in step 2966, the

image analysis computer continues with step 2970. As described later with respect to step
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2922, there are instances in which it is beneficial to determine if there are cutout candidates
within a predetermined distance of each of the cutouts. Thus, in step 2914, a value
cutoutFound[4] is initialized before the loop of step 2916 begins. As described below, the
actual value for cutoutFound[£] will reflect if step 2922 was satisfied for cutout[£].

In step 2918, for a particular one of the remaining scored candidate objects, or cutout
candidates, the image analysis computer 110 loops through and performs a number of steps
for each of the three cutouts. In step 2920, the image analysis computer 110 determines if the
current cutout value has been set, or in other words, is the current cutout value not equal to
zero. If the current cutout value has been set, then the image analysis computer continues
with step 2922. If the current cutout value has not been set, then the image analysis computer
continues with step 2938.

In step 2922, the image analysis computer 100 determines if the current cutout value is
within a predetermined height difference as compared to Yw of the scored candidate object of
the current iteration of the loop initiated in step 2916. The cutouts can generically be referred
to as an array cutout[j] where j=0, 1 or 2 (in the example where there are three cutouts). Thus
in step 2922, the image analysis computer can determine if |cutout[j] — Yw| < 15 inches. If so,
then the image analysis computer can perform steps 2924, 2926 and 2928. If not, then the
image analysis computer 110 continues with step 2950 to move to the next cutout value (i.c.,
cutout[j+1]) if available. Typically, only one cutout will be within 15 inches of the current
scored candidate object. It is assumed that no pallets are closer than a predetermined distance
(e.g., 15 inches) to one another. Thus, if there are more than one scored candidate object
closer than that predetermined distance to a particular current cutout value, the image analysis
computer 110 identifies, in step 2924, the cutout candidate (i.c., those » scored candidate
objects determined in step 2912) with a height Yw closest to the current cutout value and uses
the attributes from the ExistingObjectlist record for this identified scored candidate object to
potentially update the current cutout value, cutout[j].

In particular, in step 2926, the Yw value for the identified closest cutout candidate is
used to set a value for best Cutout[j]. This value for best Cutout[j] represents a potentially
more accurate value for cutout[j] than its current value. Because step 2926 may potentially be
repeated for each of the n different cutout candidates, the value for best Cutout[j] may change
during later iterations of the loop initiated in step 2916. Because cutout[j] also has an
associated Tageuout [j], there is also a value best cut tag[j] that is set to correspond to the

Tagopject value of the closest identified cutout candidate that was used to set best Cutout[j].
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Thus, in step 2924, the image analysis computer 110 identifies the cutout candidate
with its Yw value being closest to the current cutout, cutout[j] identified in step 2922. If, for
example, the Yw value for the current cutout candidate is within 15 inches of cutout[2] as
determined in step 2922, then the image analysis computer 110 determines which of the
cutout candidates (from step 2912) has a respective Yw value that is closest to the current
value of cutout[2]. Once this closest cutout candidate is identified, then its Y value is used
to set best Cutout[2] which is a potentially better value for cutout[2]. For example,
best Cutout[2] can rely partly on the current value for cutout[2] and partly on the identified
Yw value. One possible formula for setting the value for best Cutout[2], as shown in step
2926, may be:

best_Cutout[2] = 0.5 x (cutout[2] +Yy,)

In step 2928 the image analysis computer 110 determines if the cutout identified in
step 2922 is the first cutout. As described above, the three cutouts may be stored as an array
(cutout [0], cutout [1] and cutout [2]) and their respective tag values Tageout may also be
stored as an array (Tageyout[0], Tageutout[ 1], and Tagewoun[2]). The image analysis computer
110 can determine if the one cutout[j] identified in step 2922 is the first cutout by checking its
index value in the stored array. If the identified cutout is not the first cutout, then the image
analysis computer 110 continues with step 2932, where cutoutfound[j] is set equal to 1, and
then continues the loop started in step 2918. If the identified cutout is the first cutout, then in
step 2930 a prior confidence value previously calculated and associated with this first cutout
1s adjusted based on the composite object score, Scoreoect, 0f the cutout candidate identified
in step 2924 as being closest to the one cutout value. For example, the “confidence” value

can be calculated according to:
confidence = 0.5 (prior confidence + composite object score (i. e.,ScoreObject))

Once the confidence value is calculated, the image analysis computer 110 continues
with step 2932 to continue the loop started in step 2918. In step 2932, the image analysis
computer 110 sets a value for cutoutfound[j] equal to 1, as noted above, so as to indicate that
step 2922 was satisfied for cutout[j]. The image analysis computer 110 continues with step
2950 to move to the next cutout value (i.e., cutout[j+1]) if available.

If, in step 2920, the current cutout(j] is identified as not being set, then the image
analysis computer 110, in step 2938, determines if the Yw of the current object, i.c., the
scored candidate object of the current iteration of the loop initiated in step 2916, is greater

than the fork height. If not, then the current loop for the current cutout value, cutout[j], is
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complete and the index value "j" is incremented in step 2950 so that a new iteration with a
new cutout value can begin in step 2918 if the incremented value of j is less than three, for
example, in step 2952. When comparing the Y value with the fork height in step 2938, it
may be beneficial to add a relatively small predetermined value to the fork height so that, for
example the image analysis computer 110 might determine whether or not:

Y,y > (fork height + 5 inches) rather than making a strict comparison with the exact fork
height value.

If, however, the criteria of step 2938 are satisfied, then the image analysis computer
110 continues with step 2940. In step 2940, the image analysis computer 110 determines if
the first cutout is between zero and the Yw value of the particular scored candidate object, or
cutout candidate, being utilized in this particular iteration of step 2916. If so, then the image
analysis computer 110, in step 2942, sets the second cutout value to equal Y for this
particular scored candidate object and sets the second cutout tag value, Tageuou[1], to the
Tagoject Value for this particular cutout candidate. The image analysis computer then moves
to step 2950 so that a new iteration with a new cutout value can begin in step 2918 if the
incremented value of j is less than three, for example, in step 2952. If the criteria of step 2940
are not satisfied, then the image analysis computer 110 proceeds to step 2944.

In step 2944, the image analysis computer 110 determines if the first cutout is greater
than Yw of the particular scored candidate object, or cutout candidate, being utilized in this
particular iteration of step 2916. If so, then in step 2946, the image analysis computer 110
shifts the three cutouts right such that the third cutout value is set to the current second cutout
value, the second cutout value is set to the current first cutout value, and the first cutout value
is set equal to Y. The image analysis computer also shifts the corresponding first, second
and third Tageuout values in a similar manner. In addition, the image analysis computer 110
also sets a confidence score for the new first cutout value based on a composite object score
for the currently considered scored candidate object, or cutout candidate, according to:

confidence = Scoreppject

Once the cutout values and their respective associated tag values are shifted in step
2946 and the confidence score set, the image analysis computer 110 continues with step 2950
so that a new iteration with a new cutout value can begin in step 2918 if the incremented
value of j is less than three, for example, in step 2952. If, in step 2944, the image analysis
computer 110 determines that the first cutout value is not greater than Yw, then the analysis

computer 110, in step 2948, sets the first cutout to equal the Yy value of the particular cutout
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candidate being utilized in this particular iteration of step 2916, sets the first cutout tag value,
Tageuou[ 0], equal to the Tagopiect value for this particular cutout candidate, sets the
“confidence” value for the first cutout to equal the composite object score, Scoreopject, for this
particular cutout candidate, and continues with step 2950 so that a new iteration with a new
cutout value can begin in step 2918 if the incremented value of j is less than three, for
example, in step 2952. Step 2948 is typically reached when the first cutout value equals "0".
This can occur when all the cutout values are initially set to equal "0" or if a right shift of
cutout values happens, in step 2908, results in a value of "zero" being assigned to the first
cutout value. Eventually, repeated execution of step 2950 will result in the index value, j, for
the loop initiated in step 2918 equaling the number of cutout values (e.g., three) in step 2952.
In this instance, the loop of step 2918 is completed and, in step 2954, a new cutout candidate
index value 7 is identified, in step 2956, for a next iteration of the loop initiated in step 2916.
Eventually, i is incremented in step 2956 until it exceeds the number # of cutout candidates in
step 2956. In this instance, the loop of step 2916 is completed and the image analysis
computer continues with step 2958.

In step 2958, a loop through the different cutout values is initiated (e.g., j = 0 to 2).
First, in step 2960, the image analysis computer 110 determines if cutoutfound[j] is not equal
to zero. This criterion is true when step 2922 was satisfied at least once for cutout[j]. Asa
result, a potentially better value for cutout[j] was also calculated as best Cutout[j] which has
a corresponding tag value of best cut tag[j]. Accordingly, in step 2962, cutout[j] and
Tageuout[j] are updated to reflect the values of best Cutout[j] and best cut tag[j],
respectively.

Once step 2962 is completed, or if cutout[j] equals "0", in step 2960, the image
analysis computer 110 increments j in step 2964 and loops back to step 2958 if there are more
cutouts remaining as determined by step 2966. Once the loop of step 2958 completes for all
the cutouts, the image analysis computer 110 continues with step 2970.

If no possible scored candidate objects were identified in step 2912 for the current
fork height, then the image analysis computer 110 continues with step 2968. In step 2968, the
confidence value that is associated with the first cutout value is reduced. For example, a new
confidence value can be calculated according to:

confidence = 0.5(confidence).
Once the confidence score is adjusted in step 2968 or once all the steps of the loop of

2958 completes, the image analysis computer 110 continues with step 2970. In particular, if
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the image analysis computer 110 determines, in step 2970, that the confidence value for the
first cutout is above a predetermined threshold (e.g., 0.5), then a counter associated with the
confidence value may, for example, be decremented in step 2972. For example, if the counter
is set equal to three and is decremented each time the confidence value is above the
predetermined threshold, then the value of the counter will be lower the more times a higher
confidence value for the first cutout is encountered. One of ordinary skill will recognize that
this counter value may vary and may, for example, be greater than three (e.g., five) or less
than three (e.g., one).

If the confidence value is not above the predetermined threshold, as determined in step
2970, or once the counter is adjusted, as in step 2972, then the image analysis computer 110
determines if the first cutout value is greater than zero, in step 2974. If so, then an adjusted
first cutout value for the first cutout is calculated by the image analysis computer 110 in step
2976. For example, the adjusted first cutout value can be calculated according to:

adjusted value = cutout[0] + 1.5 inches

wherein a predetermined offset value (e.g., 1.5 inches) is added to the value for
cutout[0]. Once the adjusted value is calculated in step 2976 or if the first cutout value is not
greater than zero, as determined in step 2974, then the image analysis computer 110 continues
with step 2978. In step 2978, the image analysis computer 110 determines if the counter is
more than a predetermined value. If, for example, the counter value is greater than zero, then
a minimum number of “confidence” values over the predetermined threshold have not
occurred (see step 2970 and 2972). Under these circumstances, the image analysis computer
110, in step 2980, resets the adjusted value to equal zero and repeats the process by returning
to step 2904.

If however, the counter value indicates that a minimum number of “confidence”
values have occurred that are over the predetermined threshold, then the image analysis
computer 110, in step 2982, communicates the “adjusted” value (e.g., first cutout value + 1.5
inches) to the vehicle computer 50 as a new first cutout location value or stop height and may
also communicate the second and third cutout values as well. The process then repeats by
returning to step 2904.

The above description assumed that the forks are being raised upwards and that the
operator desires for the forks to stop at the next higher cutout. However, one of ordinary skill

will recognize that the algorithm of Figs. 29A -29F may be modified to also operate
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appropriately when the forks are traveling downward and the operator desires for the forks to
stop at the next lower cutout.

The accuracy with which scored candidate objects may be detected and tracked
through a series of image frames can be improved by performing intrinsic and extrinsic

calibration of the camera. As mentioned previously, an intrinsic camera matrix has the form:

fx VvV Xo
[K]=]0 fy Yo
0O 0 1

where:

(X0, Yo) 18 the camera center 2714 and is the pixel location coordinates on the

image plane 2712 where the camera center (or the camera coordinate system origin)

2708 projects according to the pinhole camera model;

fx is the focal length, f, expressed in x-direction, or horizontal, pixel-related

units; and

fy is the focal length, f, expressed in y-direction, or vertical, pixel related units,

and

y represents a skew factor between the x and y axes, and is often "0".

The values for the elements of this matrix can be determined using known camera
resectioning techniques and can be performed as part of the manufacturing process of the
camera. As for extrinsic calibration of the imaging camera 130, other techniques are useful
for determining values for the previously discussed extrinsic camera matrix [Regm | Team].
As these values may depend on the specific manner in which the camera is mounted relative
to the vehicle 20, extrinsic calibration may beneficially be performed at a site where the
vehicle 20 will be used. For example, values may be determined for:

tybias (the fixed vertical offset between the imaging camera 130 and the
location of the forks 42A and 42B),

txbias (the fixed horizontal offset between the imaging camera 130 and the
location of the world coordinate origin 2706),

Ox (the rotation of the camera coordinate system relative to the X-axis 2707,
referred to as an elevation angle, designated 0. in Fig. 27A). Ideally the elevation angle may
be calibrated when the forks 42A and 42B have a tilt angle of zero. As noted above, if the tilt
angle B¢ of the forks 42A and 42B, which can be provided by a tilt angle sensor in

communication with the vehicle computer 50, is not zero, then the overall elevation angle
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B = (Opc + 0, f) of the imaging camera 130 will include a portion 64¢ due to the tilting of
the forks 42A and 42B and a portion 8, due to the tilt of the camera 130,

Oy (the rotation of the camera coordinate system relative to the Y-axis 2711,
referred to as a pitch angle), and

0, (the rotation of the camera coordinate system relative to the Z-axis 2705,
referred to as a deflection angle).

An initial estimate can be assigned to these values in order to begin the extrinsic
camera calibration process. For example, when considering only an elevation angle, an
estimated initial value of O may be 0 degrees and an initial estimated value for tyios may be a
physically measured height of the imaging camera 130 from the forks 42A and 42B. The
horizontal offset tyias, the pitch angle and deflection angle may be considered to be equal to
zero. Using these initial estimated values more than one scored candidate object (i.c., a
potential pallet) may be acquired in an image of a known, or measured, world geometry. For
example, based on a respective, manually pre-measured distance and height of more than one
pallet relative to the world coordinate origin 2706, which, as noted above, is located at a
known location on the vehicle 10, corresponding world coordinate locations (Xy, Yy, Zy) can
be determined (where the value of X, may not necessarily be measured when only an
elevation angle is non-zero and camera has no translation offset, as described more fully
below, in the X-direction (i.c., txbias = 0). Alternatively, a similar technique can be
accomplished which uses respective measurement information about a single potential pallet
from multiple image frames taken from different camera positions.

Fig. 30 depicts an image frame in a series of image frames for one example scenario in
which three potential pallet locations 3002, 3004, 3006 have been captured by the imaging
camera 130 and projected onto an image plane 3010 as three respective pixel locations 3012,
3014, and 3016. It is also possible to acquire calibration data from multiple views of
chessboards where the corner locations substitute for the lower stringer point. As discussed
carlier, these pixel locations may be corrected for distortion such that the locations 3012,
3014, and 3016 are in undistorted image space. In the depicted scenario, the following values
have been determined:

the translation of the forks, t, , when the image frame 3010 is captured can be

determined from the vehicle computer 50;
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the first potential pallet location 3002 is projected to undistorted image pixel location
(X1, y1) 3012 and is measured relative to a world coordinate origin to have a corresponding
world coordinate location of (X, Y1, Z1);

the second potential pallet location 3004 is projected to undistorted image pixel
location (x5, y;) 3014 and is measured relative to a world coordinate origin to have a
corresponding world coordinate location of (X3, Y3, Z,); and

the third potential pallet location 3006 is projected to undistorted image pixel location
(x3, y3) 3016 and is measured relative to a world coordinate origin to have a corresponding
world coordinate location of (X3, Y3, Z3).

In a configuration where there is only an elevation angle (i.e., 0x), the second linear
equation of Equation 23 provides Equation 41A (where 0y denotes the elevation angle) :

Vrow (YwSinb, + chosex)—YW(fycosex + yosian) —Zy (—fysian + yocosex) = fy(ty + tynias)

This equation can be rearranged to provide a first equation useful in performing the extrinsic
camera calibration. In particular, Equation 41A can be rearranged into Equation 41B:

COS@X(—nyW + (yrow - yO)ZW) + Sinex((yrow - yO)Yw + fyZW) = fy(ty + tybias)

As mentioned previously, the elevation angle 6y, can include a portion 0. that is from a tilt
angle of the imaging camera 130 and a portion 0. that is from angle of the forks 42A and 42B
such that:
Oy = Opc + Ocf

A second equation can be derived from the well-known trigonometrical principle of Equation
42:

cos? 0, + sin? 4,. = 1.
Using these two equations, appropriate values for ty,s and 0y can be determined using an
iterative process as described below. In general, the iterative process first defines two
residual functions based on Equation 41B and Equation 42. In particular, the two residual

functions are defined by Equation 43A:

f = fy(ty + tybias) - COSQX(—nyW + (yrow - yO)ZW) - Sinex ((yrow - yO)Yw + fwa)

However, Equation 43A can relate to more than one potential pallet (or scored candidate
object); thus, it can be more generally written as Equation 43B:

f(l) = fy(ty + tybias) - COS@X(—nyi + (yi - yO)Zi) - Sinex ((yi - yO)Yi + fyzi)
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where 7 is an index used to distinguish between different scored candidate objects (e.g., 3002,
3004, 3006) that may be observed in the image frame 3010. Each such scored candidate
object, in Equation 43B, has a respective residual equation (i) and has a respective manually
measured world coordinate location (X, Yi, Zi) and an image pixel location height value of y;.
5  The format of Equation 43B can be simplified by writing it as Equation 43C:
F@ = £y (ty + typias) — 056, (4)) = sinby(r)
where:
q; = (Y + i — y0)Z;)
T = ((}’i —yo)Yi + fyZi)
Using the two geometrical identities:
cos(6,) = cos(@ec + Hef) = cos(0,.) cos(eef) — sin(@,,) sin (6,f)
sin(8,) = sin(eec + Hef) = sin(6,,) cos(eef) + cos(8,,) sin ()
allows Equation 43C to be written as Equation 43D:

f@)= fy(ty + tybias) — [cos(B,.) COS(Qef) = sin(Bec) sin (6¢r)1(q;) — [sin(Bec) COS(ng)
+ COS(Qec) sin (ng)] (ri)

10 The second residual equation based on Equation 42 is defined by Equation 44:
ge =1 —cos?0,. —sin?0,,

By finding the respective roots of each residual equation (i.c., those values of the
variables that result in (i) and g. equaling zero), appropriate values for determining the
extrinsic camera calibration values can be calculated. In the above notation, (i) represents
the residual equation for the scored candidate object i and does not denote that f is a function

15  of an independent variable i.
In general, a function w can be evaluated at a point (no + ¢) using a Taylor, or power,
series where:
w(no + €) = w(ng) + w '(ng)e + Yo w "(ng)e” ...
Taking just the first two terms of the series provides an approximation of w where:
20 w(no + ¢) = w(ng) + w '(ng)e
In this Taylor approximation, #o may be considered as an initial guess at a root of the function
w and e i$ an initial offset intended to locate a value closer to an actual root of w than .
Setting w(no + ¢) = 0 and solving for "e", provides an initial estimated value for the offset "e".

This use of the Taylor series can be iteratively performed such that each previous calculation
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of "e" is used in the next iteration of solving for the root of w according to the Newton-
Rhapson method.
In other words, using a current guess, n(t), for the root of w provides:
0 ~ w(n(t)) + w’(n(t)) *e(t)
which can then be solved to estimate a value for an offset, or "step" used in the iterative
5  algorithm according to:
B w(n(t)) N
w' (n(t))

Using the newly calculated estimate for the step e(t), the updated guess, n(t+1), for the root of

e(t)

w is provided by:
n(t+1) =n(t) +e(t)

It is this value n(t+1) that is used in the next iteration of calculating the estimated

offset, or step, value. This iterative process can be repeated until e(t) reaches a predetermined
10  threshold value. In this way, the Taylor series approximation may be iteratively used to solve

for a root of the function w.

For multivariable functions, such as for example, w(n, m), the first two terms of a
Taylor series approximation around the point (ng + e;, mg + ¢;) is formed by taking partial

derivatives according to:

ow(ny, my) ow(ngy, my)
w(ng +e;,my +ey) = wng,mg) + (# (e)) + #(ez)

15 For each of the residual equations related to the extrinsic camera calibration in this
first configuration, the variables of interest are cos6,., sinf,., and typ;,s and each has a
respective estimated offset po, p1, and p,. If there are at least two scored candidate objects,
then using the above-described principles about Taylor series approximations provides the
following residual equations for performing an extrinsic camera calibration:

20  Equation 45A:

ge =1 —cos? 0, —sin? 0,
£(0) = £,(ty + typias) — [c0S(Bec) cO5(Ber) — Sin(Bec) sin (Bep)](qo) — [sin(ec) cos(Bey)
+ c05(0¢c) sin (8.£)](15)
FQ = (& + typias) = [c05(Bec) c05(Ber) — sin(Bec) sin (Bep)](q1) — [sin(Bec) cos(Bey)
+ c0s(0,c) sin (8.6)](11)
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If there are additional scored candidate objects available, then additional residual equations may be
used as well; these additional residual equations would have the form of:
F@) = f,(ty + typias) — [€05(8ec) cO5(Ber) = sin(Bec) sin (8,£)1(q:) — [sin(fec) cos(6er)
+ cos(Bec) sin (O¢)] (1)
where i refers to an index value that uniquely identifies the scored candidate object.
The respective Taylor series approximations of the residual equations are Equation 46A:

5 ge =~ 1 —cos?0,, —sin? ,, — 2cosh,, * Dy — 25inf,. * p,

f(0) =

fy(ty + tybl-as) — [cos(6,.) cos(@ef) — sin(fe.) sin (8.£)1(qo) — [sin(6e.) cos(@ef) +

c05(Bec) sin (Bef)]1(ro) — [qo cos(8es ) + To5in (Bef)] * Po — [~qo sin(fef) + 1o cos(8ef )] * 1 + f; % s

10 f()=
fy(ty + tybias) - [COS(Qec) COS(Qef) - Sin(eec) sin (Qef)] (ql) - [Sin(gec) COS(Qef) +

c05(Bec) sin (8ep)1(r1) — [41 €05(Bey) + rasin (Bep)] * Po — [~y sin(Ber) + 71 c05(8f)] 1 + £ * 2

Setting each of the Equations from Equation 46A equal to zero to solve for the
15  respective roots provides Equation 47A:

2c050,. * p, + 2sinf,. xp, = 1 — cos? 0, — sin? 0,

[0 c0S(Ber) + Tosin ()] * Po + [=qo Sin(Bey) + 1o cos(Bef )] * P1 = fy * 12
~ fi/(ty + tybias) - [COS(Qec) COS(Qef) - Sin(gec) sin (Qef)] (qo) - [Sin(eec) COS(Qef)
+ cos(f,.) sin (Qef)] (o)

[q: cos(8ey) + 715in (Bep)] * o + [—q1 Sin(Bef) + 71 cOS(B,p)] * 1 = £, * 2
ad fy(ty + tybias) - [COS(Qec) COS(Qef) - Sin(eec) sin (Qef)] (ql) - [Sin(gec) COS(Qef)
+ COS(Qec) sin (Qef)] (7”1)

The three equations of Equation 47A can be written in matrix notation as Equation 48A:

2cos0,, 2sinf,, 0 p e
qoc0S0,p +1(Sinb,  —qoSind,p +1c050,r  —fy, po f(0)
1 =
q1€050,¢ + 115inB,r  —q1Sin@,¢ + 11C0S0,f fy Dy fQ)
20  where:
g = (=Y + i = y0)Zy)
= ((}’i —yo)Y; + fyZi)
F@) = fy(ty + typias) — [05(8ec) cos(Ber) — sin(Bec) sin (8,)](q:) — [sin(Bec) cos(bey)
+ COS(Qec) sin (Qef)] (ri)
ge = 1 —cos? 8,, — sin? G,
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As mentioned, there may be more than just two scored candidate objects within the
image frame 3010 and, as a result, Equation 48A would have additional rows of values q;, 1i,

and f;. The general form of Equation 48A is that shown in Equation 49A:

Po
/] [Pl = [F]
P2
5  where:
2cos0,, 2sinf,, 0 e
] = qoC0SO,f +1(SinBer  —QqoSind,r + 1900  —f,, and [F] = f(0)

410505 +115in0,r  —q1Sind,p + 110050, —f,, f()
which can be manipulated to form Equation 49B:
Po
P = (UI"UDUIT(F]
b2

Accordingly, Equation 49B reveals that respective observations of multiple pallets and a
respective estimate for cosb,., sin,., and ty ;s can be used to provide a least squares

Po
solution for the vector of values [Pl

P2
10 update the respective estimate for cosf,., sin,., and t,p;qs according to Equation 50:

Po
. This vector of values [Pll can be used to iteratively
P2

€0SOpc(t + 1) = cos6,.(t) + po
Sinb,.(t +1) = sinb,.(t) +p,
tybias(t+ 1) = typigs(t) + 02
The updated estimates for cos0,, Sinb,e, and t,p;qs can then be used in Equation 49B to

Po
P1
P2

find new values for . This iterative process may be repeated until each of the calculated

Po
values for [Pl] are smaller than a predetermined threshold. For example, this predetermined
b2

threshold may be 10°. Once the iterative process completes, a respective value for

15 €0s0,,5inb,., and tp;,s has been calculated according to Equation 50 and the camera's

o . . ing
contribution to the elevation angle, 8., can be determined from 6,, = tan™! (z:;—eec). The
ec

camera's contribution to the elevation angle, 8., and t,;;,s comprise the extrinsic camera

calibration values for this embodiment.
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In the configuration described above, using only one of the linear equations from
Equation 23 was sufficient (along with g.) in order for multiple pallet observations to be used
to solve for the two extrinsic camera calibration values 6, and t,;,5. However, in a
configuration in which only an elevation angle 8, is present, there may still be instances in
which t,p;,s # 0. In this instance, manually measuring the horizontal offset between a
location of the imaging camera 130 and a world coordinate origin 2706 location may provide
sufficient accuracy for this value. However, performing extrinisc camera calibration to
determine a calibration value for tyias can also be accomplished as well but will utilize
additional equations than those of Equation 48A. A full explanation of how tyias may be
defined to simplify physical measurement of an X, coordinate for a particular pallet location
is provided below with respect to a camera configuration in which there is both an elevation
angle 6, and a deflection angle 6,,.

In a configuration in which there is no deflection angle 6, but the value for t,;,s # 0,
the first linear equation of Equation 23 was given by:

—Xwly — Yuxosin0, — Z ,xqc050, + x;(Y,,sin0, + Z,,c050,) — f (typias) = 0

which can be rearranged to provide an additional residual equation for a particular

pallet location i that is useful for determining t,.p;q4s:

f*(l) = wax + fx(txbias) - ((xi - xO)Zw)COSQx - ((xi - xO)Yw)Sinex

where the notation f*(i) is used for convenience to distinguish this additional residual
equation from the previously discussed residual equation f(i). This additional residual
equation can be written as Equation 43E:
() = Xwfx + fi(tebias) — €058, (q;) — sinby (1)
where:
q; = ((xi —%0)Zy)
1= (O = x0)Yy)
Again, using the two geometrical identities:
cos(6,) = cos(6,, + Qef) = cos(8,.) cos(eef) — sin(6,,) sin (6,;)
sin(6,) = sin(eec + Qef) = sin(4,.) cos(eef) + cos(6,.) sin (6,;)
allows Equation 43E to be written as Equation 43F:
@ =Xwf, + [ (Expias) — [c05(Bec) co5(8,f) — sin(Bec) sin (6e£)1(q7) — [sin(Bec) cos(Bey)
+ c0s(be) sin (0ef)]1(ry)
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Using this additional residual equation related to the extrinsic camera calibration in
this modified first configuration, the variables of interest are cos6,., sinb,c, typigs and tepigs
and each has a respective estimated offset po, p1, p2, and ps. If there are at least two scored
candidate objects, then using the above-described principles about Taylor series

5  approximations provides the following residual equations for performing an extrinsic camera

calibration:

Equation 45B:
ge =1 —cos?0,. —sin?0,,
£(0) = £, (ty + typias) — [c05(8ec) c05(Ber) — sin(Bec) sin (Bep)](qo) — [sin(ec) cos(Bey)
+ c05(0ec) sin (05)](10)

£7(0) = Xwf, + [ (txbias) — [c05(8ec) cos(Ber ) — sin(ec) sin (8,7)1(q5) — [sin(fec) cos(6.r)
+ ¢0s(Bc) sin (05)](15)

FQ) = £,(E) + typias) = [€05(Bec) c05(Beyr ) — sin(Bec) sin (Bep)1(q1) — [sin(Bec) cos(Bey)
+ cos(Be) sin (0,5)](11)

1) =Xwfy + [ (Eabias) = [c05(6,c) c05(8ef) — sin(fec) sin (6.£)](q5) — [sin(6,.) cos(6.f)
+ cos(Bec) sin (0¢)] (1)

If there are additional scored candidate objects available, then additional residual equations
10  may be used as well; these additional residual equations would have the form of:
Fr@ = Xwf , + [ (Exbias) = [c05(Bec) c05(6ef) = sin(Bec) sin (Ber)](q;) — [sin(Bec) cos(ber)
+ c0s(bec) sin (0ef)]1(r7)
where i refers to an index value that uniquely identifies the scored candidate object.
The respective Taylor series approximations of the residual equations of Equation 45B
are Equation 46B:
ge & 1 —cos? O, — sin? O, — 2cosb,, * p, — 2sind,, * p,
15 fO)=
fy(ty + typias) = [c0s(Bec) c05(8ef) — sin(Bec) sin (Ber)1(qo) — [sin(B,c) cos(Bey ) +
c05(0ec) 5in (804)](ro) — [@o c05(bef) + 105N (Bef)] * o = [=qo SiN(8ef) + 76 cOS(0p)] * Py + £, * P2

f*(O) =~ Xfo + fx (txbias) - [COS(Qec) COS(Qef) - Sin(eec) sin (Qef)] (qS) - [Sin(gec) COS(Qef) +
20 cos(Bec) sin (B.)](r5) — [q5 cos(Ber ) + 755in (8p)] * po — [—q5 Sin(8ef ) + 75 cOS(8ep)] * Py + f * 3

f) =

fy(ty + tybias) - [COS(Qec) COS(Qef) - Sin(eec) sin (Qef)] (ql) - [Sin(gec) COS(Qef) +

COS(Qec) sin (Qef)] (7”1) - [ql COS(Qef) + r38in (Qef)] *Po — [_ql Sin(eef) tn COS(Qef)] *pp t+ fy * P2
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f*(l) =~ Xfo + fx (txbias) - [COS(Qec) COS(Qef) - Sin(eec) sin (Qef)] (qi) - [Sin(gec) COS(Qef) +
c05(Bec) sin (Bep)] (1) — [qi cos(Ber) + risin (Bep)] * po — [—qi sin(Ber) + 77 cos(Bep)] * p1 + fic * ps

5 Similar to before, setting each of the Equations from Equation 46B equal to zero to

solve for the respective roots provides Equation 47B:

2c080,, * p, + 2sinf,, *p, # 1 — cos? @,, — sin? 0,

[@o cos(ef) + Tosin (Bep)] * Po + [~ qo sin(8es) + 7o c05(6er)] * 1 — fy * p2
ad ]g/(ty + tybias) — [cos(Bec) COS(Qef) — sin(fe.) sin (Qef)] (qo) — [sin(0,c) COS(Qef)
+ COS(Qec) sin (Qef)] (7”0)

[q cos(8ef) + 15sin (Bep)] * Po + [—q6 sin(Bef) + 15 cos(0f)] * P2 — fr * D3
= Xfo + fx (txbias) — [cos(8,.) COS(Qef) = sin(Bec) sin (0£)1(qo) — [sin(Bec) cos(@ef)
+ cos(B,c) sin (8¢£)]1(15)

[q1 cos(@ef) + r;sin (Qef)] *po + [—q1 sin(@ef) +n cos(Qef)] *P1— fy * D2
= y(ty *+ typias) — [€0S(Bec) co5(Ber) — sin(Bec) sin (Bep)) (ar) — [sin(Bec) cos(Br)
+ c05(ec) sin (805)](11)
10
g3 cos(@ef) + 778in (8,6)] * po + [—qi sin(@ef) + 7 cos(Qef)] * Py — fy * D3
~ Xwf o+ [ (Eabias) — [c05(6,c) c0s(Ber ) — sin(6,c) sin (8,)1(q3) — [5in(8,c) cos(6,y)

+ COS(Qec) sin (Qef)] (7”1*)

The five equations of Equation 47B can be written in matrix notation as Equation 48B:

i 2cos8,, 2sind,, 0 0 7 - Je -
qocos0.; + 1osind,;  —qosinb,y +rocosf,,  —f, 0 1Dy f(0)
qocosO, + rosinf,  —(qgsind, +rocosf,, 0 —fi|[Pr| _ [fT(0)
41050, + 1ysinb,;  —qqsinb, +ricosb,, —f, 0 P2 | f(D)
q;cos6,p + risinf,, —q;sinf, +ricosd, 0 —f; Ps f (W

where:
qi = (=¥ + i = ¥0)Z:)
7= ((}’i —yo)Y; + fyZi)
q; = ((xi —x0)Zw)
= (G = xo)¥)
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F@ = f(ty + typas) — [c05(Bec) c05(Bef ) — sin(Bec) sin (Bef)](q;) — [sin(fec) cos(Bep)
+ c0s(B,) sin (B,£)1(r;)
f1@ = Xwf + [ (tebias) = [05(8ec) c05(6er) = 5in(Bec) sin (6)1(ai) = [5in(Bec) cos(0er)
+ c05(8ec) sin (0] (")

and g. = 1 — cos?0,, — sin? O,

Equation 48B can then be used in a similar manner to Equations 48A, 49A, 49B, and
50 to iteratively solve for the three extrinsic camera calibration values: the camera's
contribution to the elevation angle, 8¢, txpiqs, and typ;qs Which comprise the extrinsic
camera calibration values for this modified first configuration having a non-zero elevation
angle 6, and X-direction offset t,4;,s.

When both an elevation angle 8, and a deflection angle 8, are present, then all three of the
respective world coordinate values (Xw, Yw, Zw) for each pallet location may be used to calculate
the extrinsic camera calibration values. In particular, the X, value for a particular pallet
location may be considered as being relative to a reference pallet location such as, for
example, the bottom most pallet location (e.g., 3006 of Fig. 30). In order to do so, the
horizontal offset value, txias, may be defined in a particular manner to aid the calibration
process. As discussed earlier, the imaging camera 130 may be attached to the vehicle frame
in such a way that it has an X-coordinate value offset from the world coordinate origin 2706
by a bias value (i.c., tcx = txvias).  During calibration, the vehicle 20 can be carefully
positioned so that the location on the vehicle 20 that has been designated as the world origin
2706 is substantially aligned in the X-direction with the bottom most pallet location (e.g.,
3006 of Fig. 30). As a result, a horizontal world coordinate X3 may be defined as equal to
zero and the horizontal world coordinate X, may be obtained by measuring a horizontal
distance between a lower center of a central pallet stringer at pallet location 3004 and a center
of the lower central pallet stringer at pallet location 3006. A horizontal coordinate X, for
pallet location 3002 may be measured in a similar fashion. As a result, the process described
below will permit a calibration value for tyias to be determined.

When a deflection angle is also present, the linear equations of Equation 24B can be

rearranged to provide the residual equations, for a scored candidate object 7, of Equation S1A:

f1(®) = ((x; = x0)sinbysinb, — frc0s8,)X; + ((x; — %o)cos6, sin 8,)Y; + ((x; = %0)c056,)Z; — fitxbias
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f(0) = <((yl- — yo)sing, — fycosex) sin 92> X; + <((yl- — yy)sind, — fycosex) cosQZ> Y;

+ (i = 70)c00, + £;,510,) Z; = £, (t, + typias)
The two other residual equations are provided by Equation 51B:
ge = c0s?8,, +sin?6,, — 1
gq = cos? 0, +sin?0, — 1

where 0, = O, + 0.

The Newton-Rhapson iterative method described above with respect to the elevation
angle-only scenario may be applied in a similar manner to the present scenario where the

5  extrinsic camera parameters to be calculated are a deflection angle 6, , a camera elevation

angle, 0., an x-bias value, tyias, and a y bias value, typias. For at least two potential pallet

locations in the image plane 3010, a matrix [F '] can be defined as Equation 52:
- o -
Ya
f1(0)
F' =|£2(0)
A1)
(D)

Based on the matrix [F ] a corresponding Jacobian matrix [J '] can be calculated

10  according to Equation 53:

0 0 0 0 0 0 T
9cos0,, e dsinb,, Ge dcos0, e dsin 0, Ge Otypias Ge Otypigs Ge
0 0 0 0 0 0
dcosB,, Ga asineec Ga 60059 Ga Bsin 6, Ga atxbiasgd atybl-as Ga
0
acoseecfl( ) aSanecfl( ) 66059 ——f1(0) asm 0, - f1(0) atxblasfl( ) atybmﬂ( )
J =
0 0
aCOSQecfZ( ) aSanecfZ( ) 3050, ~——12(0) asm 0, = /2(0) atxbmfz( ) atybmfz( )
1 1 1
Bcoseec f asmeec f 60059 D Bsm 0, f atmas F atybm F
1
acoseecfZ( ) aSanecfZ( ) 90056, 3e0s0. 2V 3 ’, = (D atxbmfz( ) atybmfz( )

Investigating just the first row of [F '] and [J '] reveals how these matrices can be used
to perform the iterative process to solve for the extrinsic camera calibration values for this
configuration where both an elevation angle and deflection angle are present. For example,

15  the first row of [F '] provides:
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8o = €0S° 0,. +sin“0,. — 1

and the first row of [J '] provides:
[2cosB,. 2sin8,, 0 0 0 O]
The Taylor series expansion of the first row of [F '] (set equal to zero) provides:
0 = cos? 0, + sin? §,, — 1 + (2co0s6,, * p,) + (Zsinb,. *p )
which can be rearranged to provide Equation 54:
(ZCoseec * po) + (ZSineec * pl) = —cos? ,, —sin? O, + 1
As a result, an equation analogous to Equation 49B for this current configuration for

performing extrinsic camera calibration is provided by Equation S5A:

_po_
p1
Pzl _
[y =~
P4
[ps ]
which can be manipulated to form Equation 55B:
_po_
P1
() NTrPN-1171T [ E!
v = — WD)
P4
| s

Accordingly, Equation 55B reveals that respective observations of multiple pallets and a

respective estimate for €050, SinBec, c0s0,, Sinb,, typias and typiqs can be used to

Po Po

P1 P1
provide a least squares solution for the vector of values gz . This vector of values gz can

P4 P4

D5 D5

be used to iteratively update the respective estimate for cos6,., sinb,.,cosb,, sinb,,
tubias ANd typiqs according to Equation 56A:
c0s0,.(t + 1) = c0s6,.(t) + p,
5inB,.(t + 1) = sinb,.(t) +p,
cos@,(t + 1) = cos6,(t) + p,
sin@,(t + 1) = sin6,(t) + ps

typias(t + 1) = typigs(t) +pa
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tybias(t +1) = tybias(t) +ps

The updated estimates for €050, SinBec, 0S0,, Sinb,, typias and typiqs can then be used

_po_
p1
in Equation 55B to find new values for gz . This iterative process may be repeated until
P4
P55
_po_
p1
cach of the calculated values for gz are smaller than a predetermined threshold. For
P4
[ ps ]

example, this predetermined threshold may be 10, Once the iterative process completes, a

respective value for  cos,., sinbe,cos8,, sinb,, typiqs and typiqs has been calculated and

o . . ing
the camera's contribution to the elevation angle, ,., can be determined from 6,, = tan™! (‘ZZ;—Q“),
ec
. . . ind
while the deflection angle, 8,, can be determined from 8, = tan‘l(:ZlT;). The camera's
z

contribution to the elevation angle, 6., the deflection angle, 8, t,piqs, and typ;,s comprise the
extrinsic camera calibration values for this embodiment.

A number of the above equations are nonlinear and a variety of techniques may be
employed to the iterative process to aid convergence to a solution for the extrinsic camera

calibration values. First, an allowable maximum value maxSizeofp for the norm |[|P|| of the

_po_

P1
vector [P] = IIZ may be arbitrarily selected so as to limit, or adjust, the size of [P]

[

s |
according to the following Equation 57:

, maxSizeofp * ﬂ , if ||P|| > maxSizeofp
[P'] = Pl
[P], otherwise

where, for example, maxSizeofp = 10;
[P’] potentially comprises a scaled vector [P]; and

the norm ||P|| of the vector [P] may be, for example, the Euclidean

norm such that ||P|| = /pZ + p? + p2 ... + p2.

164



10

15

20

WO 2013/059143 PCT/US2012/060332

Another technique for avoiding divergence in the iterative process described above

involves specifying a step size that reduces the effect of the offset, or step, values (e.g., pn)
Do
P1
b2
ps3
(2
[ ps |

therefore, represents a particular direction in 6-dimensional space. For convenience, this

calculated for each iteration. The vector [P] = , in this example, has six elements and,

direction can be referred to as the Newton direction. This vector [P] also represents a "step”
used to calculate the updated values for Equation 56A and can conveniently be referred to as
the Newton step. In some instances, using the full Newton step in the Newton direction to
calculate the next iterate values in the Newton-Rhapson method may not provide the best
results. While the Newton direction can be assumed to be a correct direction in which to
make the step, in some instances reducing an amount of that step may be better than using the
full Newton step. Accordingly, a "step-size", A, may be calculated that is multiplied with [P]
(where 0 < A4 < 1) in order to determine a modified Newton step (e.g., A[P]) that can be
used to calculate the updated values for Equation 56A.

In particular, this technique involves performing a line search at each iteration of the
Newton-Rhapson method to determine the step size A to be used when updating the values of
Equation 56A. In particular, Equation 56A implies using the full Newton step or, in other
words, using a step size at each iteration of A(t) = 1. However, as mentioned, a smaller step
size may be used that has a value between zero and one (e.g., 0 <A(t) < 1) which provides
Equation 56B:

c0s0,.(t + 1) = cosO,.(t) + A(t)p,
SinBec(t + 1) = sinb,.(t) + A(t)p,1
cos0,(t + 1) = cos6,(t) + A(t)p,
sinf,(t + 1) = sinb,(t) + A(t)ps
tapias(t 1) = trpias(t) + A(E)py
tybias(t+ 1) = typias(t) + A(t)ps

As known in the art, for example in Numerical Recipes in C: The Art of Scientific
Computing (2nd ed.), Press, et al., 1992, Cambridge University Press, New York, NY, USA, a
line search about a point first uses a descent direction along which an objective function will

be reduced and then computes a step size that decides how far to move in that direction. The
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step size represents a distance from a starting point that minimizes, or generally reduces, the
objective function a desired amount. One example objective function, [E], useful in the
above-described process for extrinsic camera calibration is provided by Equation 58:

[£] = 3 [T [P

The goal of the line search technique is to find a step size A such that [E] has
decreased a sufficient amount relative to a previous value. As described later, the
"sufficiency" of the decrease amount is defined by acceptance conditions for a particular line
search strategy. In general, the line search first calculates a value based on [E] using a full
Newton step (i.e., A = 1) and determines if the acceptance conditions are met. If so, then the
line search is complete. If not, then in each subsequent iteration the line search backtracks
along the line that extends in the Newton direction by using a smaller value for A . This
process can repeat with smaller and smaller values of A until the acceptance conditions are
satisfied.

A variety of different line search techniques may be used such as, for example, an
interpolated line search, a bisection line search, a Regula-Falsi line search, a secant line
search, and others. One example line search technique, the Armijo Rule line search, is more
fully explained below. In this example, A(t) refers to the eventual step size that is calculated
for a current iteration of the Newton-Rhapson method. However, the line search method
itself is also iterative and an index symbol "n" refers to a current iteration of the line search.

As mentioned above, the line search first calculates a value based on the objective
function [E]. The function [E] at a particular iteration of the Newton-Rhapson method can be
calculated using current iterate values and a current Newton step but with different test values
for a step size A. Thus, for an iteration t, the objective function [E] can be considered a
function that is dependent on the value of a step size A. In particular, the iterate values
calculated by the Newton-Rhapson method, in this particular configuration of the imaging
camera 130, from Equation 56B along with the Newton step [P] can be used to define

Equation 56C:
[V(n+ D] = [V(n)] + A(n)[P]

rc050,c(n + 1)1 €088, (N)]

Sinfec(n + 1) Sinbec(n)

cosf,(n+1) cost,(n)

where [V(n+1)] = sin@j(n +1) and [V(n)] = sin@j(n)

tepias(m+ 1) txbias(M)
| Lybias (n+1)] L Lybias ) |
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Equation 56C reveals how the values [V(n)] that are used to determine [F] (and, thus,
also determine [E]) can change based on a particular step size A(n) that is chosen. In
particular, in Equation 56C, the values for [V(n)] correspond to the iterate values for the
current iteration of the Newton-Rhapson method and [P] is the Newton step from the current
iteration of the Newton-Rhapson method. Accordingly, for a particular iteration, n, of the line
search a changing value for the step size A(n) is tested that results in different values for
[V(n+1)] that are used when calculating a value for [E]. Thus, a line search function G(R),
for a particular iteration of the Newton-Rhapson method can be defined according to:

G(A) = [E]

where G (A1) denotes that G is a function of a step size, A, and [E] denotes a value of
the objective function [E] for iteration ¢ of the Newton-Rhapson method.

A first order approximation of G (1) is given by Equation 56D:

d G(0)
dA
Using a full Newton step, the line search starts with » = 1 and A(1) =1. The line

G(A) =G(0) + Ae

search iteratively determines if the acceptance condition: G (/1 (n)) <G (A(n)) is satisfied. If
so, then A(n) is considered an acceptable step size and used as A(t) in Equation 56B. If the

inequality fails, however, then the step size is reduced according to:

A(n+1)=@

and the line search continues with a next iteration. The value for € in Equation 56D
can be arbitrarily chosen to be between 0 and 1 such as, for example € =0.5.

Thus, the previously described Newton-Rhapson iterative process described above
with respect to Equation 56A may be modified for each iteration, t, to help ensure
convergence by first calculating the solution for Equation 55B, as previously described,
according to:

_po_
P1
()
b3

P4
[ ps |

However, before using these values to update the values for cos0,., sin@,.,cos6,, sinf,,

=-WUTUDUTIF]

txbias ANd typiqs to be used in the next iteration, (t+1), they are adjusted using the techniques
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just described. In particular, the values for [P] can potentially be limited according to

Equation 57:
, maxSizeofp * ﬂ, if ||P|| > maxSizeofp
[P'] = 1Pl
[P], otherwise

_pOI_

2%
to produce limited offset values: le The vector [P'] is considered to specify a full

Ds pecily

P4’

[p:'

Newton step and Newton direction for a current iteration of the Newton-Rhapson method.
Additionally, using the values, a line search using the function [E] for the current iteration, t,
may be performed in order to calculate a step size A(t) to be used when updating the values

for cos0ec, sinbec,c0s0,, sinb,, typiqs and typiqs. Thus, an analogous equation for

Equation 56B is provided by Equation 56E:
cosO,.(t + 1)

sinB,.(t + 1) = sinb,.(t) + A()p,’

cos0,(t + 1) = cos0,(t) + A(t)p,’

sind,(t + 1) = sin6,(t) + A(t)ps’

tebias(t + 1) = tupias(t) + A(O)ps’

typias(t + 1) = typias(t) + A(t)ps’

€0s0,.(t) + A(t)p,’

It is these new values for cosf,.', sinb,.',cos8,’, sinb,’, typiqs' and typ;qs" that
are then used in the next iteration of the process for extrinsic camera calibration.

A third configuration of calibrating the imaging camera 130 involves a full rotation
matrix that includes a non-zero value for 6y, the elevation angle, 8, the pitch angle 0, the
deflection angle, tybias, and typias. Similar to Equation 30F, the following residual equations

can be defined to address the elements of a full rotation matrix for each potential pallet object.

Eguation S9A: fl(k) = (aka + kaw + i Zy, — fxtxbias)
f2 (k) = (dew + e Yy + filw — fy(ty + tybias))
where: Ay = XgT20 — fxToo — XoT20

by = xxT21 — fxTo1 — XoT21
Cre = XiT22 — fxTo2 — XoT22
di = YiT20 — fy7"10 —YoT20
€ = YrT21 — fy7"11 — YoT21
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fi = Y2z — fy7"12 —YoT22

Additional residual equations can be provided by Equation S9B:
ge =cC0s%0,. +sin?0,. — 1

gp = cos? 0y, +sin® 6, — 1

gq = cos® 0, +sin?0, — 1
where 0, = O,c + Opf.
Using these residual equations produces analogous matrices to Equations 52 and 53.

For example:

— ge -
9p
ga
A
f2(0)
(D)
f(1)
]II
d d d d d d d d :
00050, 0 Bsinbo. ¢ Bcosb, ¢ Bsind, 9 Bcosh,”¢  Osin 0,7°  OtwpigsC  OlypigsC
d d d d d d d d
00050, 9P BsinBe. 7P BcosO, P Bsind, 9 Bcosh,?  0sin 0,77 Otwigs?  Olypigs?
d d d d d d d d
acose Ya  Bsing,, 94 acose Ga asine Ga acose 9a asine 94 Olepias 0% Olypias @
d d d
= acose 7(0) asineecfl(o) acose H© asme 10 acose O 5 e H© 6txbl-asf1(0) atybiasfl(o)
A0S0, f2(0) asineecfZ(O) dcoso,, f2(9) dsind,, f2(9) dcosH, G e f2(0) atxbiasz(O) atybiasz(O)
6cosﬁecf(1) 65in0€cf(1) 60050 f 6sin0 f 60050 fm 61n9 fm 6txbiasf(1) 6tybiasf(1)
6cosﬂecf2() asineecfzu) acose ~(D asme ~(D acose G erZ(D 6txbiasf2(1) atybiasz(l)

As a result, an equation analogous to Equation 49B for this current configuration for

performing extrinsic camera calibration is provided by Equation 60A:

U]

Po
pP1
()
P3
Pa
Ps

LD

which can be manipulated to form Equation 60B:
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.| = =T DTIF]
Ps
Ps

[p, ]

Accordingly, Equation 60B reveals that respective observations of multiple pallets and

a respective estimate for cos8,., sinb,., cosb,, sinb,,cosl,, sind,, typiqes and typiqs can

_po_
P1
b2
be used to provide a least squares solution for the vector of values I;i . This vector of values
Ps
Pe
[p ]
_po_
P1
b2
gi can be used to iteratively update the respective estimate for cosf,., sinb,,cosb,,
Ps
Ps
[P ]

sinby, cos8,, sinb,, typqs and typ;,s according to Equation 61A:
c0s0,.(t + 1) = cos6,.(t) + p,
5infy.(t + 1) = sinb,.(t) + p;
cosO,(t+ 1) = cosb,(t) + p,
sinfy,(t + 1) = sind, () + p;
cos0,(t + 1) = cos6,(t) + p,
sinf,(t + 1) = sinb,(t) + ps
typias(t + 1) = typias(£) + P
tybias(t+ 1) = typias(t) + 07

170



10

15

20

WO 2013/059143 PCT/US2012/060332

The updated estimates for cos8,, Sinbec, c0sb,, sinb,, cosb,, sinb,, typiqs and typiqs

_po_
P1
[
can then be used in Equation 60B to find new values for I;i . This iterative process may be
Ps
Ps
[ p- ]
_po_
P1
P2
repeated until each of the calculated values for gi are smaller than a predetermined
Ps
Pe
[p

threshold. For example, this predetermined threshold may be 10°. Once the iterative process

completes, a respective value for each of cosb,., sinbe.,cosb,, sinb,,coso,,

Sin8,, typigs and typiqs has been calculated and the camera's contribution to the elevation

sinBec

angle, 0,., can be determined from 6, = tan‘l(m), the pitch angle 6, can be determined
in6 . ) ]
from 6,, = tan‘l(:;nT;’) , and the deflection angle, 6, can be determined from 8, = tan_l(%) .
v z

Additionally, the previously described techniques for avoiding divergence may be applied as

well to this particular configuration for performing extrinsic camera calibration.

While the foregoing disclosure discusses illustrative aspects and/or embodiments, it should be
noted that various changes and modifications could be made herein without departing from
the scope of the described aspects and/or embodiments as defined by the appended claims.

For example, a number of two-dimensional image analysis techniques are described above for

analyzing an image frame in order to identify, locate, score and prune potential pallet objects
and some of their individual features. These techniques are equally applicable to image
frames captured using a single camera system or a dual camera system. Furthermore,
although elements of the described aspects and/or embodiments may be described or claimed
in the singular, the plural is contemplated unless limitation to the singular is explicitly stated.
Additionally, all or a portion of any aspect and/or embodiment may be utilized with all or a

portion of any other aspect and/or embodiment, unless stated otherwise.
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CLAIMS

What is claimed is:
1. A computer-implemented method for finding a Ro image providing data
corresponding to possible orthogonal distances to possible lines on a pallet in an image
comprising:

acquiring a grey scale image including one or more pallets;

determining, using a computer, a horizontal gradient image by convolving the grey
scale image and a first convolution kernel;

determining, using the computer, a vertical gradient image by convolving the grey
scale image and a second convolution kernel; and

determining, using the computer, respective pixel values of a first Ro image providing
data corresponding to a possible orthogonal distance from an origin point of the grey scale

image to one or more possible lines on one or more possible pallets in the grey scale image.

2. The method of claim 1, further comprising normalizing the grey scale image and
wherein the horizontal gradient image is determined by convolving the normalized grey scale
image and said first convolution kernel and the vertical gradient image is determined by

convolving the normalized grey scale image and said second convolution kernel.

3. The method of claim 2, wherein determining the horizontal gradient image comprises
evaluating the following convolution equation using a first sliding window having a
horizontal number of adjacent cells that is equal to a number of elements of the first
convolution kernel, wherein the first sliding window is positioned so that each cell
corresponds to a respective pixel along a portion of a particular row of the normalized grey
scale image, said convolution equation for calculating a value for each pixel of the horizontal
gradient image comprising:

gl = Zju(j) * v(kyj)
wherein:

J = a particular pixel column location in the grey scale image wherein, for the
convolution equation, a value of j ranges between a first pixel column location in the portion
of the particular row and a last pixel column location in the portion of the particular row;

u(j) = pixel value in the portion of the particular row of the normalized grey-scale

image having a j column location;
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k= a pixel column location of the normalized grey-scale image over which the first
sliding window is centered;

(k-j) = 1s an index value for the first convolution kernel that ranges, as j varies, from a
lowest index value corresponding to a first element of the first convolution kernel and a
highest index value corresponding to a last element of the first convolution kernel; and

v(k-j) = a value of a particular element of said first convolution kernel at the index

value (k-j).

4. The method of claim 2, wherein determining the vertical gradient image comprises
evaluating the following convolution equation using a second sliding window having a
vertical number of adjacent cells that is equal to a number of elements of the second
convolution kernel, wherein the second sliding window is positioned so that each cell
corresponds to a respective pixel along a portion of a particular column of the normalized
grey scale image, said convolution equation for calculating a value for each pixel of the
vertical gradient image comprising:

g(d) = Zcu(c) * v(d-o)
wherein:

¢ = a particular pixel row location in the grey scale image wherein, for the convolution
equation, a value of ¢ ranges between a first pixel row location in the portion of the particular
column and a last pixel row location in the portion of the particular column;

u(c) = pixel value in the portion of the particular column of the normalized grey-scale
image having a ¢ row location;

d= a pixel row location of the normalized grey-scale image over which the second
sliding window is centered;

(d-c) = is an index value for the second convolution kernel that ranges, as ¢ varies,
from a lowest index value corresponding to a first element of the second convolution kernel
and a highest index value corresponding to a last element of the second convolution kernel;
and

v(d-c) = a value of a particular element of said second convolution kernel at the index

value (d-c).
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5. The method of claim 1, wherein determining the respective pixel values of the first Ro
image comprises using gradient pixel locations and pixel values from the horizontal and

vertical gradient images.

6. The method of claim 5, wherein determining the respective pixel values of the first Ro
image comprises evaluating the following equation:
pleft(ny) = w
Vi +g3
wherein:
x = a gradient pixel location in a horizontal direction;
y = a gradient pixel location in a vertical direction;
gy = a gradient pixel value from the horizontal gradient image corresponding to pixel
location (x, y); and
gy = a gradient pixel value from the vertical gradient image corresponding to pixel

location (x, y).

7. The method of claim 1, further comprising determining, using the computer,
respective pixel values for a second Ro image providing data corresponding to a possible
orthogonal distance from the origin point in the grey scale image to one or more possible lines

on one or more possible pallets in the grey scale image.

8. The method of claim 7, wherein determining the respective pixel values for the second
Ro image comprises using gradient pixel locations and pixel values from the horizontal and

vertical gradient images.

9. The method of claim 8, wherein determining the respective pixel values for the second
Ro image comprises evaluating the following equation:
Prignt(X,y) = T20: ¥ VGy
VIit gy

wherein:

x = a gradient pixel location in a horizontal direction;

y = a gradient pixel location in a vertical direction;

gx = a gradient pixel value from the horizontal gradient image corresponding to pixel

location (x, y); and
174



10

15

20

25

30

WO 2013/059143 PCT/US2012/060332

gy = a gradient pixel value from the vertical gradient image corresponding to pixel

location (x, y).

10. A system for finding a Ro image providing data corresponding to possible orthogonal
distances to possible lines on a pallet in an image comprising:

an image acquisition component configured to acquire a grey scale image including
one or more pallets;

a computer configured to determine a horizontal gradient image by convolving the
grey scale image and a first convolution kernel;

said computer further configured to determine a vertical gradient image by
convolving the grey scale image and a second convolution kernel; and

said computer further configured to determine respective pixel values for a first Ro
image providing data corresponding to a possible orthogonal distance from an origin point of
the grey scale image to one or more possible lines on one or more possible pallets in the grey

scale image.

11.  The system of claim 10, wherein:

said computer is further configured to normalize the grey scale image; and

said computer is further configured to determine the horizontal gradient by convolving
the normalized grey scale image and the first convolution kernel and to determine the vertical

gradient by convolving the normalized grey scale image and said second convolution kernel.

12.  The system of claim 11, wherein said computer is further configured to determine the
horizontal gradient image by evaluating the following convolution equation using a first
sliding window having a horizontal number of adjacent cells that is equal to a number of
elements of the first convolution kernel, wherein the first sliding window is positioned so that
cach cell corresponds to a respective pixel along a portion of a particular row of the
normalized grey scale image, said convolution equation for calculating a value for each pixel
of the horizontal gradient image comprising:

gl = Zju() * v(kyj)

wherein:
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J = a particular pixel column location in the grey scale image wherein, for the
convolution equation, a value of j ranges between a first pixel column location in the portion
of the particular row and a last pixel column location in the portion of the particular row;

u(j) = pixel value in the portion of the particular row of the normalized grey-scale
image having a j column location;

k= a pixel column location of the normalized grey-scale image over which the first
sliding window is centered;

(k-j) = 1s an index value for the first convolution kernel that ranges, as j varies, from a
lowest index value corresponding to a first element of the first convolution kernel and a
highest index value corresponding to a last element of the first convolution kernel; and

v(k-j) = a value of a particular element of said first convolution kernel at the index

value (k-).

13.  The system of claim 11, wherein said computer is further configured to determine the
vertical gradient image by evaluating the following convolution equation using a second
sliding window having a vertical number of adjacent cells that is equal to a number of
elements of the second convolution kernel, wherein the second sliding window is positioned
so that each cell corresponds to a respective pixel along a portion of a particular column of the
normalized grey scale image, said convolution equation for calculating a value for each pixel
of the vertical gradient image comprising:

g(d) = Zcu(c) * v(d-o)
wherein:

¢ = a particular pixel row location in the grey scale image wherein, for the convolution
equation, a value of ¢ ranges between a first pixel row location in the portion of the particular
column and a last pixel row location in the portion of the particular column;

u(c) = pixel value in the portion of the particular column of the normalized grey-scale
image having a ¢ row location;

d= a pixel row location of the normalized grey-scale image over which the second
sliding window is centered;

(d-c) = is an index value for the second convolution kernel that ranges, as ¢ varies,
from a lowest index value corresponding to a first element of the second convolution kernel
and a highest index value corresponding to a last element of the second convolution kernel;

and
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v(d-c) = a value of a particular element of said second convolution kernel at the index

value (d-c).

14.  The system of claim 10, wherein to determine the respective pixel values for the first
Ro image said computer is further configured to use gradient pixel locations and pixel values

from the horizontal and vertical gradient images.

15.  The system of claim 14, wherein said computer is further configured to determine the

respective pixel values for the first Ro image by evaluating the following equation:

pleft(ny) = w
Vit 93
wherein:
x = a gradient pixel location in a horizontal direction;
y = a gradient pixel location in a vertical direction;
gx = a gradient pixel value from the horizontal gradient image corresponding to pixel
location (x, y); and

gy = a gradient pixel value from the vertical gradient image corresponding to pixel

location (x, y).

16.  The system of claim 10, wherein said computer is further configured to determine
respective pixel values for a second Ro image providing data corresponding to a possible
orthogonal distance from an origin point to one or more possible lines on one or more

possible pallets in the grey scale image.

17.  The system of claim 16, wherein to determine the respective pixel values for the
second Ro image said computer is further configured to use gradient pixel locations and pixel

values from the horizontal and vertical gradient images.

18.  The system of claim 17, wherein said computer is further configured to determine the
respective pixel values for the second Ro image by evaluating the following equation:
—Xgx t Y9 y

pright (x: y) = \W
g + g3
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wherein:

x = a gradient pixel location in a horizontal direction;

y = a gradient pixel location in a vertical direction;

gx = a gradient pixel value from the horizontal gradient image corresponding to pixel
location (x, y); and

gy = a gradient pixel value from the vertical gradient image corresponding to pixel

location (x, y).

19. A computer program product for finding a Ro image providing data corresponding to
possible orthogonal distances to possible lines on a pallet in an image, comprising:
a computer readable storage medium having computer readable program code

embodied therewith, the computer readable program code comprising;:

computer readable program code configured to acquire a grey scale image
including one or more pallets;

computer readable program code configured to determine a horizontal gradient
image by convolving the grey scale image and a first convolution kernel;

computer readable program code configured to determine a vertical gradient
image by convolving the grey scale image and a second convolution kernel; and

computer readable program code configured to determine respective pixel
values of a first Ro image providing data corresponding to a possible orthogonal distance
from an origin point of the grey scale image to one or more possible lines on one or more

possible pallets in the grey scale image.

20.  The computer program product of claim 19, further comprising:

computer readable program code configured to normalize the grey scale image and
wherein the horizontal gradient image is determined by convolving the normalized grey scale
image and said first convolution kernel and the vertical gradient image is determined by

convolving the normalized grey scale image and said second convolution kernel.

21.  The computer program product of claim 20, further comprising:

computer readable program code configured to evaluate the following convolution
equation using a first sliding window having a horizontal number of adjacent cells that is
equal to a number of elements of the first convolution kernel, wherein the first sliding

window is positioned so that each cell corresponds to a respective pixel along a portion of a
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particular row of the normalized grey scale image, said convolution equation for calculating a
value for each pixel of the horizontal gradient image comprising:

g(k) = Zju(j) * v(k-j)
wherein:

J = a particular pixel column location in the grey scale image wherein, for the
convolution equation, a value of j ranges between a first pixel column location in the portion
of the particular row and a last pixel column location in the portion of the particular row;

u(j) = pixel value in the portion of the particular row of the normalized grey-scale
image having a j column location;

k= a pixel column location of the normalized grey-scale image over which the first
sliding window is centered;

(k-j) = 1s an index value for the first convolution kernel that ranges, as j varies, from a
lowest index value corresponding to a first element of the first convolution kernel and a
highest index value corresponding to a last element of the first convolution kernel; and

v(k-j) = a value of a particular element of said first convolution kernel at the index

value (k-).

22.  The computer program product of claim 20, further comprising:

computer readable program code configured to evaluate the following convolution
equation using a second sliding window having a vertical number of adjacent cells that is
equal to a number of elements of the second convolution kernel, wherein the second sliding
window is positioned so that each cell corresponds to a respective pixel along a portion of a
particular column of the normalized grey scale image, said convolution equation for
calculating a value for each pixel of the vertical gradient image comprising:

g(d) = Zcu(c) * v(d-o)
wherein:

¢ = a particular pixel row location in the grey scale image wherein, for the convolution
equation, a value of ¢ ranges between a first pixel row location in the portion of the particular
column and a last pixel row location in the portion of the particular column;

u(c) = pixel value in the portion of the particular column of the normalized grey-scale
image having a ¢ row location;

d= a pixel row location of the normalized grey-scale image over which the second

sliding window is centered;
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(d-c) = is an index value for the second convolution kernel that ranges, as ¢ varies,
from a lowest index value corresponding to a first element of the second convolution kernel
and a highest index value corresponding to a last element of the second convolution kernel;
and

v(d-c) = a value of a particular element of said second convolution kernel at the index

value (d-c).

23.  The computer program product of claim 19, wherein the computer readable program
code configured to determine the respective pixel values of the first Ro image is configured to

use gradient pixel locations and pixel values from the horizontal and vertical gradient images.

24.  The computer program product of claim 23, further comprising:

computer readable program code configured to evaluate the following equation:

pleft(ny) = w
Vit 93
wherein:
x = a gradient pixel location in a horizontal direction;
y = a gradient pixel location in a vertical direction;
gx = a gradient pixel value from the horizontal gradient image corresponding to pixel
location (x, y); and

gy = a gradient pixel value from the vertical gradient image corresponding to pixel

location (x, y).

25.  The computer program product of claim 19, further comprising:

computer readable program code configured to determine respective pixel values for a
second Ro image providing data corresponding to a possible orthogonal distance from the
origin point in the grey scale image to one or more possible lines on one or more possible

pallets in the grey scale image.

26. The computer program product of claim 25, wherein the computer readable program

code configured to determine the respective pixel values for the second Ro image is
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configured to use gradient pixel locations and pixel values from the horizontal and vertical

gradient images.

27.  The computer program product of claim 26, further comprising:
5 computer readable program code configured to evaluate the following equation:
prigne(6,) = — e 29
Vi + 93

wherein:

x = a gradient pixel location in a horizontal direction;

y = a gradient pixel location in a vertical direction;

gx = a gradient pixel value from the horizontal gradient image corresponding to pixel

10  location (x, y); and
gy = a gradient pixel value from the vertical gradient image corresponding to pixel

location (x, y).
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