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(57) ABSTRACT 

In a method and digital camera, an initial set of evaluation 
images are captured. A plurality of characteristics of the 
initial set of evaluation images are assessed to provide a first 
assessment. The characteristics include Subject motion 
between the initial set of evaluation images. When the 
Subject motion is in excess of a predetermined threshold, a 
final capture State of the camera is set responsive to the first 
assessment. When the Subject motion is less than the pre 
determined threshold, the evaluation images are analyzed to 
provide analysis results and the final capture state of the 
camera is set responsive to the first assessment and the 
analysis results. 
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VARYING CAMERA SELF-DETERMINATION 
BASED ON SUBJECT MOTION 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

0001. This is a continuation-in-part of application Ser. 
No. 11/399,076 filed on Apr. 6, 2006 entitled “VARYING 
CAMERA SELF-DETERMINATION BASED ON SUB 
JECT MOTION” by Bruce H. Pillman et al. 
0002 Reference is made to commonly assigned, co 
pending U.S. patent application Ser. No. , (Attorney 
Docket No. 91686RLW), filed Apr. 6, 2006, entitled: CAM 
ERA AND METHOD WITH ADDITIONAL EVALUA 
TION IMAGE CAPTURE BASED ON SCENE BRIGHT 
NESS CHANGES, in the names of Bruce H. Pillman and 
Jiebo Luo. 

FIELD OF THE INVENTION 

0003. The invention relates to photography and photo 
graphic equipment and methods and more particularly 
relates to varying camera self-determination based on Sub 
ject motion. 

BACKGROUND OF THE INVENTION 

0004. In capturing a scene with a camera, many param 
eters affect the quality and usefulness of the captured image. 
In addition to controlling overall exposure, exposure time 
affects motion blur, f/number affects depth of field, and so 
forth. In many cameras, all or some of these parameters can 
be controlled and are conveniently referred to as camera 
Settings. 

0005 Methods for controlling exposure and focus are 
well known in both film-based and electronic cameras. 
However, the level of intelligence in these systems is limited 
by resource and time constraints in the camera. In many 
cases, knowing the type of Scene being captured can lead 
easily to improved selection of capture parameters. For 
example, knowing a scene is a portrait allows the camera to 
select a wider aperture, to minimize depth of field. Knowing 
a scene is a sports/action scene allows the camera to auto 
matically limit exposure time to control motion blur and 
adjust gain (exposure index) and aperture accordingly. 
Because this knowledge is useful in guiding simple exposure 
control systems, many film, video, and digital still cameras 
include a number of scene modes that can be selected by the 
user. These scene modes are essentially collections of 
parameter settings, which direct the camera to optimize 
parameters, given the user's selection of Scene type. 
0006 The use of scene modes is limited in several ways. 
One limitation is that the user must select a scene mode for 
it to be effective, which is often inconvenient, even if the 
user understands the utility and usage of the scene modes. 
0007. A second limitation is that scene modes tend to 
oversimplify the possible kinds of Scenes being captured. 
For example, a common scene mode is "portrait, optimized 
for capturing images of people. Another common scene 
mode is “Snow', optimized to capture a Subject against a 
background of snow, with different parameters. If a user 
wishes to capture a portrait against a Snowy background, 
they must choose either portrait or Snow, but they cannot 
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combine aspects of each. Many other combinations exist, 
and creating scene modes for the varying combinations is 
cumbersome at best. 

0008. In another example, a backlit scene can be very 
much like a scene with a Snowy background, in that Subject 
matter is Surrounded by background with a higher bright 
ness. Few users are likely to understand the concept of a 
backlit scene and realize it has crucial similarity to a “snow 
scene. A camera developer wishing to help users with backlit 
scenes will probably have to add a scene mode for backlit 
scenes, even though it may be identical to the Snow scene 
mode. 

0009 Both of these scenarios illustrate the problems of 
describing photographic scenes in way accessible to a casual 
user. The number of scene modes required expands greatly 
and becomes difficult to navigate. The proliferation of scene 
modes ends up exacerbating the problem that many users 
find Scene modes excessively complex. 

0010 Attempts to automate the selection of a scene mode 
have been made. For example, United States Published 
Patent Application US 2003/0007076 A1, “Image Process 
ing Apparatus and Image-Quality Control Method.” 
Noriyuki Okisu et al, assigned to Minolta Co., Ltd., pub 
lished Jan. 9, 2003, teaches a method for automatic selection 
of scene mode based on focus data, Scene brightness, and 
focal length. Similarly, U.S. Pat. No. 6,301,440, “System 
and Method for Automatically Setting Image Acquisition 
Parameters.” Rudolf M. Bolle et al, assigned to International 
Business Machines Corp., issued Oct. 9, 2001, teaches a 
method for automatic selection of a scene mode and use of 
a photographic expert unit to automatically set parameters 
for image capture. Both of these methods disclose ways to 
use information from evaluation images and other data to 
determine a scene mode. The scene mode then is used to 
select a set of capture parameters from several sets of 
capture parameters that are optimized for each scene mode. 

0011) A limitation on automated methods is that such 
methods tend to be computationally intensive relative to the 
simpler methods. Cameras tend to be relatively limited in 
computing resources, in order to reduce cost, cut energy 
drain, and the like. This has resulted in noticeable lag 
between shutter trip and image capture in Some cameras. 
Such lag is highly undesirable when a subject to be photo 
graphed is in motion. One solution to the problem of lag is 
avoidance of highly time consuming computations. This 
leads back again to the use of modes. 
0012. It would thus be desirable to provide improved 
cameras and methods, in which camera settings are auto 
matically determined and the above shortcomings are at 
least partially mitigated. 

SUMMARY OF THE INVENTION 

0013 The invention is defined by the claims. The inven 
tion, in broader aspects, provides methods and cameras, in 
which a camera capture state is self-determined by the 
camera. An initial set of evaluation images are captured and 
characteristics of the initial set of evaluation images are 
assessed to provide a first assessment. Those characteristics 
include subject motion between the initial set of evaluation 
images. When the Subject motion is in excess of a prede 
termined threshold, a final capture state of the camera is set 
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responsive to the first assessment. When the subject motion 
is less than the predetermined threshold the evaluation 
images are further analyzed to provide analysis results and 
the final capture state is set responsive to the analyzing. In 
a particular embodiment of the invention, when said subject 
motion is less than the predetermined threshold one or more 
additional evaluation images are captured after the capturing 
of the initial set of evaluation images and their characteris 
tics are determined to provide a second assessment. The 
second assessment is analyzed to provide analysis results 
and the final capture state is responsive to all of the analysis 
results. 

0014. It is an advantageous effect of the invention that 
improved cameras and methods are provided, which allow 
camera settings to be automatically determined in a com 
putationally intensive manner and also allow Subject motion 
to be accommodated. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0.015 The above-mentioned and other features and 
objects of this invention and the manner of attaining them 
will become more apparent and the invention itself will be 
better understood by reference to the following description 
of an embodiment of the invention taken in conjunction with 
the accompanying figures wherein: 
0016 FIG. 1 is a block diagram showing the major 
components of a digital camera. 
0017 FIG. 2 is a semi-diagrammatical rear view of the 
camera of FIG. 1. 

0018 FIG. 3 is a diagrammatical front view of the filter 
wheel of the camera of FIG. 1. 

0.019 FIG. 4 is a diagrammatical front view of the 
diaphragm of the camera of FIG. 1. 
0020 FIG. 5 is a diagram of the grid of regions formed 
by the sensors of the rangefinder of the camera of FIG. 1. 
0021 FIG. 6 is a flow chart of the steps of a method of 
evaluating Subject motion in determining camera settings for 
image capture. 

0022 FIG. 7 is a flow chart of the steps of a method of 
considering brightness changes in determining camera set 
tings for image capture. 

0023 FIG. 8 is a detailed flow diagram of an embodiment 
incorporating the methods of both FIG. 6 and FIG. 7. 
0024 FIG.9 is a detailed flow chart of a modification of 
the method of FIG. 8, which is limited to the method of FIG. 
6. 

0025 FIG. 10 is a detailed flow chart of a modification of 
the method of FIG. 8, which is limited to the method of FIG. 
7. 

0026 FIG. 11 is a detailed flow diagram of complex 
feature analysis in the methods of FIGS. 8 and 10. 
0027 FIG. 12 is a detailed flow diagram of complex 
feature analysis in the method of FIG. 9. 
0028 FIG. 13 illustrates different scene compositions 
that are subject to different treatment by the camera of FIG. 
1. 

Oct. 25, 2007 

0029 FIG. 14 illustrates block-based motion analysis in 
a modification of the camera of FIG. 1. 

0030 FIGS. 15A-15B are diagrammatical views illustrat 
ing image data used in the motion estimation to compute 
costs associated with different motion offsets in the camera 
of FIG. 1. 

0031 FIGS. 16A-16B are diagrammatical views of the 
summation of data within rows to form vectors used in the 
motion analysis of the camera of FIG. 1. 
0032 FIGS. 17A-17B are the same views as FIGS. 
16A-16B of the summation of data within columns to form 
vectors used for the motion analysis of the camera of FIG. 
1. 

0033 FIG. 18 is a diagrammatical view of an embodi 
ment of the system. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0034. The following discussion refers to both still cam 
eras and video cameras. It will be understood that the 
respective terms are inclusive of both dedicated still and 
Video cameras and of combination still/video cameras, as 
used for the respective still or video capture function. 
0035) The term “capture state' is used herein to refer 
collectively to a plurality of camera settings that are or can 
be used together during a particular picture taking event to 
moderate how a light image is captured. Each setting is 
variable and affects one or more characteristics of an archi 
Val image captured and stored by the camera. Examples of 
settings include: lens aperture, lens focal length, shutter 
speed, flash condition, focus parameters, exposure param 
eters, white balance, image resolution, sensor gain, color 
saturation, sharpening filter parameters, and the like. Set 
tings available with an individual camera vary depending 
upon camera characteristics. A capture state may or may not 
fully determine settings for a particular image capture. For 
example, a capture state can define flash output prior to 
picture taking or can define flash output as being met when 
light returned from a photographed Subject reaches a par 
ticular level. Similarly, a capture state can define settings, 
which will be applied in the absence of a user override of one 
or more of those settings. For example, focus can be set by 
the user to remain at infinity, during a particular picture 
taking session. Likewise, a capture state can define one or 
more alternate settings based upon a later determined param 
eter, such as user activation of full flash or fill flash. 
0036) The term “archival image' is used herein to refer to 
a digital image stored in memory and accessible to the user 
following a capture event. An archival image is distin 
guished from other non-archival electronic images produced 
during capture of a light image of a scene. Such non-archival 
images include earlier images in the imaging chain leading 
to the archival image, such as the initial analog electronic 
image captured by the image sensor of the camera and the 
initial digital image produced by digitizing the initial analog 
image. In those cases, the non-archival images and the 
resulting archival image are all produced from the same light 
image. Another type of non-archival images is images used 
in viewfinding, setting exposure and focus, and the like. 
These non-archival images may be shown to the user on a 
viewfinder or the like, but are not made available for 
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ordinary use Subsequent to capture. These non-archival 
images can be automatically deleted by reuse of the memory 
used for storing them. 

0037. The terms “evaluation image' and “final image' 
are also used herein. Evaluation images are captured during 
camera set-up. Final images are captured following camera 
set-up. Final images are archival images. Evaluation images 
can be archival or non-archival, depending on camera set 
up. Evaluation images can have the same resolution as 
archival images or can have a lower resolution. Depending 
upon the type of image sensor, it may be convenient to 
capture each evaluation image as a high resolution image, 
followed by irreversible conversion to a sampled, low reso 
lution Subset of the original image. The low resolution 
subset can be provided using the method described in 
commonly-assigned U.S. Pat. No. 5,164,831 “ELEC 
TRONIC STILL CAMERA PROVIDING MULTI-FOR 
MAT STORAGE OF FULL AND REDUCED RESOLU 
TION IMAGES to Kuchta, et al. Two electronic capture 
units can be present in the camera, with one used as the 
evaluation image capture unit and the other used as the 
archival image capture unit. An example of a Suitable digital 
camera having two Such electronic capture units is described 
in U.S. Pat. No. 5,926,218, entitled “ELECTRONIC CAM 
ERA WITH IDUAL RESOLUTION SENSORS to Smith. 

0038. The camera can be a still camera, a video camera, 
or combine both capabilities. With a still camera, it is 
typically convenient to treat evaluation images as non 
archival, on the assumption that the user intended to capture 
only the final image and the evaluation images are Surplus 
age. With a video camera, it is typically convenient to treat 
both evaluation and final images as archival, on the assump 
tion that the user intended to capture all available images. 
Individual cameras can be limited to a particular set-up or 
treatment of evaluation images can be varied automatically 
or as a user-selectable option. More complex arrangements 
are also possible, such as treating different evaluation 
images in a capture sequence differently. For convenience, 
the discussion here is limited to embodiments, in which 
evaluation images from a still-capture event are all non 
archival and evaluation images from a video-capture event 
are all archival. It will be understood that like considerations 
apply to other embodiments. 
0039. In the following description, some features are 
described as “software' or “software programs”. Those 
skilled in the art will recognize that the equivalent of such 
Software can also be readily constructed in hardware. 
Because image manipulation algorithms and systems are 
well known, the present description emphasizes algorithms 
and features forming part of or cooperating more directly 
with, the method. Other aspects of such algorithms and 
apparatus, and hardware and/or software for producing and 
otherwise processing the image signals involved therewith, 
not specifically shown or described herein may be selected 
from Such systems, algorithms, components, and elements 
known in the art. Given the description as set forth in the 
following specification, all Software implementation thereof 
is conventional and within the ordinary skill in Such arts. 

0040. The invention is inclusive of combinations of the 
embodiments described herein. References to “a particular 
embodiment” and the like refer to features that are present 
in at least one embodiment of the invention. Separate 
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references to “an embodiment' or “particular embodiments’ 
or the like do not necessarily refer to the same embodiment 
or embodiments; however, Such embodiments are not mutu 
ally exclusive, unless so indicated or as are readily apparent 
to one of skill in the art. The use of singular and/or plural in 
referring to the “method' or “methods” and the like is not 
limiting. 

0041 Referring to FIGS. 1-5, in a particular embodiment, 
the camera 10 has a body 12 that provides structural support 
and protection for other components. The body 12 can be 
varied to meet requirements of a particular use and style 
considerations. An electronic image capture unit 14, which 
is mounted in the body 12, has a taking lens 16 and an 
electronic array image sensor 18 aligned with the taking lens 
16. Light from a Subject scene propagates along an optical 
path 20 through the taking lens 16 and strikes the image 
sensor 18 producing an analog electronic image. 
0042. The type of image sensor used may vary, but it is 
highly preferred that the image sensor be one of the several 
Solid-state image sensors available. For example, the image 
sensor can be a charge-coupled device (CCD), a CMOS 
sensor (CMOS), or charge injection device (CID). The 
electronic image capture unit includes other components 
associated with the image sensor. A typical image sensor is 
accompanied by separate components that act as clock 
drivers (also referred to herein as a timing generator), analog 
signal processor (ASP) and analog-to-digital converterfam 
plifier (A/D converter). Such components can also incorpo 
rated in a single unit with the image sensor. For example, 
CMOS image sensors are manufactured with a process that 
allows other components to be integrated onto the same 
semiconductor die. 

0043. The electronic image capture unit 14 captures an 
image with three or more color channels. It is currently 
preferred that a single image sensor be used along with a 
color filter array, however, multiple monochromatic image 
sensors and filters can be used. Suitable filters are well 
known to those of skill in the art, and, in Some cases are 
incorporated with the image sensor to provide an integral 
component. 

0044) Those skilled in the art will recognize that some 
procedures described herein in relation to digital images 
having multiple color channels can also be limited to one or 
more of the channels, but less than all of the channels. 
Suitability of this approach can be determined heuristically. 
Those skilled in the art will also recognize that for digital 
image processing steps described herein as replacing origi 
nal pixel values with processed pixel values is functionally 
equivalent to describing the same processing steps as gen 
erating a new digital image with the processed pixel values 
while retaining the original pixel values. 

0045. The electrical signal from each pixel of the image 
sensor 18 is related to both the intensity of the light reaching 
the pixel and the length of time the pixel is allowed to 
accumulate or integrate the signal from incoming light. This 
time is called the integration time or exposure time. 
0046 Integration time is controlled by a shutter 22, that 

is switchable between an open state and a closed state. The 
shutter 22 can be mechanical or electromechanical or can be 
provided as a logical function of the hardware and software 
of the electronic image capture unit. For example, some 
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types of image sensors allow the integration time to be 
controlled electronically by resetting the image sensor and 
then reading out the image sensor Some time later. When 
using a CCD, electronic control of the integration time of the 
image sensor 18 can be provided by shifting the accumu 
lated charge under a light shielded register provided at a 
non-photosensitive region. This can be a full frame as in a 
frame transfer device CCD or a horizontal line in an interline 
transfer device CCD. Suitable devices and procedures are 
well known to those of skill in the art. Thus, the timing 
generator 24 can provide a way to control when the image 
sensor 18 is actively recording the image. In the camera 10 
of FIG. 1, the shutter 22 and the timing generator 24 jointly 
determine the integration time. 

0047 The combination of overall light intensity and 
integration time is called exposure. Equivalent exposures 
can be achieved by various combinations of light intensity 
and integration time. Although the exposures are equivalent, 
a particular exposure combination of light intensity and 
integration time may be preferred over other equivalent 
exposures for capturing an image of a given scene. 

0.048 Although FIG. 1 shows several exposure control 
ling elements, some embodiments may not include one or 
more of these elements, or there may be alternative mecha 
nisms of controlling exposure. The camera can have alter 
native features to those illustrated. For example, shutters that 
also function as diaphragms are well-known to those of skill 
in the art. 

0049. In the illustrated camera, a filter assembly 26 and 
diaphragm 28 modify the light intensity at the sensor 18. 
Each is adjustable. The diaphragm 28 controls the intensity 
of light reaching the image sensor 20 using a mechanical 
aperture (not shown) to block light in the optical path 20. 
The size of the aperture can be continuously adjustable, 
stepped, or otherwise varied. As an alternative, the dia 
phragm 28 can be emplaceable in and removable from the 
optical path 20. Filter assembly 26 can be varied likewise. 
For example, filter assembly 26 can include a set of different 
neutral density filters that can be rotated or otherwise moved 
into the optical path. In FIG. 3, an example of the filter 
assembly 26 has a filter wheel 30 with different neutral 
density filters 32 that are rotatable into the optical path 
(illustrated by a cross 20a). The filter wheel 30 is directly 
driven by a driver 34, such as a stepper motor. In FIG. 4, an 
example of a diaphragm 28, in the form of a set of Waterman 
stops in a diaphragm wheel 38 is also illustrated. The 
differently sized apertures 40 of the diaphragm are rotatable 
into the optical path (illustrated by circle 20a) by a driver 42, 
Such as a stepper motor. (Stepper motors are illustrated in 
FIGS. 3-4, as pinions meshed with the respective wheels. 
Directions of rotation are indicated by double-headed 
arrows.) Other suitable filter assemblies and diaphragms are 
well known to those of skill in the art. 

0050. The camera 10 has an optical system 44 that 
includes the taking lens 16 and can also include components 
(not shown) of a viewfinder 46. The optical system 14 can 
take many different forms. For example, the taking lens can 
be fully separate from an optical viewfinder or from a digital 
viewfinder that consists of an eyepiece provided over an 
internal display. The viewfinder lens unit and taking lens can 
also share one or more components. Details of these and 
other alternative optical systems are well known to those of 
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skill in the art. For convenience, the optical system 44 is 
generally discussed hereafter in relation to an embodiment 
having a digital viewfinder and separate on-camera display 
48 that can be also be used to view a scene, as is commonly 
done with digital cameras. 
0051. The taking lens 16 can be simple, such as having a 
single focal length and manual focusing or a fixed focus, but 
this is not preferred. In the camera shown in FIG. 1, the 
taking lens 16 is a motorized Zoom lens in which a mobile 
element or elements are driven, relative to one or more other 
lens elements, by a Zoom control-driver 50. This allows the 
effective focal length of the lens to be changed. Digital 
Zooming (digital enlargement of a digital image) can also be 
used instead of or in combination with optical Zooming. The 
taking lens can also include elements or groups (not shown) 
that can be inserted or removed from the optical path, by a 
macro control-driver 52 so as to provide a macro (close 
focus) capability. 
0052 The taking lens unit 16 of the camera 10 is also 
preferably autofocusing. For example, an autofocusing sys 
tem can provide focusing passive or active autofocus or a 
combination of the two. Referring to FIG. 1, one of more 
focus elements (not separately shown) of the taking lens are 
driven, by a focus control-driver 54 to focus rays from a 
particular distance on the image sensor 20. The autofocusing 
system has a rangefinder 56 that has one or more sensing 
elements that send a signal to the control unit, which does a 
focus analysis of the signal and then operates focus driver 54 
to move the focusable element or elements (not separately 
illustrated) of the taking lens 16. 
0053) Referring now to FIG. 5, in particular embodi 
ments, a rangefinder 56 of the camera 10 divides a trans 
mitted image 92 of the scene into a grid 91 of regions 90 
(illustrated as boxes in FIG. 5) and senses distances, for each 
region 90, to within the limits of one of several distance 
ranges. A wide variety of suitable multiple sensor rangefind 
ers are known to those of skill in the art. For example, U.S. 
Pat. No. 5,440,369 discloses such a rangefinder. The 
rangefinder 56 then provides the distance range for each 
region 90 to the system controller 66, which then determines 
a subject-background pattern of the scene, as discussed 
below. The functions of the rangefinder can alternatively be 
provided as software and hardware functions of the capture 
unit and control unit (discussed below). 
0054 The camera 10 includes a brightness sensor 58. In 
FIG. 1, the brightness sensor 58 is shown as a one or more 
separate components. The brightness sensor 58 can also be 
provided as a logical function of hardware and Software of 
the capture unit 14. The brightness sensor 58 has a driver 
that operates a single sensor or multiple sensors and pro 
vides at least one signal representing scene light intensity for 
use in the analysis of exposure of the scene. As an option, 
this signal can also provide color balance information. An 
example, of a suitable brightness sensor that can be used to 
provide one or both of scene illumination and color value 
and is separate from the electronic image capture unit 14, is 
disclosed in U.S. Pat. No. 4,887,121. 

0055. The camera of FIG. 1 includes a flash unit 60, 
which has an electronically controlled illuminator Such as a 
xenon flash tube 61 (labelled “FLASH in FIG. 1). A flash 
sensor 62 can optionally be provided, which outputs a signal 
responsive to the light sensed from the scene during archival 
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image capture or by means of a preflash prior to archival 
image capture. The flash sensor signal is used in controlling 
the output of the flash unit by means of a dedicated flash 
controller 63 or as a function of the control unit. Alterna 
tively, flash output can be fixed or varied based upon other 
information, Such as focus distance. The function of flash 
sensor 62 and brightness sensor 58 can be combined in a 
single component or logical function of the capture unit and 
control unit. 

0056. The image sensor 18 receives a light image (the 
scene image) and converts the light image to an analog 
electronic image. The electronic image sensor 18 is operated 
by an image sensor driver. The electronic image is ultimately 
transmitted to the image display 48, which is operated by an 
image display controller-driver 64. Different types of image 
display 48 can be used. For example, the display 48 can be 
a liquid crystal display (LCD) or an organic electrolumi 
nescent display (“OLED'). 
0057 The control unit 65 controls or adjusts the exposure 
regulating elements and other camera components, facili 
tates transfer of images and other signals, and performs 
processing related to the images. The control unit 65 shown 
in FIG. 1 includes a system controller 66, timing generator 
24, analog signal processor 80, an A/D converter 69, digital 
signal processor 70, and memory 72a-72d. Suitable com 
ponents for the control system are known to those of skill in 
the art. These components can be provided as enumerated or 
by a single physical device or by a larger number of separate 
components. The controller 66 can take the form of an 
appropriately configured microcomputer, Such as an embed 
ded microprocessor having RAM for data manipulation and 
general program execution. Modifications of the control unit 
65 are practical, such as those described elsewhere herein. 
0.058. The timing generator 24 supplies control signals 
for all electronic components in timing relationship. Cali 
bration values for the individual camera 14 are stored in a 
calibration memory (not separately illustrated). Such as an 
EEPROM, and supplied to the controller 66. Components of 
a user interface (discussed below) are connected to the 
control unit 65 and function by means of a combination of 
Software programs executed on the system controller 66. 
The control unit 65 also operates the drivers and memories, 
including the Zoom driver 50, focus driver 54, macro driver 
52, display drivers 64 and other drivers (not shown) for the 
shutter 22, diaphragm 28, filter assembly 26, and viewfinder 
and status displays 74.76. 
0059. The camera 10 can include other components to 
provide information Supplemental to captured image infor 
mation. An example of Such a Supplemental information 
component 78 is the orientation sensor illustrated in FIG. 1. 
Other examples include a real time clock, motion sensors, a 
global positioning system receiver, and a keypad or other 
entry device for entry of user captions or other information. 
0060. It will be understood that the circuits shown and 
described can be modified in a variety of ways well known 
to those of skill in the art. It will also be understood that the 
various features described here in terms of physical circuits 
can be alternatively provided as firmware or software func 
tions or a combination of the two. Likewise, components 
illustrated as separate units herein may be conveniently 
combined or shared. Multiple components can be provided 
in distributed locations. 
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0061 The initial electronic image from the image sensor 
is amplified and converted from analog to digital by the 
analog signal processor 68 and analog to digital (A/D) 
converter-amplifier80 to a digital electronic image, which is 
then processed in the digital signal processor 70 using DSP 
memory 72a and stored in system memory 72b and/or 
removable memory 72c. Signal lines, illustrated as a data 
bus 81, electronically connect the image sensor 18, System 
controller 66, digital processor 70, the image display 48, and 
other electronic components; and provide a pathway for 
address and data signals. 

0062 “Memory” refers to one or more suitably sized 
logical units of physical memory provided in semiconductor 
memory or magnetic memory, or the like. Memory 72a-72d 
can each be any type of random access memory. For 
example, memory can be an internal memory, Such as a 
Flash EPROM memory, or alternately a removable memory, 
Such as a Compact Flash card, or a combination of both. 
Removable memory 72c can be provided for archival image 
storage. Removable memory can be of any type, such as a 
Compact Flash (CF) or Secure Digital (SD) type card 
inserted into a socket 82 and connected to the system 
controller 66 via memory card interface 83. Other types of 
storage that are utilized include without limitation PC-Cards 
or MultiMedia Cards (MMC). 
0063. The system controller 66 and digital signal proces 
sor 70 can be controlled by software stored in the same 
physical memory that is used for image storage, but it is 
preferred that the processor 70 and controller 66 are con 
trolled by firmware stored in dedicated memory 72d, for 
example, in a ROM or EPROM firmware memory. Separate 
dedicated units of memory can also be provided to Support 
other functions. The memory on which captured images are 
stored can be fixed in the camera 10 or removable or a 
combination of both. The type of memory used and the 
manner of information storage. Such as optical or magnetic 
or electronic, is not critical. For example, removable 
memory can be a floppy disc, a CD, a DVD, a tape cassette, 
or flash memory card or stick. The removable memory can 
be utilized for transfer of image records to and from the 
camera in digital form or those image records can be 
transmitted as electronic signals. 
0064 Digital signal processor 70 is one of two processors 
or controllers in this embodiment, in addition to system 
controller 66. Although this partitioning of camera func 
tional control among multiple controllers and processors is 
typical, these controllers or processors are combined in 
various ways without affecting the functional operation of 
the camera and the application of the present invention. 
These controllers or processors can comprise one or more 
digital signal processor devices, microcontrollers, program 
mable logic devices, or other digital logic circuits. Although 
a combination of Such controllers or processors has been 
described, it should be apparent that one controller or 
processor can perform all of the needed functions. All of 
these variations can perform the same function. 

0065. In the illustrated embodiment, digital signal pro 
cessor 70 manipulates the digital image data in its memory 
72a according to a software program permanently stored in 
program memory 72d and copied to memory 72b for execu 
tion during image capture. Digital signal processor 70 
executes the Software necessary for practicing image pro 
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cessing. The digital image can also be modified in the same 
manner as in other digital cameras to enhance images. For 
example, the image can be processed by the digital signal 
processor to provide interpolation and edge enhancement. 
Digital processing of an electronic archival image can 
include modifications related to file transfer, such as, JPEG 
compression, and file formatting. Metadata can also be 
provided in a manner well known to those of skill in the art. 
0.066 System controller 66 controls the overall operation 
of the camera based on a software program stored in 
program memory 72d, which can include Flash EEPROM or 
other nonvolatile memory. This memory can also be used to 
store image sensor calibration data, user setting selections 
and other data which must be preserved when the camera is 
turned off. System controller 66 controls the sequence of 
image capture by directing the macro control 52, flash 
control 63, focus control 54, Zoom control 50, and other 
drivers of capture unit components as previously described, 
directing the timing generator 24 to operate the image sensor 
18 and associated elements, and directing digital signal 
processor 70 to process the captured image data. After an 
image is captured and processed, the final image file stored 
in system memory 72b or DSP memory 72a, is transferred 
to a host computer via interface 84, stored on a removable 
memory card 72c or other storage device, and displayed for 
the user on image display 48. Host interface 84 provides a 
high-speed connection to a personal computer or other host 
computer for transfer of image data for display, storage, 
manipulation or printing. This interface can be an IEEE1394 
or USB2.0 serial interface or any other suitable digital 
interface. The transfer of images, in the method, in digital 
form can be on physical media or as a transmitted electronic 
signal. 

0067. In the illustrated camera 10, processed images are 
copied to a display buffer in system memory 72b and 
continuously read out via video encoder 86 to produce a 
Video signal. This signal is processed by display controller 
64 and/or digital signal processor 70 and presented on image 
display 48 and can be output directly from the camera for 
display on an external monitor. The video images are 
archival if the camera is used for video capture and non 
archival if used for viewfinding prior to still archival image 
capture. 

0068 The camera has a user interface 88, which provides 
outputs to the photographer and receives photographer 
inputs. The user interface 88 includes one or more user input 
controls 93 (labelled “USER INPUTS” in FIG. 1) and image 
display 48. User input controls 93 can include a shutter 
release 94, a "Zoom in/out control 95 that controls the 
Zooming of the lens units, and other user controls 96. User 
input controls can be provided in the form of a combination 
of buttons, rocker Switches, joysticks, rotary dials, touch 
screens, and the like. 

0069. The user interface 88 can include one or more 
information displays 97 to present camera information to the 
photographer, Such as exposure level, exposures remaining, 
battery state, flash state, and the like. The image display can 
instead or additionally also be used to display non-image 
information, Such as camera settings. For example, a graphi 
cal user interface (GUI) can be provided, including menus 
presenting option selections and review modes for examin 
ing captured images. Both the image display and a digital 
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viewfinder display can provide the same functions and one 
or the other can be eliminated. The camera can include a 
speaker, which provides audio warnings instead of, or in 
addition to, visual warnings depicted on the information 
display, image display 88, or both. The components of the 
user interface are connected to the control unit and function 
by means of a combination of software programs executed 
on the system controller 66. 
0070 Different types of image display 48 can be used. 
For example, the image display can be a liquid crystal 
display (LCD), a cathode ray tube display, or an organic 
electroluminescent display (“OLED"). The image display 48 
is preferably mounted on the camera body so as to be readily 
viewable by the photographer. 
0071. As a part of showing an image on the image 
display, the camera can modify the image for calibration to 
the particular display. For example, a transform can be 
provided that modifies each image to accommodate the 
different capabilities in terms of gray Scale, color gamut, and 
white point of the display and the image sensor and other 
components of the electronic capture unit. It is preferred that 
the display is selected so as to permit the entire image to be 
shown; however, more limited displays can be used. In the 
latter case, the displaying of the image includes calibration 
that cuts out part of the image, or contrast levels, or some 
other part of the information in the image. 

0072. It will also be understood that the camera herein is 
not limited to a particular feature set, except as defined by 
the claims. For example, the camera can include any of a 
wide variety of features not discussed in detail herein, such 
as, detachable and interchangeable lenses. The camera can 
also be portable or fixed in position and can provide one or 
more other functions related or unrelated to imaging. For 
example, the camera can be a cell phone camera or can 
provide communication functions in Some other manner. 
Likewise, the camera can include computer hardware and 
computerized equipment. The camera can include multiple 
capture units. 
0.073 For example, referring to FIG. 18, there is illus 
trated a camera in the form of a computer system 1110 and 
tethered capture unit. The camera can likewise be a portable 
computer, kiosks, or other system for the capture and 
processing of digital images. The computer system 1110 
includes a microprocessor-based unit 1112 for receiving and 
processing Software programs and for performing other 
processing functions. Images are input directly via a cable 
connection 1138 to the microprocessor-based unit 1112 or 
via a wireless connection 1140 to the microprocessor-based 
unit 1112. 

0074. A display 1114 is electrically connected to the 
microprocessor-based unit 1112 for displaying user-related 
information associated with the Software, e.g., by means of 
a graphical user interface. A keyboard 1116 is also connected 
to the microprocessor based unit 1112 for permitting a user 
to input information to the Software. As an alternative to 
using the keyboard 1116 for input, a mouse 1118 may be 
used for moving a selector 1120 on the display 1114 and for 
selecting an item on which the selector 1120 overlays, as is 
well known in the art. 

0075 Removable memory, in any form, can be included 
and is illustrated as a compact disk-read only memory 
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(CD-ROM) 1124, which can include software programs, is 
inserted into the microprocessor based unit for providing a 
means of inputting the Software programs and other infor 
mation to the microprocessor based unit 1112. Multiple 
types of removal memory can be provided (illustrated here 
by a floppy disk 1126) and data can be written to any suitable 
type of removable memory. Memory can be external and 
accessible using a wired or wireless connection, either 
directly or via a local or large area network, Such as the 
Internet. Still further, the microprocessor-based unit 1112 
may be programmed, as is well known in the art, for storing 
software programs internally. A printer 1128 or other output 
device can also be connected to the microprocessor-based 
unit 1112 for printing a hardcopy of the output from the 
computer system 1110. The microprocessor-based unit 1112 
can have a network connection 1127. Such as a telephone 
line or wireless link, to an external network, Such as a local 
area network or the Internet. One or more of the devices 
illustrated in FIG. 18 can be located remotely and can be 
connected via a network. One or more of the devices can be 
connected wirelessly, Such as by an infrared or radio 
frequency link, either directly or via a network. 

0.076 The output device provides a final image that has 
been subject to transformations. The output device can be a 
printer or other output device that provides a paper or other 
hard copy final image. The output device can also be an 
output device that provides the final image as a digital file. 
The output device can also include combinations of output, 
such as a printed image and a digital file on a memory unit, 
Such as a CD or DVD. 

0077. The microprocessor-based unit 1112 provides 
means for processing the digital images to produce pleasing 
looking images on the intended output device or media. The 
present invention can be used with a variety of output 
devices that can include, but are not limited to, a digital 
photographic printer and soft copy display. The micropro 
cessor-based unit 1112 can be used to process digital images 
to make adjustments for overall brightness, tone scale, 
image structure, etc. of digital images in a manner Such that 
a pleasing looking image is produced by an image output 
device. 

0078. In use, the camera is turned on and evaluation 
images are captured. The evaluation images are available for 
display by a digital viewfinder or the camera display for use 
in image composition. The evaluation images are captured in 
a continuous stream or sequence. 

0079. To take a picture with the camera, the shutter 
release is actuated by the user and trips from a set state to an 
intermediate state, and then trips to a released state. The 
separate stages are sometimes referred to as the “first stroke' 
and “second stroke', respectively. The intermediate state can 
be used, in a conventional manner, to lock in the settings of 
the current final capture state of the camera. Alternatively, 
the intermediate state can be eliminated. This is convenient 
for capture of video. 

0080. In the methods, following the initiation of evalua 
tion image capture, evaluation images and other camera data 
is considered by the control unit in determining the camera 
settings of a final image capture state for use in archival 
image capture. Subject motion and brightness changes 
between evaluation images can either of both be considered. 
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FIGS. 6 and 7 present the general features of a method 
considering Subject motion and a method considering bright 
ness changes, respectively. 
0081. In the method of FIG. 6, an initial set of two or 
more evaluation images are captured (300) and a plurality of 
characteristics of that set are assessed (302) to provide a first 
assessment. It is highly preferred, to save time, that the 
initial set be limited to a pair of evaluation images and that 
the pair of images be successive images in the stream. The 
initial set of images can be at the beginning of the stream or 
at a later point in the stream during an iteration of the 
process. The characteristics assessed include Subject motion 
between the two or more evaluation images of the initial set. 
Other characteristics assessed include brightness data and 
other information conventionally used for autofocus, 
autoexposure, and flash readying. These characteristics can 
be determined in relation to one or more of the evaluation 
images. The Subject motion determination necessarily 
requires multiple images. Following the assessing, the 
motion assessed is compared (304) to a predetermined 
threshold. When the motion is in excess of the threshold, a 
final capture state is set (306) based on the first assessment. 
When the motion is not in excess of the threshold, a second 
assessment is conducted. In the second assessment, evalu 
ation images are further analyzed (308) to provide analysis 
results and the final capture state is set (310) based on the 
analysis results. The threshold can be set heuristically. A 
simple example of a threshold is no Subject motion found in 
the first assessment. 

0082 The second assessment can utilize one or more 
additional evaluation images of the sequence. It is currently 
preferred that the additional image or images are successive 
images and immediately follow the initial set, but a gap of 
unused evaluation images can exist between the initial set 
and the additional images. The number of additional images 
is a matter of convenience and processing constraints, in 
view of time requirements. It is desirable that the final 
capture state be set without a noticeable delay in final image 
capture or with only a slight delay. 
0083. In the second assessment, characteristics of the 
additional one or more images are determined. Both assess 
ments are then analyzed and the final capture state is set 
responsive to the analyzing. This necessarily consumes 
more time than the first assessment alone. The final capture 
state following the analyzing, in many cases, will differ from 
the final capture state earlier determined based on only the 
first assessment in values of one or more of focal length, 
focus distance, aperture, exposure time, and gain. 
0084. The characteristics determined in the second 
assessment can be the same as those of the first assessment, 
including Subject motion, or can vary. Additional character 
istics that are more computationally intensive than those of 
the first assessment, can also be considered. The second 
assessment can include consideration of depth of field and 
tonality, as discussed below in detail. 
0085. The term “tonality” is used herein to refer to the 
overall grey Scale or tone scale of the densities of regions of 
an image with respect to the effectiveness of the values in 
representing the grey scale or tone scale of the Subject of the 
image. A binary representation of a color subject has low 
tonality. 
0086) The characteristics in the first and second assess 
ments are limited by processing constraints. The processing 
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provided in the first assessment is more limited than in the 
second assessment, but, if undue delay is not incurred, one 
or both of the assessments can include more complex 
determinations such as determinations of semantic features, 
Such as locations, depth of field, and other features of faces. 
0087. In the method of FIG. 7, initial evaluation images 
are captured (312). The camera, is initially in a default state, 
which can be preset or based upon currently measured 
parameters. Such as detected Scene brightness. A change in 
scene brightness between two or more of the initial evalu 
ation images is computed (314). The brightness change has 
possible values with magnitudes from Zero or unmeasurable 
change to a maximum measurable by the camera. The scene 
brightness change is compared (316) to a predetermined 
scene brightness range that is intermediate relative to the 
possible values of brightness change. When the scene bright 
ness change is outside the predetermined scene brightness 
range, a scene-to-capture mismatch is computed (318). This 
mismatch is an estimate that is based upon characteristics of 
the image (also referred to herein as “markers') that are 
indicative of a failure of the camera to capture one or more 
aspects of the light image of the scene. The mismatch can be 
in the form of a metric. 

0088. The mismatch is compared (320) to a predeter 
mined mismatch range. When the mismatch is outside the 
mismatch range, the camera is shifted (322) to a second 
capture state and additional evaluation images are captured 
(324). When the scene brightness is in the scene brightness 
range or the mismatch is in the mismatch range, the capture 
of additional evaluation images is skipped. A final capture 
state is determined (326) using the available evaluation 
images and final images are captured (328) with the camera 
in the final capture state. 

0089. In a particular embodiment, each evaluation image 
has associated depth of field information and corresponding 
distance range information. In that case, markers for one or 
both of depth of field problems and tonality accumulation 
can be evaluated. The computing of the mismatch for depth 
of field problems assesses differences between the distance 
range information and the depth of field information. Tonal 
ity accumulations are considered in relation to highlights 
(brightest pixels in an image) and shadows (darkest pixels in 
the image). A tonality accumulation in a captured image is 
a Zone of shadow or highlight having a narrow or single step 
tone scale, rather than a broader multi-step tone scale 
characteristic of other parts of the image. Tonality accumu 
lation is indicative of information loss relative to a corre 
sponding light image of a scene and the available tone scale 
of a particular capture system. The characteristics oftonality 
accumulations are well known to those of skill in the art and 
can be readily determined heuristically for a particular 
CaCa. 

0090 When the brightness change is in the predeter 
mined brightness range or when the mismatch is in a 
predetermined range, the camera is maintained in an initial 
capture state during the capturing of all of the evaluation 
images. When the brightness change and mismatch are 
outside respective ranges, the camera is shifted to a second 
capture state prior to the capturing of one or more additional 
evaluation images. The second capture state is at least 
partially corrective of the mismatch. For example, the addi 
tional evaluation images can be focused to provide a depth 
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of field that better matches distances to subject matter 
determined by the rangefinder. In another example, a second 
capture state can change exposure to provide better tone 
scale in highlights or in shadows. 
0091 After the evaluation images are captured and ana 
lyzed, a final camera state is determined using the set of 
evaluation images. Each of the capture states includes set 
tings of a plurality of focal length, exposure time, focus 
distance, aperture, white balance adjustment, and flash state. 
One or more final images are then captured with the camera 
in the final camera state. 

0092. The steps leading to capture of the final images can 
be free of user intervention other than an initial actuation of 
evaluation image capture and a tripping signal actuating 
final image capture. Alternatively, the camera can display an 
indication of the mismatch to the photographer prior to the 
setting of the final capture state and accept user input 
designating one of a plurality of capture states as the final 
capture state. The indications can be evaluation images 
captured when the camera was in the second capture state. 
For example, the camera can display an indications of a 
capture state that would decrease tonality accumulations in 
shadows and indication of another capture State that would 
decrease tonality accumulations in highlights. Similarly, the 
camera can display evaluation images captured with differ 
ent depths of field. 
0093 FIG. 8 presents a detailed flowchart of a particular 
embodiment incorporating the methods of both FIG. 6 and 
FIG. 7. FIG.9 presents a modification of the method of FIG. 
8, in which subject motion is not considered. 
0094 FIG. 10 presents another modification of the 
method of FIG. 8, in which brightness changes are not 
considered. 

0.095. In FIG. 8, the overall decision flow is essentially a 
continuous loop, from start block 100 to end block 198 and 
back to start 100, with an occasional branch for capture of 
a final still image. In this embodiment, evaluation images are 
captured in a continuous stream and are continuously ana 
lyzed in the evaluation cycle of FIG. 8, when the camera is 
active and the user is composing the scene prior to actuating 
the shutter release. The evaluation images can be at a lower 
resolution than the final image. 
0096 Processing begins at the top of FIG. 8, at start block 
(100). Next, focus image data is acquired (103) and preview 
image data is acquired (105). In both cases, the image data 
is Supplied by two or more evaluation images. The focus 
data includes lens focus distance information and a special 
ized image that can be analyzed for local contrast (edge 
content). The focus data can be produced by performing 
edge enhancement of one or more of the evaluation images. 
The preview image data is the image data of two or more of 
the evaluation images or Subsampled versions of those 
images. For convenience, in the following discussion the 
preview image data is treated as being the respective evalu 
ation images. It will be understood that like considerations 
apply to Subsampled or otherwise modified images. 
0097. Following the acquisition of focus data, the auto 
focus (AF) analysis operation is performed (110). Focus 
image data from the image sensor is filtered with band pass 
and high pass filters to produce local contrast values. The 
local contrast values, along with the lens focus distance, are 
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analyzed to provide an understanding of the Subject matter 
distance of one or more of the evaluation images. The focus 
image data can include information, such as lens focus 
distance and local contrast values, retained from previous 
iterations of the evaluation cycle. Lens focus distance can be 
changed between cycles using the lens focus control 54. 
Focus determination procedures using Such information, 
Sometimes referred to as a “through-focus’ approach, are 
well known to those of skill in the art. The result of this 
analysis is effectively a range map of best focus distance for 
different portions of the scene. 
0098. The focus image data can additionally or alterna 
tively include range information from a rangefinder in 
addition to or instead of image sensor information. The 
range information provided by the rangefinder 56 of the 
camera of FIG. 1 is in the form of a range map. Through 
focus and rangefinder approaches are only two options 
among many for acquiring a map of distances to different 
portions of the scene. Other approaches can also be used. 
0099 Display images for presentation (120) on the dis 
play are prepared from the evaluation images. One or more 
operations may be required for conversion of the evaluation 
images into display images. Conversion includes such pro 
cedures as resizing, balancing, and color correcting the 
image for display on the image display. 
0100 Subject motion analysis is also performed (115) on 
the evaluation images. The current evaluation image is 
compared to the previous evaluation image, determining 
what Subject motion has occurred between the two images. 
Typical intentional camera movements are low frequency, 
no more than 1-2 HZ, while hand tremor commonly occurs 
at 2-10 Hz. Thus, low-pass temporal filtering can be applied 
to the motion estimates to distinguish deliberate motions 
from high frequency jitter. Many procedures are known for 
motion estimation. 

0101 U.S. Pat. No. 6,130,912 and U.S. Pat. No. 6,128, 
047 disclose the use of integral projection for motion 
estimation. A block-based motion estimate is disclosed in 
“Efficient Block Motion Estimation Using Integral Projec 
tions’, K. Sauer and B. Schwartz, IEEE Trans. On Circuits 
and Systems for Video Technology, 6(5), 1996, pages 513 
518. The integral projections are within a block-matching 
framework and are subject to the limitations of block-based 
techniques. The use of full image integral projections in 
computing a global expansion of a block-based motion 
estimate is disclosed in “Real-time Digital Video Stabiliza 
tion for Multi-media Applications’, K. Ratakonda, IEEE 
Int’l Symposium on Circuits and Systems, 1998, vol. 4, 
pages 69-72. 
0102 One procedure using of block-based motion analy 
sis as illustrated in FIG. 14. An evaluation image 610 has a 
block of pixels 600 within it, defining a rectangular Zone of 
interest within the evaluation image. The previous evalua 
tion image 620 is searched for a block of pixels matching the 
block of pixels in block 600. In this example, the block of 
pixels in image 620 that matches best is block 630. Accord 
ingly, the vector from the corner of block 600 to the corner 
of block 630 is the estimated motion vector for this block of 
pixels. This process is repeated for multiple blocks of pixels 
in evaluation image 610 and previous evaluation image 620, 
developing a set of motion estimates for different regions of 
the scene. If block-based motion estimation is used, it is 
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desirable to implement techniques to reject blocks that likely 
provide spurious motion estimates. Such techniques are 
known to those of skill in the art. If computational resources 
allow, even more complex motion analysis, such as those 
involving segmentation of moving objects, can be used to 
advantage. 

0103) In a particular embodiment, motion estimation is 
based on integral projection. This approach is relatively 
efficient. Block-based techniques, especially ones using 
blocks that are similar in size to those used for video 
compression, can pick up finer motion than would be easily 
detectable using projection techniques, but require more 
computing resources. Referring to FIGS. 16A-17B, horizon 
tal and vertical image projection vectors are formed by 
Summing the image elements in each column to form 
horizontal projection vectors, and Summing the elements in 
each row to form vertical projection vectors. 
0104. In FIG. 16A, a captured evaluation image is shown 
broken into four vertical bands 902. Pixels in each of these 
bands 902 are summed into projection vectors 903. FIG. 
16B shows an expanded view of this process. The vertical 
projection vector 903 is formed by summing various data 
points 901 within the overall Y component image data for 
band 902. In the illustrated embodiment, only a subset of the 
image data is used when forming the vertical projection 
vector. In FIG. 16B, only every fifth pixel of each row of the 
image data is included in the Summation. Additionally, only 
every second row is considered in the summation and 
creation of projection vector 903. As shown in FIG. 16A, 
several vertical projection vectors 903 are formed from 
multiple bands of the image 902. For simplicity, these bands 
do not overlap, though as the number of bands is increased, 
there can be an advantage to allowing some overlap. During 
analysis, segments 905 of each projection vector are ana 
lyzed. Dividing the evaluation image into bands and seg 
ments allows multiple motion estimates for each pair of 
evaluation images analyzed. 

0105. In FIG. 17A, a captured evaluation image is shown 
broken into three horizontal bands 952. Pixels in each of 
these bands 952 are summed into projection vectors 953. 
FIG. 17B shows an expanded view of this process. The 
horizontal projection vector 953 is formed by summing 
various data points 951 within the overall Y component 
image data for band 952. In the illustrated embodiment, only 
a Subset of the image data is used when forming the 
horizontal projection vector. In FIG. 17B, only every fourth 
pixel of each column of the image data is included in the 
Summation. Additionally, only every second column is con 
sidered in the Summation and creation of projection vector 
953. As shown in FIG. 17A, several horizontal projection 
vectors 953 are formed from multiple bands of the image 
952. For simplicity, these bands do not overlap, though as 
the number of bands is increased, there can be an advantage 
to allowing some overlap. During analysis, segments 955 of 
each projection vector are analyzed. Dividing the evaluation 
image into bands and segments allows multiple motion 
estimates for each pair of evaluation images analyzed. 

0106 Much of the burden of estimating motion via 
integral projections resides in the initial computation of the 
projection vectors. If necessary, this complexity can be 
reduced in two ways. First, the number of elements contrib 
uting to each projection Sum can be reduced by Subsampling 
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as shown in FIGS. 16B and 17B. A second subsampling can 
beachieved by reducing the density of the projection vectors 
as shown in FIGS. 16B and 17B. For example, when 
forming the horizontal projection vector, including only 
every other column in the projection vector. This type of 
Subsampling reduces complexity even more because it also 
decreases the complexity of the Subsequent matching step to 
find the best offset, but it comes at a cost of reduced 
resolution for motion estimates. 

0107 The subset of imaging data to be used for the 
horizontal and vertical projection vectors can be selected 
heuristically, with the understanding that reducing the num 
ber of pixels reduces the computational burden, but also 
decreases accuracy. For accuracy, it is currently preferred 
that total Subsampling reduce the number of Samples by no 
more than a ratio of 4:1–6:1. Further, if resources are 
available, it is preferred to not Subsample at all in creating 
the projection vectors. 
0108. The use of multiple partial projection vectors rather 
than full image projection vectors reduces the effect of 
independently moving objects within images on the motion 
estimate. The number of partial projection vectors in each 
direction need not be large for good results. For example, in 
a particular embodiment shown in FIGS. 16A and 17A, 12 
horizontal and 12 vertical motion estimates are obtained. 
That is, vertical motion estimates are obtained for three 
segments 905 of each vertical projection vector 903. Simi 
larly, horizontal motion estimates are obtained for four 
segments 955 of each horizontal projection vector 953. 
0109 FIGS. 15A-15B illustrate comparing the corre 
sponding partial projection vectors between corresponding 
partial areas of two images. Given length M horizontal 
projection vectors, and a search range of R pixels, the partial 
vector 801 of length M-2R from the center of the projection 
vector for image n-1 is compared to partial vectors from 
image in at various offsets 802, 803. The comparison yielding 
the best match is chosen as a best motion estimate in the 
respective direction. The best match is defined as the offset 
yielding the minimum distance between the two vectors 
being compared. Common distance metrics include mini 
mum mean absolute error (MAE) and minimum mean 
squared error (MSE). In a particular embodiment, the sum of 
absolute differences is used as the cost function to compare 
to partial vectors, and the comparison having lowest cost is 
the best match. 

0110. The search for lowest cost offsets for each segment 
is conducted with segments of the original projection vec 
tors, simply checking the match for each offset in a given 
range (such as offsets -10, -9, -8. . . . -1, 0, 1, 2, 3, . . . 8, 
9, 10). This requires computing a given number of MAE 
values, such as 21 in this example. 
0111. An approach that saves computing power is to 
conduct a two-stage hierarchical search. The simplest 
approach is to conduct a first-stage search with only a Subset 
of offsets (such as -10, -8, -6, ... 0, 2, ... 8, 10). Once an 
offset is found that provides the best match in the sparse 
search, several additional offsets are checked around that 
minimum to determine the precise offset resulting in the 
minimum cost. 

0112 After horizontal and vertical offsets for each seg 
ment and band are determined, further analysis of the motion 
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estimates and costs allows discrimination between still 
scenes and scenes with a high degree of action. The mean of 
the absolute values of the valid offset estimates provides one 
indication of scene activity. This indicator correlates with 
global motion and camera motion. A second indicator of 
scene activity is the range of valid offset estimates, which 
correlates more closely with motion in portions of the scene. 
A third indicator used in the particular embodiment is the 
average of the cost values corresponding to the valid offset 
estimates. 

0113 Integral projections can fail as a motion estimation 
technique under various conditions. For several conditions, 
failure can be mitigated by requiring motion estimate com 
ponents to exceed heuristically predetermined minimum 
value. 

0114. A failure condition can occur when the scene 
contains a repeated pattern, Such that multiple different 
motion estimates yield similar costs. This case can be 
identified by ascertaining not only the best motion estimate, 
but also the second and third best motion estimates. Under 
normal circumstances, these three best motion estimates will 
be clustered together. If the difference between them is 
greater than a predetermined value, then a repeated pattern 
may be present. In that case, the motion estimate closest to 
Zero can be selected. As an alternative, the cost function, 
such as MAE, can be scaled by a simple function of 
magnitude of the motion estimate. The cost for each motion 
estimate is increased by a simple function of the magnitude 
of the estimate, such as the following equation: 

In this equation, O is the (signed) offset or motion estimate, 
f is a value that would typically range from 1.0 to 1.2, C is 
the usual cost function, and C is the final modified cost 
function. This scaling process increases the cost value as the 
offset moves away from zero. Several local minima in the 
cost function will be scaled by different values because they 
are located at different offsets. If there is only one global 
minimum, this scaling function has little effect, because the 
change in cost scaling for a unit change in offset is slight. 

0115) Another condition that can cause motion estimation 
to fail is a portion of a scene having very little local contrast. 
In this case, all motion estimates have similar accuracy, and 
the best offset can be determined incorrectly due to noise. 
This case can be identified by tracking the average cost of all 
motion estimates, as well as tracking the best cost. If the 
ratio between the average cost and the best cost is too small, 
that suggests a scene region with little content and the 
respective motion estimates are flagged as invalid. 
0116. A similar failure occurs when a smooth gradient 
exists in the scene. In this case, exposure and other differ 
ences can easily be confused with scene motion. To resolve 
this, checks can be made for changes in the sign of the first 
derivative in the projection vector segment from the current 
image. Since taking a derivative is a noisy process and only 
larger changes are of interest, the projection vector segment 
values can be scaled down prior to taking the first derivative. 
Projection vector segments that have too few changes in the 
first derivative can be omitted from the motion estimation. 

0117. Another situation that can result in integral projec 
tion failure is exposure change from one image to the next. 
This situation can be addressed by Summing the values in the 
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integral projection vectors to obtain an overall intensity 
value for each vector. These values can be used to adjust the 
projection vectors prior to evaluating the various motion 
estimate offsets. 

0118 For the current purpose, discrimination between 
camera motion and motion within the scene is desirable but 
not critical. Clearly distinguishing between camera motion 
and motion within the scene allows for more intelligent 
behavior when the user is panning the camera. Being able to 
discount motion due to deliberate camera panning allows 
better analysis of motion of the main Subject. For example, 
a capture of a race car with the camera being held steady can 
be optimized slightly differently than capture of the same 
race car when the user is carefully panning with the race car. 
In the second case, a longer exposure time would be in order 
to emphasize the blur in the background. Camera motion can 
be detected by use of one or more motion sensors. 
0119) At the same time, casual photographers rarely pan 
a camera in a highly controlled way. For these users, camera 
motion often correlates with high amounts of jitter and large 
amounts of motion within the scene. Thus, even limited 
intelligence that identifies significant motion, whether from 
camera motion or from scene motion, is of value in improv 
ing most image capture scenarios. 
0120 Exposure analysis (AE) 122 is also performed. The 
objective of the analysis is to estimate the optimum exposure 
for the main Subject of the evaluation image. A variety of 
techniques are well known to those of skill in the art. For 
example, a simple approach is to place the middle of an 
exposure range at the mean or median of a group of pixels 
corresponding to the nearest Subject detected by a 
rangefinder. Other exposure analysis techniques average the 
brightness of different portions of the scene with different 
weighting factors. The weighting factors are based on sec 
ondary attributes such as pixel clipping, color saturation, 
proximity to edges in the scene, and other factors. The 
exposure analysis is used to control the exposure of the next 
evaluation image and to control the exposure of a final 
image. 

0121 White balance (AWB) analysis 123 is also per 
formed. The objective of this analysis is to determine the 
best set of red, green, and blue balance gains to provide an 
appropriate neutral balance for the evaluation image. A 
variety of techniques are also well known in the art. A simple 
technique computes adjustments of red, green, and blue 
gains of all of the pixels of the image to provide a neutral 
balance. Other techniques compute the color balance for 
different portions of the scene and compute an average 
balance for the overall scene using weighing factors for each 
portion of the scene. The weighing factors depend on 
attributes of the image. Such as lightness, color saturation, 
and proximity to detected edges in the scene. 
0122 Simple feature analysis 124 is also performed on 
the evaluation image. The simple feature analysis 124 
complements the other (AE, AF, AWB, motion) analyses 
110, 115, 122, 123 and, together with analyses 110, 115, 122, 
123 provides the first assessment. The simple feature analy 
sis 124 has moderate computational demands. It is preferred 
that the simple feature analysis 124 and other analyses of the 
first assessment reach completion within the refresh frame 
time defined by a refresh of the camera image display. In a 
particular embodiment, this time limit is 30 milliseconds. 
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For clarity, the analysis blocks 110, 115, 122, 123, and 124 
are shown separately. In fact, there are advantages to com 
bining aspects of the analyses and the precise functions can 
be mixed and combined. 

0123. One example of simple feature analysis is skin 
detection (skin color region detection). The use of camera 
metadata alone. Such as focus distance, focal length and 
scene brightness, to identify portrait scenes results in a high 
number of false positive portrait classifications. This hap 
pens when scenes do not contain portrait of people but are 
captured under conditions similar to those used for capturing 
portraits. For example, if an object such as a bookcase is 
captured from a distance of about 1 meter, an algorithm 
based solely on focus distance, focal length and scene 
brightness is likely to classify the scene as a portrait due to 
the fact that the image capture parameter settings are likely 
to resemble those used during the capture of a portrait. In 
this case, the scene is not a portrait. 
0.124. The accuracy with which portrait scenes can be 
differentiated can be improved if the presence of skin data in 
the scene is taken into account during scene classification 
along with other information, such as information provided 
by focus, exposure, and balance analysis. A scene containing 
one or more people that has been composed to include the 
head and shoulders, is likely to contain a significant pro 
portion of skin content. The presence of skin pixels in the 
scene can be used as indication that a portrait type scene is 
being captured. Any skin detection algorithm can be used to 
detect skin pixels during composition. In a particular 
embodiment the skin detection method is the method of 
Bayesian decision rule for minimum cost Jones and Rehg, 
“Statistical Color Models with Application to Skin Detec 
tion'. International Journal of Computer Vision, Vol. 46, no. 
1, January 2002). 

0.125. A pixel, X, is considered as skin if: 

p(x skin) 
- H - a 
p(x nonskin) 

0.126 where: X is a pixel color triple, preferably a YCC 
triple, 

0127 p(x|skin) is a 3D conditional probability density 
function of skin, and 

0128 p(x|nonskin) is a 3D conditional probability den 
sity function of non-skin. (A probability density function is 
also referred to herein as a “PDF".) The variable t is a 
predetermined skin detection threshold. For a pixel triple, X. 
the conditional PDF of skin, p(x|skin), returns a value that 
describes the probability that X is a skin pixel. A large value 
indicates a high probability that X is a skin pixel and a small 
value indicates a low probability that X is skin. Likewise, the 
conditional PDF of non-skin, P(xnonskin) returns a value 
for X that describes the likelihood that X is a non-skin pixel. 
A large value indicates a high probability that X is any pixel 
other than skin and a small value indicates a low probability 
that X is a non-skin pixel. 
0129. To determine a skin PDF, a 3D skin histogram can 
be predetermined using known (ground-truth) skin pixel 
data, preferably in the YCC color space, although any 
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three-color space can be used. The ground-truth skin pixel 
data can be generated manually by selecting skin pixels from 
images containing skin data. If desired for greater accuracy, 
the images used for ground-truth data can be evaluation 
images from the same camera or same type of camera. The 
skin histogram is converted to a skin PDF by dividing the 
value in each bin, by the maximum value in the histogram, 
although the total count in the skin histogram can be used. 
Likewise, a non-skin PDF can be determined from a 3D 
histogram of non-skin pixels. The non-skin histogram is 
converted to a non-skin PDF using the same method 
employed for the skin PDF. It is preferred that the skin and 
non-skin PDFs are applied as 3D look-up tables (LUTs) 
with 32 bins, although any other bin resolution can be used, 
such as 64 or 128. 

0130. To reduce the memory requirements associated 
with storing the skin and non-skin LUTs in a digital camera, 
it is possible to combine the LUTs into a single 3D LUT 
where the bit depth of each element of the LUT is 8 bits, 
although any other bit depth may be used. To combine the 
skin and non-skin PDF LUTs, all bin values in the non-skin 
PDF LUT that are less than a predetermined threshold, such 
as 0.00061, are set equal to that threshold value, creating the 
PDF p(x|nonskin)". Each value in the skin PDF LUT is 
divided by the value in the corresponding non-skin LUT 
according to the equation: 

p(x skin) 
kin) = - - - - p(x CSkin) p(x nonskin)” 

For convenience in storage, the resulting PDF is quantized 
to 256 levels. A pixel X can be considered as skin if: 

where p(x|cskin) is the combined skin and non-skin PDF. A 
further saving in memory can be obtained if only non-Zero 
values in the LUT are stored. Other techniques can be used 
to optimize storage and access techniques, such as storing 
only PDF values for a restricted range of index values 
spanning the nonzero entries in the PDF. Index values 
outside these ranges will always return Zero probability 
values; only values within these ranges must be looked up. 

0131 Thresholding the ratio of skin to non-skin PDFs, 
or the combined skin PDF, results in a binary image (con 
taining only 1 s and 0's). Pixel values in the binary image 
containing a 1 correspond to skin pixels while pixel values 
equal to 0 correspond to non-skin pixels. The skin detection 
threshold, t, is selected such that the performance of the skin 
detector is optimized. Setting the threshold too low results in 
too many skin pixels and setting it too high results in too few 
skin pixels. A skin receiver operating characteristic (ROC) 
curve can be used to select an optimum skin threshold, T. To 
generate a skin ROC curve, skin detection is applied to 
ground truth skin and non-skin pixel data. The probability of 
false positive (the fraction of pixels that were mistakenly 
classified as skin) is plotted against the probability of true 
positive (the fraction of pixels that were correctly classified 
as skin) for a range of skin threshold values, t. The value of 
T that provides between 80% and 90% true positive rate can 
be selected. A false positive rate between 10% and 20% is 
typically obtained. Preferably, t is selected from the point 
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defined as the equal error rate of the ROC curve. This is 
where P =P where P 1 
P 

falseRejection false Detection false Rejection 
correctIDetection 

0132) Those skilled in the art will appreciate that once t 
is selected, the PDF can be thresholded and stored in single 
bits. Alternatively, storing the PDF with more precision 
enables adaptive adjustment of T. based on other analysis. 

0133. In checking for the presence of skin in an evalua 
tion image, pixels are run through a three-dimensional 
lookup table (3DLUT) that produces a value indicating the 
probability of a pixel being a skin pixel, given the color of 
the pixel. The image can be preselected for this analysis by 
use of camera metadata, Such as focus distance, focal length, 
and Scene brightness. The resulting image produces using 
the 3DLUT shows the probability of each pixel being a skin 
pixel. Counting the number of pixels that have a skin 
probability over a predetermined threshold produces a fea 
ture that correlates with the probability a scene is a portrait. 
If the total number of skin pixels in the binary skin map is 
greater than or equal to the predetermined threshold, then the 
scene is determined to be a portrait scene. 
0.134. Alternatively, connected component analysis 
(described, for example, in Haralick, Robert M., and Linda 
G. Shapiro. Computer and Robot Vision, Volume I. Addison 
Wesley, 1992. pp. 28–48), can be applied to the binary skin 
map. The connected component analysis converts the binary 
image to a list of connected regions of pixels with the same 
value. In this case, the result is a list of connected regions of 
skin pixels. The largest connected skin pixel region is 
selected and the number of pixels in the region is found. If 
the number of pixels in the largest connected region is 
greater than or equal to a predetermined threshold, then the 
scene is determined to be a portrait scene. 

0.135 A higher rate of true positives is obtained if the 
method using connected region component analysis is used. 
This is due to the fact that large regions of connected skin 
pixels are more likely to exist in Scenes containing people's 
faces. A large number of Small connected regions are 
unlikely to exist in portrait type scenes containing faces. The 
method of thresholding against the total number of skin 
pixels in the skin map may result in more false positives than 
thresholding against the size of the largest connected region. 

0.136 An alternative method of integrating skin detection 
into the classification of portrait Scenes is to create a 
membership (weighting) function for the each scene type in 
which the parameter is total number of skin pixels, or the 
total number of pixels in the largest connected region of skin 
pixels. The membership function can be determined from 
the statistics of skin pixel distributions in images taken from 
a database of scenes. For example, a database of images 
captured using the same type of digital camera is formed. 
Images in the database are manually classified into scene 
type. Skin detection is applied and the total number of skin 
pixels detected in each image is computed. A histogram that 
describes the frequency of Scenes as a function of total 
number of skin pixels is created for each scene type. A 
membership weighting function can be determined simply 
by normalizing the frequency distribution. The skin analysis 
statistics are combined with the image magnification, lens 
focal length, and scene brightness to compute an overall 
degree of portrait-ness. If the scene is determined to be a 
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portrait (having the highest probability among the available 
choices), then capture parameters are set for capturing a 
portrait Scene. 
0137 To save computing resources, skin detection can be 
performed only if other analysis (Such as focus distance and 
focal length) indicates a reasonable probability that a scene 
could be a portrait, saving computing resources. Alterna 
tively, more accuracy in identifying portrait scenes can be 
obtained if skin detection is always used and the skin-based 
probability is combined with portrait type probability based 
on other measures. 

0138. The capture state defined for a portrait scene can 
include parameters setting the exposure control system to 
use the widest aperture possible and provide a low exposure 
index to minimize noise. 

0.139. Another example of simple feature analysis is the 
preparation of a histogram of scene colors and comparison 
of the histogram to one or more predetermined color distri 
butions that are characteristic of important capture sce 
narios, Such as capture of a Sunset. Another simple analysis 
is to prepare and analyze an exposure histogram to establish 
the exposure range of the image. This information can be 
used, in a manner well known to those of skill in the art, to 
determine if a flash exposure or use of fill flash would be 
warranted. 

0140. The analyses 110, 115, 122, 123, and 124 of the 
first assessment define a capture state, which may or may not 
be different than an initial default capture state assumed by 
the camera prior to the analyses. This capture state is or can 
be used to capture more evaluation images. The defined 
capture state is redetermined at each iteration of the evalu 
ation cycle and changes with changes in Scene and exposure 
conditions. Camera settings can be changed at this time to 
match the defined capture State or the change in camera 
settings can be delayed until needed. 
0141 Because of the time-critical nature of scenes with 
motion, the evaluation cycle of FIG. 8 includes a first 
decision point is to determine whether the scene is an action 
scene. The detected motion is compared to a predetermined 
motion threshold. The particular motion threshold used is a 
function of the type of motion analysis performed and can be 
determined heuristically. If the motion analysis 115 indicates 
motion in excess of the predetermined threshold, then the 
scene is determined to be an action scene and the parameters 
of the capture state are set (135) for optimum capture of 
action. For example, the exposure control parameters are set 
to maintain a limited exposure time, adjusting gain and 
aperture accordingly. The limit on exposure time can be 
calculated from an estimate of the amount of motion in the 
scene. Alternatively, the limit on exposure time is allowed to 
vary as a function of ambient light level and Scene content. 
This allows a balancing of motion blur against image noise. 
0142. In a particular embodiment, capture settings have 
an exposure index that is automatically calculated from the 
estimated Scene brightness. This can be implemented using 
a simple table that has estimated Scene brightness as the 
index variable and provides an exposure index or exposure 
value output. In this table, the exposure index decreases as 
the scene brightness increases. For an action scene, a table 
with a higher set of exposure index values is used. The rate 
at which exposure increases as brightness drops provides a 
balancing of motion blur with noise for a predetermined 
average Scene. 
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0.143. In another embodiment, a capture setting is deter 
mined by selecting a fixed exposure time and calculating 
aperture and exposure index using a shutter-priority expo 
Sure program. Exposure (aperture, exposure index, flash 
control, exposure time) control calculations can be per 
formed ahead of as needed. The intent here is to meet the 
simple objective of limiting motion blur. 

0144. After setting capture parameters for optimum cap 
ture of motion, a determination is made (155) as to whether 
the user has triggered capture of a final image. If triggered, 
final image capture is initiated (195). If final image capture 
has not been triggered, then complex feature analysis (150) 
is begun. Complex feature analysis (150) also begins fol 
lowing a determination (130) that the scene is not an action 
SCCC. 

0145 Referring initially to FIG. 8, in embodiments illus 
trated by this figure, the complex feature analysis (150) 
considers additional evaluation images and provides a sec 
ond assessment. Complex feature analysis (150) can also 
consider the first assessment. Each of the assessments can be 
based upon two or more evaluation images. For conve 
nience, the discussion of FIG. 8, generally refers to a 
particular embodiment, in which the complex feature analy 
sis considers a first assessment based upon an initial set of 
evaluation images and a second assessment based upon one 
additional evaluation image. Like considerations apply to 
other embodiments. The complex feature analysis considers 
the same kind of analyses as earlier discussed: focus analysis 
110, motion analysis 115, exposure analysis 122, balance 
analysis 123, and simple feature analysis 124, but over the 
longer time interval of the initial evaluation images and the 
additional evaluation images. Complex feature analysis 
(150) can also include any analysis that takes longer than a 
few milliseconds and, thus, does not fit into the simple 
feature analysis (124). 

0146 During complex feature analysis (150), a determi 
nation (160) is made whether capture (170) of an additional 
evaluation image is needed. When highlights are determined 
to be significantly clipped or shadows are determined to be 
blocked up, an additional evaluation image at lower or 
higher exposure is captured (170). For highlights, the addi 
tional evaluation image is at a capture setting that provides 
a lower exposure level (such as 4 the previous exposure). 
For blocking up of scene shadows, an alternate evaluation 
image at higher exposure (such as 2 or 4 times the previous 
exposure) is requested. This additional evaluation image is 
considered in the continuing complex feature analysis (150) 
with the knowledge that the respective capture setting was 
deliberately at a lower or higher exposure relative to the 
other evaluation images under analysis. If the darker or 
lighter additional evaluation image has only limited clipping 
of highlights or blocking of shadows, then the additional 
evaluation image can be analyzed in relation to other crite 
ria, Such as whether the scene has color characteristics of a 
sunset. It is preferred that only one or two additional 
evaluation images be captured, so that the displayed images 
on the digital viewfinder or camera display do not become 
jerky or non-responsive to the efforts of the user to compose 
the scene. For this reason, the capture settings of the 
additional evaluation images are preferably adjusted to 
maximize available information, as opposed to approximat 
ing the final capture setting. 
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0147 The preview display 120 can be adjusted to com 
pensate for the darker or lighter exposure, so that the user is 
presented visually consistent display images. Some or all of 
the previous evaluation image can be carried over for 
display purposes, by compositing blocks or segments of 
different evaluation images to form each display image. 
Alternatively, evaluation images at different exposures can 
be captured and presented on the display or the display can 
keep showing an earlier image in place of an additional 
evaluation image. These approaches result in momentary 
degradations of live digital viewfinding, but it is expected 
that Such degradations would be acceptable to the user. 
0148 One simple determination of tonality accumula 
tions that can be used, is based on the cumulative histogram 
of the luminance channel of the evaluation image. A cumu 
lative histogram having more than a predetermined percent 
age of pixels over or under a predetermined highlight 
threshold is considered to have highlight clipping or shadow 
block up, respectively. In a particular embodiment, having 
10 percent or more of the pixels above a highlight threshold 
indicates highlight clipping and having more than 30 percent 
of the pixels below a shadow threshold indicates shadows 
are blocked up. 
0149. After the complex feature analysis (150) is com 
pleted a decision is made that no further additional evalu 
ation images are needed and a final capture State is set (180) 
to provide an optimum capture of the final image of the 
SCCC. 

0150 FIG. 11 shows the processing flow for the complex 
feature analysis (150) of FIG. 8. Complex feature analysis 
starts at block (200). The first analysis (210) is to analyze for 
highlight clipping and blocking up in shadows. A simple 
way to perform this is to count the number of pixels at or 
above a highlight threshold and those at or below a shadow 
threshold. A histogram of the luma (Y) channel of a YCbCr 
evaluation image makes this very efficient. This process is 
quite simple, and Suffices for most scenes. If processing 
power is available to produce a range map with adequate 
resolution, the range map is coupled with analysis of which 
regions in the scene are clipped or blocked up. If the range 
map and other analysis suggests a clear main Subject in the 
midtone region, then the significance of the clipped or 
blocked up regions is lessened. 
0151 Indicators for changes in scene exposure are then 
calculated (220). The purpose here is to determine whether 
the scene is changing in brightness. If no change or a small 
change in scene brightness is detected, it is assumed that the 
brightness will remain unchanged for the time required to 
capture and analyze a evaluation image with the camera in 
an alternative capture state. If a large change in scene 
brightness is detected, it is assumed that the current capture 
state is inappropriate and that capture and analysis of 
another evaluation image is needed to determine a new 
capture state. If a moderate change in scene brightness is 
detected, it is assumed that it is better to capture a final 
image with the camera in the current capture State than to 
delay for the time necessary to capture and analyze another 
evaluation image. These assumptions have been determined 
to be practical for most consumer picture-taking. 
0152. A simple calculation for scene exposure change is 
to compare the number of highlight pixels, the number of 
shadow pixels, and the mean of all other pixels in the 
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evaluation image with the same statistics from the previous 
evaluation image. When making this comparison, any 
change in camera exposure (gain, aperture, integration time, 
etc) is considered so as to limit the determination to actual 
scene brightness differences. A simple way to accomplish 
this is to use a lookup table to adjust the histogram of the 
previous evaluation image for any change in camera expo 
Sure and recalculate the highlight, midtone, and shadow 
statistics. This method has limited accuracy when large 
exposure changes are being made, but that accuracy is 
sufficient for the purposes here. 
0153. Referring again to FIG. 11, the next step is calcu 
lation (230) of Scene change response factors. This analysis 
can be used to tune adaptive temporal filters to speed up 
response when the scene content is deemed to be changing, 
or to provide greater Smoothing when scene content is 
stable. For example, exposure changes should be quick to 
respond when the scene composition is changing, yet should 
be damped when the scene composition is stable. FIG. 13 
illustrates a scenario, in which such analysis is useful. Frame 
510 outlines one possible capture composition that is largely 
a forest scene with a person in the foreground. Frame 520 
outlines another possible capture composition that is a 
sunset with a person in the foreground. Frame 530 outlines 
another possible capture composition that is largely a por 
trait with a forest background. As a user composes each 
capture, such as frame 520, the method provides that modest 
motions yield essentially stable balance, exposure, and focus 
behavior. However, when the user shifts from one compo 
sition to another, such as frame 520 to 510, the method 
enables rapid adjustment of the capture settings for each 
dramatically different composition. The same occurs with 
user composition of the scene using Zoom (focal length) 
changes. 

0154) The determination of scene changes is based pri 
marily on similarity of focus analysis 110, motion analysis 
115, exposure analysis 122, balance analysis 123, and Zoom 
from evaluation image to evaluation image. For example, 
Small global motion estimates are consistent with normal 
camera jitter, while a larger range of motion estimates, with 
vectors going in different directions, indicates significant 
scene motion. Further, a set of motion vectors with similar 
values (and significant magnitude) indicates a deliberate 
user change of scene. This would be a pan in the case of 
video; in the case of preview before a still capture, it is 
simply a change in composition. Small changes in the 
exposure histogram indicate minor Scene changes that don’t 
require balance or exposure changes, while large changes 
indicate a need for rapid changes in exposure and balance. 
Other metrics, such as changes in edge maps from image to 
image, require more processing, but can provide more 
precise indicators of what is changing from image to image. 
Those skilled in the art will appreciate that other metrics can 
be used, especially as available processing power increases. 
0.155. After calculation of scene change response factors 
comes the decision block 240, testing whether the evaluation 
images indicate a moderate exposure change. If a moderate 
exposure change is found, then control goes to block 260 to 
compute depth of field and range indicators. This allows 
moderate changes in exposure to stabilize without taking 
time to obtain one or more additional evaluation images at 
alternate exposures. If the scene exposure is stable or a 
Substantial change in exposure is found, then the process 
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proceeds to decision block 245 testing whether an additional 
evaluation image at a different capture setting is needed to 
provide an alternate exposure. This decision is based on 
whether there is significant clipping of highlights or block 
ing up in shadows. If either of these is true, then the capture 
setting to provide the alternate exposure is calculated in 
block 250. The alternate exposure is either much lower (if 
clipped highlights are more significant than blocked up 
shadows) or much higher (if clipped highlights are less 
significant than blocked up shadows). 
0156 The capture setting of the additional evaluation 
image is also based upon a comparison (260) of depth of 
field and range information. This involves estimating the 
best focus distance (or range) for each of multiple regions in 
the composed scene, such as each region 90 of the scene 92 
in FIG. 13. The focus distance, Zoom position, and aperture 
of the current capture state allows computation of the nearest 
and farthest distances for which scene content is sharply 
resolved. The range for each region in the scene is compared 
to the depth of field delivered by the optical system. For each 
region of the scene, it can either be within the depth of field 
of the optical system, too close, too far, or unknown. 
0157) If a significant number of regions are determined to 
be too close, too far, or unknown, then the decision is made 
(270) to calculate an alternate focus distance. If an alternate 
focus distance is needed, the desired alternate focus distance 
is calculated (280). If the regions that are not in adequate 
focus are generally considered too far, then a farther focus 
distance is chosen, particularly one that provides a depth of 
field that overlaps with the depth of field in the current 
evaluation image. If the regions that are not in adequate 
focus are generally considered too close, then a close focus 
distance is chosen, particularly one that provides a depth of 
field that overlaps with the depth of field in the current 
evaluation image. 
0158 Acquisition of the additional evaluation image at 
an alternate focus distance allows the complex feature 
analysis to make better range estimates for different regions 
within the scene. The range is coupled with cues derived 
from the exposure, balance, and other analysis to provide a 
best selection of main subject location. This intelligent 
analysis can provide a final capture state altering the depth 
of field to include all subject content. The depth of field is 
controlled by adjusting the aperture. For example, the depth 
of field may be controlled to specifically include all faces in 
a scene, leaving background less in focus. Alternatively, the 
depth of field can be adjusted to include only the largest or 
most central face in the scene, leaving others less in focus. 
This depth of field approach, unlike standard auto-focus 
systems, provides automatic depth of field adjustment. 

0159. In a camera with a switchable macro element and 
control 2, focus distance will be controllable in at least two 
Switchable ranges. With two ranges of focus distances 
available, the estimated range data is compared with both 
sets of focus distances and the macro control is Switched 
accordingly to accommodate the range of scene content. 

0160. After calculation of an alternate focus distance (if 
needed), control passes to block 290, and exit from FIG. 11. 
Upon exit from FIG. 11, flow returns to FIG. 8. 
0161 It is preferred that the complex feature analysis 
(150) includes a determination of subject and background 
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that uses range data from the rangefinder or from focus 
analysis for the different regions of the scene image. The 
criteria used for separating the different regions into Subject 
and background can vary, depending upon expected camera 
usage. A convenient criteria is that a region is background if 
the measured distance for the region is greater than some 
multiple of the measured distance of the nearest region and 
a region is subject if the measured distance is less than or 
equal to that multiple of the measured distance of the nearest 
region. A convenient multiple is two. Another convenient 
criteria that can be applied by itself or in combination with 
the last criteria; it that a region is background if the mea 
Sured distance corresponds to the infinity distance for the 
taking lens. For example, with some lens settings, this 
distance is 12 feet or greater. Another criteria that can be 
applied by itself or with one or more other criteria, is that 
outer regions of the image are background. This criterion is 
most useful if applied as a counterpart to a determination of 
close inner regions of the image. Another criteria is, if the 
flash unit has fired, then brighter regions or regions that are 
both brighter and closer represent the subject and other 
regions are background. This criterion is conveniently used 
as a fallback when other distance-based criteria are ambigu 
ous. Still another criteria is that if the rangefinder detects 
only subject matter at the infinity distance, then regions that 
are brighter or bluer or both are considered sky. An advan 
tage of the criteria just mentioned is simplicity. Other, more 
complex criteria, Such as pattern detection, can also be used. 
0162. In a particular embodiment, the method includes 
user input in the determination of a final capture state. This 
can be useful with scenes having too large an exposure range 
to capture in a single image and is conveniently provided as 
an option to fully automatic camera self-determination. 
Following the complex image analysis, the user can be 
offered a simple choice of capturing an image with more 
highlight information or more shadow information. Alter 
natively, the user can be given these two choices and a third 
alternative, staying with the final capture state self-deter 
mined by the camera. Other variations, including estimating 
several alternatives and only showing those that are signifi 
cantly different, are also possible. The camera can display a 
best estimate of exposure in the main preview display and 
shows one or two small inset images previewing alternative 
(highlight or shadow) exposures. A simple selector Switch or 
other input control can be provided to allow the user to select 
one of the alternate exposures. If the user decides to captures 
the image without selecting either of the alternate exposures, 
the default case is used. The alternative capture states could 
be indicated by icons or the like, but this is not preferred, 
since it is easier for the user to view the proposed results. 
Icons such as text or pictures can also be used in addition to 
images, as can an audible prompt. 
0.163 Changes in depth of field and focus Zone can be 
presented in a similar manner. Areas of the presented evalu 
ation images detected at various distances can be blurred or 
sharpened digitally to mimic optical blurring and sharpening 
resulting from changes in lens focus and depth of field. 
0164. Other alternative capture states can be presented in 
the same manner. For example, if the camera detects a dark 
Subject against a dark background that is out of flash range 
the camera can Suggest two capture options: one for normal 
flash, depicted by lightening the Subject only; and another 
for night portrait, depicted by lightening the Subject and 
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lightening the background to some degree. In night portrait, 
the subject is mainly exposed by flash illumination, but the 
shutter remains open long enough to provide an ambient 
light background exposure. Night portrait mode is designed 
for situations in which a flash exposure sufficient for a 
foreground subject is insufficient to illuminate the back 
ground adequately. With night portrait mode, the Subject is 
well exposed by the flash against a visible background. In 
keeping with the goal of intelligent simplicity, motion analy 
sis can be coupled with the distance and ambient light 
analysis. If the camera is being held quite steady, it could 
automatically engage night portrait mode. If a modest 
degree of motion is detected, insufficient to Suggest a typical 
action scene but enough to cause significant blur with a long 
exposure, then the camera can default to normal flash usage. 
Additional non-image data can also be used to complement 
the image data in the above analyses. 
0165. In order to maintain a consistent rate for display 
refresh or by reason of other processing constraints, the 
processing in step (150) can be partitioned to execute in 
Small increments, so a portion of the block can be executed 
every preview cycle (display of the next evaluation image to 
the user). The complex feature analysis is completed over 
multiple preview cycles. The additional cycles each include 
a new first assessment of a new pair of initial evaluation 
images. Individual analyses that are relatively slow, but only 
consider previously captured evaluation images, can be 
made interruptible so as to execute over multiple cycles. In 
this case, the analyses can also begin during preparation of 
the first assessment and can be completed during the com 
plex feature analysis of the same cycle or a later cycle. This 
approach can be used in other activities that are also utilizing 
processing resources. For example, activities such as com 
pressing and writing a video to storage and transmitting 
captured images over a wireless network connection that can 
heavily load the processor, can be executed over multiple 
cycles. 

0166 Further complex processing can be included, sub 
ject to the constraints already discussed. Such processing 
can include use of adaptive tone scales, adaptive color 
processing, geometric corrections, or even particular special 
effects. 

0167 The assessments can also be used in determining 
post-capture processing of final images. Depending on the 
magnification and size of largest connected region of skin 
pixels in the scene, the spatial processing capture parameters 
can be adjusted to optimize sharpening for the image. For 
example, preferred sharpening for a close-up portrait is 
significantly less than for a standard Scene. Optimum sharp 
ening and noise reduction parameters can be determined by 
analyzing the textures in the skin regions. Skin regions with 
very little texture suggest greater sharpening can be applied, 
while skin regions with greater texture Suggest sharpening 
be minimized. More complex processing (Such as blemish 
concealment and expression enhancement) are optimized as 
well, if the processing constraints in the camera can Support 
more complex processing. For example, the evaluation 
image can be analyzed to determine eye positions within the 
image and locate faces. This kind of geometric analysis 
allows both reliable detection of faces and estimation of face 
size, which helps in optimization of sharpening and other 
enhancements. This approach requires greater computing 
SOUCS. 
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0.168. After the final capture state is set a check is made 
(190) as to whether capture of the final image has been 
triggered. If final image capture is not required, the evalu 
ation preview process ends (198). If final image capture has 
been triggered, the final image is captured (195) and control 
continues to the end (198). After end 198, the process returns 
to the start (100). Final image capture (195) can be imme 
diately followed by all necessary processing of the final 
image or the final image can be buffered for later processing. 
0169 FIG. 9 shows the overall decision flow used in 
another embodiment in a digital still camera. This embodi 
ment differs from FIG. 8, in that the complex feature 
analysis (150) is limited to the initial evaluation images and 
analysis of additional evaluation images is eliminated. This 
is illustrated in FIG. 12, in which the remaining steps of the 
complex feature analysis correspond to like numbered steps 
earlier discussed in relation to FIG. 8, with the exception that 
all steps are limited to the initial evaluation images. The 
approach of FIG.9 significantly reduces processing require 
ments and firmware complexity, but this embodiment is less 
able to optimize the final capture setting for Scenes with 
broad exposure range or depth of Subject matter. 

0170 FIG. 10 shows the overall decision flow used in 
still another embodiment in a digital still camera. This 
embodiment differs from FIG. 8, in that motion analysis is 
eliminated. The complex feature analysis of FIG. 10 is that 
of FIG. 11. The approach of FIG. 10 reduces processing 
requirements, but cannot identify and respond to action 
SCCCS. 

0171 The invention has been described in detail with 
particular reference to certain particular embodiments 
thereof, but it will be understood that variations and modi 
fications can be effected within the spirit and scope of the 
invention. 

1. A method for setting a camera for image capture, said 
method comprising the steps of 

capturing an initial set of two or more evaluation images; 
assessing a plurality of characteristics of said initial set of 

evaluation images to provide a first assessment, said 
characteristics including Subject motion between at 
least two of said initial set of evaluation images; 

when said subject motion is in excess of a predetermined 
threshold, setting a final capture state of said camera 
responsive to said first assessment; 

when said Subject motion is less than said predetermined 
threshold: 

(a) further analyzing said evaluation images to provide 
analysis results; and 

(b) setting said final capture state of said camera 
responsive to said first assessment and said analysis 
results. 

2. The method of claim 1 further comprising when said 
subject motion is less than said predetermined threshold: 

presenting said analysis results to a user; and 
accepting user input following said presenting; 
wherein said final capture state is responsive to said user 

input. 
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3. The method of claim 1 further comprising when said 
subject motion is less than said predetermined threshold: 

capturing one or more additional evaluation images after 
said capturing of said initial set of evaluation images; 

determining said characteristics of said additional one or 
more images to provide a second assessment; and 

analyzing said second assessment to provide analysis 
results; and 

wherein said final capture state is responsive to all of said 
analysis results. 

4. The method of claim 3 further comprising when said 
subject motion is less than said predetermined threshold: 

presenting said analysis results to a user; and 
accepting user input following said presenting; 

wherein said final capture state is responsive to said user 
input. 

5. A method for setting a camera for image capture, said 
method comprising the steps of 

capturing an initial set of two or more evaluation images; 

assessing a plurality of characteristics of said initial set of 
evaluation images to provide a first assessment, said 
characteristics including Subject motion between at 
least two of said initial set of evaluation images; 

when said subject motion is in excess of a predetermined 
threshold, setting a final capture state of said camera 
responsive to said first assessment; 

when said subject motion is less than said predetermined 
threshold: 

(a) capturing one or more additional evaluation images 
after said capturing of said initial set of evaluation 
images; 

(b) determining said characteristics of said additional 
one or more images to provide a second assessment; 

(c) analyzing both said assessments; and 

(d) setting said final capture state of said camera 
responsive to said analyzing. 

6. The method of claim 5 further comprising displaying 
each of said evaluation images to a user; wherein said 
determining and analyzing is completed following said 
displaying of said additional evaluation images. 

7. The method of claim 5 wherein said assessing further 
comprises determining one or more additional characteris 
tics said initial set of evaluation images, said determining 
being more computationally intensive than said assessing. 

8. The method of claim 7 wherein said additional char 
acteristics include differences in edge maps. 

9. The method of claim 5 further comprising when said 
subject motion is less than said predetermined threshold: 

presenting results of said analyzing to a user, and 
accepting user input following said presenting; 

wherein said final capture state is responsive to said user 
input. 
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10. The method of claim 5 further comprising: 
receiving a trigger signal during said assessing; and 
following the respective said setting, capturing one or 
more final images with said camera in the respective 
said final capture state, responsive to said trigger signal. 

11. The method of claim 10 wherein said evaluation and 
final images are frames of a continuous video segment. 

12. The method of claim 10 wherein said evaluation and 
final images are still digital images and said method further 
comprises archiving said final images and deleting said 
evaluation images, without user intervention. 

13. The method of claim 10 wherein said initial and final 
capture states differ in values of one or more of focal length, 
focus distance, aperture, exposure time, and gain. 

14. The method of claim 5 wherein said setting is free of 
user intervention. 

15. The method of claim 5 wherein said characteristics 
include one or more of depth of field, color balance, and 
focus. 

16. The method of claim 5 further comprising classifying 
said scene in one of a plurality of predetermined classifica 
tions based on said analyzing to provide a scene classifica 
tion, and wherein said capture State is responsive to said 
scene classification. 

17. The method of claim 16 wherein said assessing of said 
plurality of characteristics further comprises ascertaining, 
exposure range, focus, white balance, and skin detection. 

18. The method of claim 5 wherein said camera is in a 
default capture state during said capturing of said initial set 
of evaluation images and wherein each of said capture states 
includes settings of a plurality of focal length, exposure 
time, focus distance, aperture, white balance adjustment, and 
flash state. 

19. A method for setting a camera for image capture, said 
method comprising the steps of 

capturing an initial set of two or more evaluation images; 
assessing a plurality of characteristics of said initial set of 

evaluation images to provide a first assessment, said 
characteristics including Subject motion vectors 
between at least two of said initial set of evaluation 
images: 

when said Subject motion vectors are less than a prede 
termined threshold, capturing one or more additional 
evaluation images; 

then, determining said characteristics of said additional 
one or more images to provide a second assessment; 

then, analyzing both said assessments; and 
then, setting said final capture state of said camera respon 

sive to said analyzing. 
20. The method of claim 19 further comprising setting a 

final capture State of said camera responsive to said first 
assessment, when said one or more of said subject motion 
vectors are in excess of said predetermined threshold. 

21. The method of claim 19 further comprising: 
receiving a trigger signal during said assessing; and 
following the respective said setting, capturing one or 
more final images with said camera in the respective 
said final capture state, responsive to said trigger signal. 
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22. A digital camera comprising: 
a capture unit settable in a plurality of different capture 

states, said capture unit being actuable to capture a 
sequence of evaluation images of a scene and sepa 
rately trippable to capture one or more final images; 

a control unit operatively connected to said capture unit, 
said control unit responding when said capture unit is 
actuated to capture said evaluation images and tripped 
to capture said one or more final images, said respond 
ing including: assessing a plurality of characteristics of 
an initial set of two or more of said evaluation images 
to provide a first assessment, said characteristics 
including Subject motion between at least two of said 
initial set of evaluation images; when said Subject 
motion is in excess of a predetermined threshold, 
setting a final capture state of said camera responsive to 
said first assessment; when said subject motion is less 
than said predetermined threshold: (a) capturing one or 
more additional evaluation images; (b) determining 
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said characteristics of said additional one or more 
images to provide a second assessment; (c) analyzing 
both said assessments; and (d) setting said final capture 
state of said camera responsive to said analyzing. 

23. The camera of claim 22 wherein said responding is 
without user intervention additional to actuating and tripping 
said capture unit. 

24. The camera of claim 22 wherein each of said capture 
states includes settings of a plurality of focal length, expo 
Sure time, focus distance, aperture, white balance adjust 
ment, and flash state. 

25. The camera of claim 22 wherein said evaluation and 
final images are frames of a continuous video stream. 

26. The camera of claim 22 further comprising memory 
operatively connected to said control unit; and wherein said 
evaluation and final images are still digital images and said 
control unit archives said final images in said memory and 
deletes said evaluation images, without user intervention. 


