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(57) Abstract: A computing system may comprise a virtual machine and a computing device external to the virtual machine. The
virtual machine may execute a database, receive a database backup request from the computing device, and responsive to receiving
the database backup request, perform an application-aware backup of the database using a database backup utility to create a data -

o base backup image. The virtual machine may further store the snapshot image on storage accessible to the computing device.
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APPLICATION-AWARE DATABASE BACKUPS
BACKGROUND

[0001] Enterprises are increasingly moving towards virtualizing servers to
reduce power consumption, reduce hardware cost, and to increase resource
utilization. One example of a type of server that may be virtualized is a
database server.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] Certain examples are described in the following detailed
description and in reference to the drawings, in which:

[0003] FIG. 1 is a conceptual diagram of an example computing system
for performing application-aware database backups;

[0004] FIG. 2 is another conceptual diagram of an example computing
system for performing application-aware database backups;

[0005] FIG. 3 is another conceptual diagram of an example computing
system for performing application-aware database backups;

[0006] FIG. 4 is a flowchart of an example method for performing
application-aware database backups;

[0007] FIG. 5 is a flowchart of an example method for performing
application-aware database backups;

[0008] FIG. 6 is a block diagram of an example for performing
application-aware database backups;

[0009] FIG. 7 is a block diagram of an example for performing

application-aware database backups.

DETAILED DESCRIPTION OF SPECIFIC EXAMPLES

[0010] Computing systems may comprise virtualized computing devices,
referred to as virtual machines. A single physical server may execute multiple
virtual machines. The server that executes the virtual machines may be
referred to as a *host,” and the virtual machines may be referred to as “guests.”
As examples, a host may comprise virtual machines for each of a mail server,

web server, and database server, respectively. By consolidating multiple virtual
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machines onto a single a physical computing device, virtualization may reduce
power consumption, and increase server resource utilization, which may reduce
total cost of ownership. Additionally, virtual machines may be easier and
quicker for system administrators to deploy relative to deploying physical
servers.

[0011] One example of an application that a virtual machine may execute
is a database application. A database is an application that stores large
amounts of data for quick retrieval. Some databases may store certain critical
data that should be preserved in the event of system failure. To preserve such
critical data, a computing device executing the database application, or another
computing device may backup the contents of the database to avoid data loss in
the event of a system crash, power failure or system failure. On a non-
virtualized database server, there may be sufficient resources available to the
physical database server to allow a backup agent application executing on the
database server to perform backup of the database.

[0012] However, in the case of a virtual machine executing a database,
the virtual machine may lack sufficient resources to perform backup of the
database. For example, the virtual machine may be unable to perform a backup
using a backup agent that executes on the virtual machine due to high resource
consumption of the backup agent, and the lack of resources available to the
virtual machine. The backup agent may be neither installed on the virtual
machine nor temporarily pushed to the virtual machine at runtime.

[0013] A backup utility performs backup of a database. In some
examples, the database application may be aware that the backup utility is
performing a backup, which is referred to as an “application-aware” backup, due
to backup metadata being stored by the database. An application-aware
backup utility may be useful because the database may know where backup
images created by the backup application are stored. The database application
may refer to the backups for later use, e.g. to restore a backup. Techniques of
this disclosure are related to performing application-aware backup of a
database executing on a virtual machine while reducing resource consumption

of the virtual machine during the backup operation.
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[0014] FIG. 1 is a conceptual diagram of an example computing system
for performing application-aware database backups. Computing system 100 is
illustrated in FIG. 1. Computing system 100 further comprises virtual machine
102, and computing device 104. In various examples, virtual machine 102 and
computing device 104 may be managed by a single virtual host in some
examples. In some examples, a host may manage virtual machine 102, and
computing device 102 may comprise a physically separate computing device,
such as another server.

[0015] Computing device 104 and virtual machine 102 may be
communicatively coupled via a network, such as a local area network (LAN),
storage area network (SAN), virtual network, or the like in various examples.
Computing device 104 may comprise a virtual server appliance in some
examples, which is illustrated in greater detail in FIG. 2.

[0016] Computing device 104 may be coupled with storage 114. In some
examples, the host server that encompasses virtual machine 102 may be
coupled with storage 114. Storage 114 may be either internal or external to
computing device 104 in various examples. Storage 114 may comprise one or
a plurality of storage devices. In various examples, storage 114 may comprise
a network share, such as a network file system (NFS) share. Additionally, it
should be understood that storage 114 may comprise a plurality of storage
devices, such as a storage area network (SAN), network attached storage
(NAS), a storage array, a tape backup device, or any combination thereof or the
like.

[0017] Virtual machine 102 executes database 106, and backup utility
108. As some examples, database application 106 may comprise: Oracle,
Vertica, DB2, Informix, Microsoft SQL Server, or the like. Backup utility 108
also executes on virtual machine 102. Backup utility 108 creates a database
backup image 110. Backup image 110 may comprise a full, incremental, or
differential backup of database 106 in various examples. As illustrated in
greater detail below, in some examples, backup utility 108 may initially store a

database backup image on a virtual disk of virtual machine 102. In various
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examples, backup utility 108 may store database backup image 110 on storage
114, which is external to virtual machine 102.

[0018] Backup utility 108 may create a backup of database 106 based
on knowledge of the structure and/or inner workings of database 106.
Database 106 may be aware of when backup utility 108 executes as the backup
utility records the backup metadata, i.e. the backup may be application-aware.
Oracle Recovery Manager (RMAN) is an example of backup utility 108 for an
Oracle database. Backup utility 108 may comprise a different backup utility for
a different database 106.

[0019] In accordance with the techniques of this disclosure, virtual
machine 102 may execute database 106 in virtual machine 102. Computing
device 104 may initiate database backup request 116 for virtual machine 102 to
backup database 106. Virtual machine 102 may receive a database backup
request 116 from computing device 104, which is external to virtual machine
102. Responsive to receiving database backup request 116, virtual machine
102 may perform an application-aware backup of database 106 using database
backup utility to create database backup image 110. Virtual machine 102 may
store database backup image on storage 114.

[0020] In a generally reciprocal manner, computing device 104 may
restore database backup image from storage 114. That is, computing device
104 may restore database backup image 110 to a local disk of virtual machine
102. Computing device 104 may specify the path to database backup image
110 to backup utility 108, e.g. as an argument, and backup utility 108 may
restore backup image 110 to database 106.

[0021] FIG. 2 is another conceptual diagram of an example computing
system for performing application-aware database backups. FIG. 2 illustrates a
computing system 200. In various examples, computing system 200 may be
similar to computing system 100 (FIG. 1). Computing system 200 comprises
virtual machine 102 as well as virtual server appliance 202. Virtual server
appliance 202 and virtual machine 102 may both be guest virtual machines
executing under a host server in some examples. In other examples, virtual

server 202 may execute on a separate computing device relative to the host
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machine that provides resources of virtual machine 102. Computing system
200 further comprises storage 216, Storage 216 may be coupled with virtual
machine 102.

[0022] Virtual server appliance 202 may comprise software that executes
on a computing device, such as a host server. In some examples, virtual server
appliance 202 may be an example of computing device 104. Virtual server
appliance 202 may be coupled with storage media 210 in various examples.
Storage media 210 may comprise a backup storage media, such as a tape
backup, storage array, or the like.

[0023] Computing system 200 also comprises virtual infrastructure 220
may comprise a virtual management server, such as a vCenter server appliance
(vCSA) or the like. Virtual infrastructure 220 may execute on a computing
device separate from virtual machine 102 or on the same computing device that
executes virtual machine 102, such as a host server. Virtual infrastructure 208
support VM application programming interface (API) 208. VM API 208 may
further comprise VM agents and/or tools provided by a virtualization vendor,
such as VMWare tools. In various examples, VM AP| 208 may comprise drivers
and/or tools that are installed on a virtual machine, such as virtual machine 102.
Virtual server appliance 202 may interact with VM API 208 via virtual
infrastructure 220 to call various functions and/or perform certain actions on
virtual machine 102.

[0024] In the example of FIG. 2, virtual server appliance may call a
function of VM API 208 to determine a list of processes executing on virtual
machine 102 by sending a request to virtual infrastructure 220. In examples
where virtual machine 102 comprises a VMWare virtual machine or the like,
virtual server appliance 202 may query the processes executing on virtual
machine 102 using the VMware Guest API ListProcessesIinGuest(...) function or
a similar function that allows for auto-discovery (i.e. determination) of the
database or application executing in the VM.

[0025] Based on the list of executing processes returned from VM API
208, virtual service appliance 202 may determine the specific database 106 that

virtual machine 108 is executing. For example, based on the returned list of
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processes, virtual service appliance 202 may determine that virtual machine
102 is executing an Oracle database, or alternatively a Microsoft SQL Server
database.

[0026] Responsive to determining the process associated with database
106, virtual server appliance 202 may issue database backup request 116.
Database backup request 116 may further comprise a call to VM API 208 that is
supported with virtual infrastructure 220 that causes virtual machine 102 to
execute backup utility 108. More particularly, virtual server appliance may
execute a StartProgramInGuest(...) function using VM API 208 to cause virtual
machine 102 to execute the backup utility 108 associated with database 106.
As an example, virtual server appliance 202 may use the
StartProgramInGuest(...) function to cause virtual machine 102 to execute the
Oracle RMAN utility, which is associated with database 106, e.g. in the case
that database 106 comprises an Oracle database.

[0027] Upon execution, backup utility 108 may create a backup of
database 106, e.g. database backup image 212. In some examples illustrated
in FIG. 2, backup utility 108 may create database backup image 212 on a local
disk 214 of virtual machine 102.

[0028] In some examples, responsive to backup utility 108 having
finished creating database backup image 212, backup agent 206 of virtual
server appliance 202 may use, i.e. request that virtual infrastructure 220 create
a snapshot image 204 of virtual machine 102. Responsive to receiving the
snapshot request, Virtual infrastructure 220 may create a snapshot image 204
of disk 214, again using VM API 208.

[0029] During the creation of snapshot image 204, Virtual infrastructure
220 creates two images: a read-only base disk image, and a delta disk image.
The delta disk image includes any changes to virtual machine 102, such as file
system operations, and database transactions that occur after the initial
snapshot request is made.

[0030] Responsive to creating the read-only base disk image, Virtual
infrastructure 220 may hot-add the base disk image to virtual server appliance

202. Responsive to backup agent 206 completing the backup of database
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image 110 to storage media 210, Virtual infrastructure 220 may consolidate the
delta image with the read-only base disk image.

[0031] By creating a snapshot image, the contents of the disk 214 are
captured in a crash-consistent manner. In addition to capturing a database
backup image 212, creating a snapshot image captures the rest of the state of
virtual machine 102, and the state may be reverted to, which may avoid loss of
long-running work, that virtual machine 102 is performing.

[0032] Responsive to completing the database backup image 112 and/or
hot-adding snapshot image 204 of virtual machine 102, backup agent 206 may
backup snapshot image 204 or database backup image to storage media 210
that is external to virtual server appliance 202 in some examples. In various
examples, storage media 210 may comprise tape backup, solid state backup,
hard disk backup, or other non-volatile backup accessible to virtual server
appliance 202.

[0033] Backup agent 206 may be aware of the location database backup
112 is located within snapshot image 204 because the path indicating the
location of database backup image 110 may have been previously specified in
database backup request 116. By having snapshot image 204 mounted on
virtual storage appliance 202, the speed of backing up database backup 112 to
storage media 210 may be reduced relative to backing up database 106 to
storage media 210 over a network.

[0034] In various examples, the computing device (e.g., a host server)
executing virtual machine 102 may be coupled with storage 216. Storage 216
may comprise a storage array, such as an HP 3PAR storage array, or the like,
in various examples. Responsive to creating snapshot image 204, virtual
server appliance 202 may replicate virtual machine 102 and its snapshot image
204 to a LUN 218 of storage 216 using, array replication technology, such as
HPE Data Protector Zero Downtime Backup (ZDB), as an example.

[0035] A logical unit number (LUN) may comprise a logical unit of storage
216, e.g. of a storage array, that may store virtual machines. LUN 218 may be
addressable using a storage protocol, such as SCSI, iSCSI, or Fibre Channel.

Responsive to replicating virtual machine 102 and snapshot image 204 to
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storage 216, virtual infrastructure 220 may present the replicated LUN to VSA
202. VSA 202 may mount the replica LUN. VSA 202 may backup the replica
LUN to storage media 210 in various examples.

[0036] FIG. 3 is another conceptual diagram of an example computing
system for performing application-aware database backups. FIG. 3 illustrates a
computing system 300. In various examples, computing system 300 may be
similar to computing system 100 (FIG. 1) and/or computing system 200 (FIG. 2).
[0037] Computing system 300 comprises virtual machine 102 as well as
computing device 104. Virtual server appliance 202 may comprise a virtual
machine residing on a host computing device, such as a host server. In some
examples. Computing device may be part of the host server or may be a
separate computing device that is external to the host server.

[0038] Computing system 300 is illustrated in additional detail relative to
computing system of FIG. 1. Computing system 300 comprises a virtual
infrastructure 220, which supports VM application programming interface (API)
208. Virtual server appliance 202 may interact with VM API 208 and virtual
infrastructure 220 to determine a process associated with database 106, e.g.
using an API call, as described elsewhere. In various examples, VM API 208
may be accessible via virtual infrastructure 220.

[0039] Responsive to determining the process associated with database
106 using VM API 208, virtual server appliance issues database backup request
116. Database backup request 116 may cause database 106 to generate
database backup image 110. Virtual machine 102 may store database backup
image 110 on NFS share 204 directly. NFS share 204 may be communicatively
coupled to virtual server appliance 202 and/or virtual machine 102 in some
examples.

[0040] In the example that database backup image 110 is stored to NFS
share 204, the snapshot of virtual machine 102 may not be performed.
Responsive to database backup image 110 being stored to NFS share 204,
backup agent 206 may backup database backup image 110 to storage media
210.
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[0041] FIG. 4 is a flowchart of an example method for performing the
application-aware database backups in accordance with the techniques of this
disclosure. Method 400 may be described below as being executed or performed
by a system, for example, computing system 100 (FIG. 1), computing system 200
(FIG. 2) or computing system 300 (FIG. 3). Other suitable systems and/or
computing devices may be used as well. Method 400 may be implemented in the
form of executable instructions stored on at least one machine-readable storage
medium of the system and executed by at least one processor of the system.
Alternatively or in addition, method 400 may be implemented in the form of
electronic circuitry (e.g., hardware). In alternate examples of the present
disclosure, one or more blocks of method 400 may be executed substantially
concurrently or in a different order than shown in FIG. 4. In alternate examples of
the present disclosure, method 400 may include more or fewer blocks than are
shown in FIG. 4. In some examples, one or more of the blocks of method 400
may, at certain times, be ongoing and/or may repeat.

[0042] Method 400 may start at block 402 at which point the computing
system may execute a database in a virtual machine, e.g. virtual machine 102.
The computing system may further receive a database backup request, e.g.,
database backup request 116, from a computing device external to the virtual
machine (102), such as computing device 104. Virtual machine 102 may
perform an application-aware backup of the database, e.g. database 106, using
a backup utility, such as backup utility 108, executing on virtual machine 102 to
create a database backup image, e.g. database backup image 110 (406). A
backup utility, such as backup utility 108 may store database backup image 110
on storage external to the virtual machine (408), e.g. storage 114.

[0043] FIG. 5 is a flowchart of an example method for performing the
application-aware database backups in accordance with the techniques of this
disclosure. Method 500 may be described below as being executed or performed
by a system, for example, computing system 100 (FIG. 1), computing system 200
(FIG. 2) or computing system 300 (FIG. 3). Other suitable systems and/or
computing devices may be used as well. Method 500 may be implemented in the

form of executable instructions stored on at least one machine-readable storage
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medium of the system and executed by at least one processor of the system.
Alternatively or in addition, method 500 may be implemented in the form of
electronic circuitry (e.g., hardware). In alternate examples of the present
disclosure, one or more blocks of method 500 may be executed substantially
concurrently or in a different order than shown in FIG. 5. In alternate examples of
the present disclosure, method 500 may include more or fewer blocks than are
shown in FIG. 5. In some examples, one or more of the blocks of method 500
may, at certain times, be ongoing and/or may repeat.

[0044] Method 500 may start at block 502 at which point the computing
system may execute a database 106 in a virtual machine, e.g. virtual machine
102. In various examples, the computing system, and in particular virtual server
appliance 202, may further execute a backup agent on the computing device
external to the virtual machine (504), determine processes executing on virtual
machine 102 using an application programming interface (API) of the virtual
machine (506), such as VM API 208. The computing system, and virtual server
appliance 202 as an example, may further determine a process associated with
database 106 based on the executing processes (508), and execute a database
backup utility 108 on virtual machine 102 using VM AP 208 of virtual
infrastructure 220, and based on the determined process associated with
database 106 (510).

[0045] Method 500 may proceed to block 512 where in some examples,
the computing system, and virtual machine 102 as an example, may then
perform an application-aware backup of database 106 using backup utility 108
executing on virtual machine 102. In some examples, database backup image
212 may be stored is stored on a local disk 214 of virtual machine 102. In some
examples, the storage external to virtual machine 102 may comprise an NFS
share 204, of VSA 202 (FIG. 3).

[0046] Method 500 may further proceed to block 514, where Virtual
infrastructure 220 may create at least one of a snapshot image 204 of virtual
machine 102 or a read-only disk of virtual machine 102 (514), hot-add the at
least one of snapshot image 204 or the read-only disk to the computing device

external to virtual machine 202, e.g. virtual server appliance 202 (516). Virtual
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server appliance 202 may store database backup image 110 or files of snapshot
image to storage external to virtual machine 102, e.g. storage media 210 (518).
[0047] In the preceding description, numerous details are described to
provide an understanding of the subject disclosed herein. However,
implementations may be practiced without some or all of these details. Other
implementations may include modifications and variations from the details
discussed above. lt is intended that the appended claims cover such
modifications and variations.

[0048] FIG. 6 is a block diagram of an example system for managing
firmware of a computing system. In the example of FIG. 6, system 600 includes
a processor 610 and a machine-readable storage medium 620. Although the
following descriptions refer to a single processor and a single machine-readable
storage medium, the descriptions may also apply to a system with multiple
processors and multiple machine-readable storage mediums. In such
examples, the instructions may be distributed (e.g., stored) across multiple
machine-readable storage mediums and the instructions may be distributed
(e.g., executed by) across multiple processors.

[0049] Processor 610 may be one or more central processing units
(CPUs), microprocessors, and/or other hardware devices suitable for retrieval
and execution of instructions stored in machine-readable storage medium 620.
In the particular example shown in FIG. 6, processor 610 may fetch, decode,
and execute instructions 622, 624, 626, 628 to manage firmware of computing
system 600. As an alternative or in addition to retrieving and executing
instructions, processor 610 may include one or more electronic circuits
comprising a number of electronic components for performing the functionality
of one or more of the instructions in machine-readable storage medium 620.
With respect to the executable instruction representations (e.g., boxes)
described and shown herein, it should be understood that part or all of the
executable instructions and/or electronic circuits included within one box may, in
alternate examples, be included in a different box shown in the figures or in a

different box not shown.
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[0050] Machine-readable storage medium 620 may be any electronic,
magnetic, optical, or other physical storage device that stores executable
instructions. Thus, machine-readable storage medium 620 may be, for
example, Random Access Memory (RAM), an Electrically-Erasable
Programmable Read-Only Memory (EEPROM), a storage drive, an optical disc,
and the like. Machine-readable storage medium 620 may be disposed within
system 600, as shown in FIG. 6. In this situation, the executable instructions
may be “installed” on the system 600. Alternatively, machine-readable storage
medium 620 may be a portable, external or remote storage medium, for
example, that allows system 600 to download the instructions from the
portable/external/remote storage medium.

[0051] Referring to FIG. 6, database execution instructions 622, when
executed by a processor (e.g., 610), may cause system 600 to execute a
database (e.g., database 106) in a virtual machine, e.g. virtual machine 102.
Database backup request instructions 624, when executed by processor 610
may cause system 600, e.g. virtual machine 102, to receive a database backup
request from a computing device external to the virtual machine, e.g. computing
device 104 or virtual server appliance 202.

[0052] Database backup creation instructions 626, when executed, may
cause processor 610 to create a backup image of the database responsive to
receiving the database backup request, and database backup image storage
instructions 628, when executed, may cause processor 610 to store the
database backup image on storage coupled with a virtual storage appliance.
[0053] FIG. 7 is a block diagram of an example system for managing
firmware of a computing system. In the example of FIG. 7, system 700 includes
a processor 710 and a machine-readable storage medium 720. Although the
following descriptions refer to a single processor and a single machine-readable
storage medium, the descriptions may also apply to a system with multiple
processors and multiple machine-readable storage mediums. In such
examples, the instructions may be distributed (e.g., stored) across multiple
machine-readable storage mediums and the instructions may be distributed

(e.g., executed by) across multiple processors.
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[0054] Processor 710 may be one or more central processing units
(CPUs), microprocessors, and/or other hardware devices suitable for retrieval
and execution of instructions stored in machine-readable storage medium 720.
In the particular example shown in FIG. 7, processor 710 may fetch, decode,
and execute instructions 722, 724, 726, 728, 730 to perform application-aware
backup of computing system 700. As an alternative or in addition to retrieving
and executing instructions, processor 710 may include one or more electronic
circuits comprising a number of electronic components for performing the
functionality of one or more of the instructions in machine-readable storage
medium 720. With respect to the executable instruction representations (e.g.,
boxes) described and shown herein, it should be understood that part or all of
the executable instructions and/or electronic circuits included within one box
may, in alternate examples, be included in a different box shown in the figures
or in a different box not shown.

[0055] Machine-readable storage medium 720 may be any electronic,
magnetic, optical, or other physical storage device that stores executable
instructions. Thus, machine-readable storage medium 720 may be, for
example, Random Access Memory (RAM), an Electrically-Erasable
Programmable Read-Only Memory (EEPROM), a storage drive, an optical disc,
and the like. Machine-readable storage medium 720 may be disposed within
system 700, as shown in FIG. 7. In this situation, the executable instructions
may be “installed” on the system 700. Alternatively, machine-readable storage
medium 720 may be a portable, external or remote storage medium, for
example, that allows system 700 to download the instructions from the
portable/external/remote storage medium.

[0056] Referring to FIG. 7, database execution instructions 722, when
executed by a processor (e.g., 710), may cause system 700 to execute a
database (e.g., database 106) in a virtual machine, e.g. virtual machine 102.
Backup request instructions 724, when executed, may cause processor 710 to
receive a database backup request using an application programming interface
(API) of virtual machine 102.
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[0057] Storage medium 720 may further comprise application-aware
database backup instructions 726, which, when executed, may cause processor
710 to perform an application-aware backup of database 106 to create the
database backup image 110 using a database backup utility, e.g. backup utility
108. In various examples, the particular database backup utility 108 that is
executed may be based on a process that is associated with the database
application.

[0058] Storage medium 720 may further comprise database backup
image creation instructions 728, which when executed, may cause processor
710 to create a database backup image 110 of the database responsive to
receiving the database backup request. In some examples, storage medium
720 may comprise backup image storage instructions 730, which may cause
processor 710 to store database backup image 110 to disk 214 of virtual

machine 102.
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CLAIMS

1. A method for backing up a database, the method comprising:

executing a database in a virtual machine;

receiving a database backup request from a computing device external to
the virtual machine;

performing an application-aware backup of the database using a backup
utility executing on the virtual machine to create a database backup image; and

storing the database backup image on storage external to the virtual

machine.

2. The method of claim 1, wherein the storage external to the virtual
machine comprises a network file system (NFS) share of the virtual server

appliance.

3. The method of claim 1, further comprising:

creating at least one of a snapshot image or a read-only disk of the
virtual machine; and

hot-adding at least one of the snapshot image or the read-only disk of the

virtual machine to the computing device external to the virtual machine.

4. The method of claim 1, further comprising:
creating a snapshot of the virtual machine on the storage; and

replicating the storage containing the virtual machine snapshot.

. The method of claim 1, further comprising:

executing a backup agent on the computing device external to the virtual
machine;

determining processes executing on the virtual machine using an
application programming interface (API) of the virtual machine; and

determining a process associated with the database based on the

executing processes.
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The method of claim 5, further comprising:

executing an application-aware database backup utility on the virtual

machine using the API of a virtual infrastructure and based on the determined

process associated with the database.

8.

A computing system comprising:
a virtual machine; and
a computing device external to the virtual machine,
the virtual machine to:

execute a database;

receive a database backup request from the computing device;
and

responsive to receiving the database backup request, perform an
application-aware backup of the database using a database backup utility
to create a database backup image; and

store the database backup image on storage accessible to the

computing device.

The system of claim 7, wherein the computing device external to the

virtual machine to:

use a virtual infrastructure to create a snapshot image of the virtual

machine, the snapshot image comprising a backup of the database.

9.

The system of claim 8, the computing device further to:
create the snapshot image on storage coupled with virtual machine; and

make the snapshot image accessible to the computing device.

10. The system of claim 8, the computing device further to:

hot-add the snapshot image to the computing device external to the

virtual machine.
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11.  The system of claim 7, the computing device further to:

execute a backup agent on the computing device external to the virtual
machine;

determine processes executing on the virtual machine using an
application programming interface (API) of the virtual machine; and

determine a process associated with the database.

12.  The system of claim 11, the computing device further to:

cause the virtual machine to execute an application-aware database
backup application to create the database backup image using an application
programming interface of the virtual infrastructure,

wherein the database backup utility that is executed by the virtual

machine is based on the determined process associated with the database.

13. A non-transitory machine-readable storage medium encoded with
instructions, the instructions that, when executed, cause a processor to:

execute a database in a virtual machine;

receive a database backup request using an application programming
interface (API) of the virtual machine;

perform an application-aware backup of the database using a backup
utility to create a database backup image; and

store the database backup image on storage coupled with a virtual

storage appliance.

14.  The non-transitory machine-readable storage medium of claim 13, further
comprising instructions that, when executed, cause the processor to store the

database backup image on a disk of the virtual machine.

15.  The non-transitory machine-readable storage medium of claim 13,
wherein the database backup utility that is executed by the virtual

machine is based on a process that is associated with the database application.



PCT/US2016/021805

WO 2017/099827

117

o1
AZAIT DRILNGROD

o

1A e
o1
SOV 1 ALFHLR
dNMOVE fellientt
ISVEVLIYA
PiT
AOVHOLS
o a0t
ISYEYLYA
200
INIHOYI TYOLHIA
61T
1SanDEY
dHOYE
ISYEYLYY

001

FiG. 1



PCT/US2016/021805

WO 2017/099827

217

Giz
hIsEL
A0YVH0LS

&

[P
YA
A1V
ISYEY IV

(A
ADYRHI LOHSJYNS

902
INIDY
dNHUOVYE

FAiT4
FINYIddY
HIAMIS TINLMIA

g1t
183N0EY
diiMovY
ASYEYLYD

[3¥4
ADYRE SMU0VYY
ABYEY LY

¥iZ
MEIC

8ie
N

gie
FDYHOLS

1

. 20—

451
ALTILLD
diAOYE

561
ASVEVLY]

g6l
INIHOVIA TYNLYIA

744
FENLONHLSYHANI
TYOLYIA

¢y B0C

|

id¥ WA

G0¢

FiG. 2



PCT/US2016/021805

WO 2017/099827

3/7

g1z
YIOaw
d9vH0LS

)

1174

[113
B ADYIMI

ANZDY
dHOVE

POl
ADIAIE DNLLNGROO

dIAIVE
FSYEYLIYO

yiz
ASIC

¥02
FUYHE SN

giT
153N03Y
diiMOvE
ABYEYLYO

86T
ALTIELD
dovE

E418
ASVEYIVD

KA
ANIHOYA TYNLMIA

(1744
FUNLONULS VAN
TYNLAIA

80¢
idY WA




WO 2017/099827 PCT/US2016/021805
417

hae
402~
EXECUTE A DATABASE IN A VIRTUAL MACHINE
404~ |
RECENE A DATABASE BACKUP REQUEST FROM A
COMPUTING DEVICE
406 ~_
PERFORM AN APPLICATION-AWARE BACKUP OF THE
DATABASE LISING A BACKUP UTILITY
408~
STORE THE DATABASE BACKUP IMAGE

FiG. 4



WO 2017/099827 PCT/US2016/021805
5/7

500

hae
502~
EXECUTE A DATABASE IN A VIRTUAL MACHINE
504
™ EXECUTE A BACKUP AGENT ON A COMPUTING DEVICE
EXTERNAL TO THE VIRTUAL MACHINE
506~ l
DETERMINE PROCESSES EXECUTING ON THE VIRTUAL
MACHINE
S08~]  DETERMINE A PROCESS ASSOCIATED WITH THE
DATABASE BASED ON THE EXECUTING PROCESSES
510~] EXECUTE AN APPLICATION-AWARE DATABASE
BACKUP PROGRAM ON THE VIRTUAL MACHINE

512
™ BACKUP THE DATABASE USING THE APPLICATION-
AWARE BACKUP UTILITY

514
™ CREATE A SNAPSHOT IMAGE USING THE BACKUP
AGENT APPLICATION

REPLICATE THE STORAGE CONTAINING THE
SNAPSHOT

|

B18- HOT-ADD THE SNAPSHOT TO THE COMPUTING DEVICE
EXTERNAL TO THE VIRTUAL MACHINE

4

KN STORE THE SNAPSHOT IMAGE ON STORAGE
EXTERNAL TO THE VIRTUAL MACHINE

FiG. 5



WO 2017/099827 PCT/US2016/021805
6/7

600
7
SYSTEM
820 .
MACHINE-READABLE STORAGE MEDIUM
610
. DATABASE EXECUTION INSTRUCTIONS ~
bzz"\\
PROCESSCR
624~
DATABASE BACKUP REQUEST
INSTRUCTIONS
626~ DATABASE BACKUP CREATION
INSTRUCTIONS
628"‘\ DATABASE BACKUP IMAGE STORAGE
INSTRUCTIONS

FiG. 6




WO 2017/099827 PCT/US2016/021805

717
700
d
SYSTEM
720
7
MACHINE-READABLE STORAGE MEDIUM
722~ 710
DATABASE EXECUTION INSTRUCTIONS bl
PROCESSOR
T2
BACKUP REQUEST INSTRUCTIONS
726
APPLICATION-AWARE DATABASE BACKUP
INSTRUCTIONS
[EEaN DATABASE BACKUP IMAGE CREATION
INSTRUCTIONS
730
BACKUP IMAGE STORAGE INSTRUCTIONS

FiIG. 7




INTERNATIONAL SEARCH REPORT

International application No.
PCT/US2016/021805

A. CLASSIFICATION OF SUBJECT MATTER

GOGF 11/14(2006.01)i, GO6F 17/30(2006.01)i, GOGF 9/455(2006.01)i

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
GO6F 11/14; GO6F 12/16; GO6F 17/30;, GO6F 11/28; GO6F 9/46; GO6F 12/00; GO6F 9/455

Korean utility models and applications for utility models
Japanese utility models and applications for utility models

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electromic data base consulted during the international search (name of data base and, where practicable, search terms used)
¢KOMPASS(KIPO internal) & Keywords: virtual machine, database, backup, application-aware, and similar terms.

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category™

Citation of document, with indication, where appropriate, of the relevant passages

Relevant to ¢laim No.

claims 1 and 3; and figures 2A-2B and 4.

See column 3,
column 4,

figures 1 and 4.

A US 2015-0074060 A1 (COMMVAULT SYSTEMS, INC.) 12 March 2015
See paragraphs [0274]1-[0276], [0279]-[0289], and [0292]-[02971;

A US 8,413,144 B1 (SARIN SUMIT MANMOHAN et al.) 02 April 2013
lines 57-61; column 4, lines 23-28;
line 63 - column 5, line 15; and figure 1.

A US 2010-0306486 A1 (SRIDHAR BALASUBRAMANIAN et al.) 02 December 2010
See paragraphs [0019], [0021], and [0034]-[0039]; claim 1; and

A US 2012-0166875 A1 (DON ARSCOTT et al.) 28 June 2012
See paragraphs [0044]-[0045] and [0061]-[0063]; and figures 4 and 6.

A US 2010-0011178 A1 (DAVID ALLEN FEATHERGILL) 14 January 2010
See paragraphs [0071]-[0091] and figures 4A-4B.

1-15

1-15

1-15

1-15

1-15

|:| Further documents are listed in the continuation of Box C.

See patent family annex.

* Special categories of cited documents: "T" later document published after the international filing date or priority
"A" document defining the general state of the art which is not considered date and not in conflict with the application but cited to understand
to be of particular relevance the principle or theory underlying the invention
"E"  earlier application or patent but published on or after the international "X" document of particular relevance; the claimed invention cannot be
filing date considered novel or cannot be considered to involve an inventive
"L"  document which may throw doubts on priotity claim(s) or which is step when the document is taken alone
cited to establish the publication date of another citation or other "Y" document of particular relevance; the claimed invention cannot be
special reason (as specified) considered to involve an inventive step when the document is
"O"  document referring to an oral disclosure, use, exhibition or other combined with one or more other such documents,such combination
means being obvious to a person skilled in the art
"P"  document published prior to the international filing date but later "&" document member of the same patent family
than the priority date claimed

Date of the actual completion of the international search
10 August 2016 (10.08.2016)

Date of mailing of the international search report

16 August 2016 (16.08.2016)

Name and mailing address of the ISA/KR
International Application Division
& Korean Intellectual Property Office
X 189 Cheongsa-ro, Seo-gu, Daejeon, 35208, Republic of Korea

Facsimile No. +82-42-481-8578

Authorized officer

LEE, EUN KYU

+82-42-481-3580

Telephone No.

Form PCT/ISA/210 (second sheet) (January 2015)




INTERNATIONAL SEARCH REPORT International application No.

Information on patent family members PCT/US2016/021805

Patent document Publication Patent family Publication

cited in search report date member(s) date

US 2015-0074060 Al 12/03/2015 US 2015-0074536 Al 12/03/2015

US 8413144 Bl 02/04/2013 None

US 2010-0306486 Al 02/12/2010 None

US 2012-0166875 Al 28/06/2012 US 8762780 B2 24/06/2014

US 2010-0011178 Al 14/01/2010 US 8046550 B2 25/10/2011
US 8166265 Bl 24/04/2012
US 8335902 B1 18/12/2012

Form PCT/ISA/210 (patent family annex) (January 2015)



	Page 1 - front-page
	Page 2 - description
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - claims
	Page 17 - claims
	Page 18 - claims
	Page 19 - drawings
	Page 20 - drawings
	Page 21 - drawings
	Page 22 - drawings
	Page 23 - drawings
	Page 24 - drawings
	Page 25 - drawings
	Page 26 - wo-search-report
	Page 27 - wo-search-report

