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VISIBLE AUBIOVISUAL ANNOTATION OF INFRARED IMAGES USING A
SEPARATE WIRELESS MOBILE DEVICE

CROSS-REFERENCES TO RELATED APPLICATIONS
5 This application claims the benefit of Provisional Application No. 61/801,380,
filed March 13, 2013, and Provisional Application No. 61/876,719, filed September 11,
2013, the disclosures of which are hereby incorporated by reference herein.
BACKGROUND
The present invention relates to the field of infrared cameras. More particularly,
10 thismvention relates to infrared cameras enabling an operator to captare a thermal fimage
of an asset and the scene or area where the asset is located and then associate it with any
muxiliary information relating to the asset or scene,
Thermoal imaging cameras have long been used in many setlings to measure

temperature profiles and analyze thermal variations and differences of one or more assets
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in a scene such as an electric motor in an area of a manufacturing plant. To that end, such
profiles can be used in comparing the different temperatures of the assets at any given
time, or conversely, can be used in comparing these temperatures or thermal vanations
and ditferences over a period of time. For example, infrared cameras are frequently used
i industrial applications as part of preventative maintenance programs and for building
20 sciences and diagnostics inspections.  These types of programs often typically rely on
periodic inspections of the assets of a plant, facility, or structure to discover likely failures
before they occur or monitor and docursent ongoing performance. For example, in an
industrial sefting, plant personnel often develop sarvey routes in order to routinely gather

temperature data on the identified equipment. As is known, similar examnples exist in

Mo
U

other apphications for building sciences as well.

in an industrial setting example, after collecting a thermal baseline image tor cach
picce of equipment along a route, a person {such as a thermographer, an inspector, a
building performance professional, an electrician, a technician, ete) can then identify
changes in thermal characteristics over the course of several inspections by comparing
30 lster thermal images of the equipment with the baseline image or other prior images.
Chapges in thermal chavacteristics can in some cases indicate the mminent faihwe of a

part, thus allowing the person to schedule maintenance or replacement prior to failure.
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In a simple case, a person can visvally compare thermal images captured at

different times fo determine changes in thermal characteristics over the fime period.

However, only so much information can be gleaned solely from thermal tmages. To aid

~

in the analysis of a most recent fmage captwed or in comparing that image to image

LA

previously captured, infrared tmaging cameras have been configured to allow operators to
add notes or annotations 1o an image. These annotations are generally created as audio or
text files, and can be sobsequently saved to the image in order to provide supplementary
information that s difficult to ascertain from the image alone.
However, issues were encountered in adding these annotations to the mage. To
10 particular, some cameras only enable annotations to be added at the time the thermal
wmage is saved (with Hmited ability for later modification), while other cameras enable
annotations to be added afier the image 15 saved. As such, it is not uncormmon to find
operators of these cameras further carrying a notebook to jot down thetr irapressions of
the scene in the field. In turn, the operator waits unti later to combine these impressions
13 into a single file which can then be stored with the saved image of the scene.
Unfortunately, this process is time-consuming and invites error, because what is observed
and noted in the field may not be fully recalled, even with the use of such notebook.
Further, the operator may not be able to remewsber the particelar image that the
annotations correspond to, inviting further potential error.
20 Many of the above and other problems are solved by embodiments of an
apparatus and methods shown in U.S. Patent Application Publication No. 26120224067,
published September 6, 2012, based upon U.S. Patent Application No. 13/040667, filed
March 4, 2011, assigned o the assignee of this palent and hereby incorporated by
reference. That publication shows a thermal imager for capturing a primary thermal
25  image of an asset or scene and then associating it, as desived, with auxiliary information
relating to the asset or scene. The auxiliary information can be associated with the
primary thermal image in the field after the froage is captured. The auxiliary wformation
can pertain to further detail regarding the asset, the surroundings of the scene, and/or the
surroundings of the location of the scene, which when associated with the primary
¢ thermal image, collectively represents a form of asset information card for the image.
The auxiliary information is generally in the form of images and video recordings,
whether infrared and/or visible light, and can be associaied to the primary thermal image

in varying or distinct manners, such as being based on relatedness of the information 1o

g
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the asset or the scene. The infrared image is anvotated with the other images and
ecordings in the thermal imager at or proximate the time of recording.

The infrared imager of the publication has the added ability to capture still
images, sound recordings, and video, and thereby anpotate the infrared tmages by
capiuring the infrared images and the annotations al approximately the same time.
However, many users continue to use their existing nfrared imagers that have no ability
to capture still and video images and sound recordings. As such, there remains a problem
with annotating thermal fmages with other images and recordings taken by video camera,

still image cameras, and sound recorders. Moveover, often the nfrared fmages reside on
remote server and only require annotations with intages and mcordn  that can be
captured by non-infrared equipment such as the ubiguitous smartphone which records
video, audio, and still images. There remains 8 long felt and wmmnet need for such
annotating infrared images with auxiliary information captured by non-infraved devices.
SUMMARY

This summary is provided to introduce a selection of concepts in a simplified
form that are further described below in the Detailed Description. This sunumary is not
intended to identify key features of the claimed subject matter, nor is it intended to be
used as an aid in determining the scope of the claimed sabject matter

The invention described and claimed herein has a number of embodiments and
should not be interpreted or otherwise limited to the abbreviated discussion of some
embodiments in this summary. The embodiments of the invention address the problem of
how to collocate (group) information about an asset, such as a motor or machine, by
using tags. A primary piece of information is a thermal image. The thermal image is
annotated with awxibiary information, including and not limited to digital images (still},
sound recordings of notes spoken by an observer of the asset, and video umages.
Auxiliary information is captured with a smartphone, a digital camera, a digital recorder
or a digital video camera. Each capture device applies a tag to the captured information
that relates the captured information fo an asset.

There are numerous types of tags, including date/time stamps, serial numbers, bar
and matrix codes, RFID codes and geolocations (latitude and longitude) tags. The tagged

information is processed in the capture device or is sent to another device where tags on
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the information are used to collocate information about the same asset into a common
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folder. The receiving device annotates a thermal image with icons that represent the
types of avpxiliary information in the folder.
DESCRIPTION OF THE DRAWINGS
The foregoing aspects and many of the attendant advantages of this invention will
become more readily appreciated as the same become better understood by reference to
the following detailed description, when taken in conjunction with the accompanying
drawings, wherein:

FIGURE 1 is a general schematic diagram of an embodiment of an annotation

FIGURE 2 is a more detailed general schematic diagram of an embodiment of an
annoiation system; v

FIGURE 3 is a schematic block diagram of a first specific embodiment of an
anpotation system;

FIGURE 4 is a schematic block diagram of a second specific embodiment of an
annotation system;

FIGURE 5 is a schematic block diagram of a third specific embodiment of an
annotation system; and

FIGURE 6 is a schematic block diagram of a fourth specific embodiment of an
annotation system,

DETAILED DESCRIPTION

While llustrative embodiments bave been illustrated and described, it will be
appreciated that various changes can be made therein without departing from the spirit
and scope of the invention.

Twning to FIGURE 1, a system 100 15 shown. One or more caphure
devices 10-12 capture infraved images, still images, video images and sound recordings of
assets 20, such as electric motors and their surrounding area or related environwment 21.
The asset 20 and its surrounding area {scene) 21 are labeled with a tag 28, Tags 28 are
indicia or codes that relate captured information to an asset. Capture devieces 10-12
capture thermal images, auxiliary information and their respective tag iformation. The
capture devices 10-12 also apply one or more fags to captured information so that each
thermal image 335 and asxiliary information have one or more tags Z8 and each tag i
related to the same asset 20, The capture devices 10-12 have wireless transceivers for

sending infrared images 35 and captured auxiliary information and their tags to an
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annotation/storage/display {ASD) device 30, The ASD 30 is adapted o send asset
folders 40 1o a cloud storage device 50 from which annotated thermal tmages of an asset
may be distributed to multiple devices 53-36 via wired or wireless connections 51 and the
mternet 52.
The ASD 30 may be a personal computer, a tablet computer, or a server. The
ASD 30 has a processor 31 and a collocation program 33. The processor 31 operates the
collocation program 33 to sort thermal images and asxiliary information with related tags
into a common folder 40 to provide a folder having the infrared 1mage 35 and auxiliary
imformation. The processor also operates the collocation program to create icons 36-38
representative of the types of auxiliary information associated with the tag. fcons 36-38
are symbols representative of visual tmages 6, sound recordings 7, and video images 8,
respectively
Moving to FIGURE 2, there is a more detailed view of system 100, An asset 20,
such as a motor 20, is shown in an area 21, The capture devices include an infrared
camera 10 capable of capturing an infrared image 35 of the motor 20 or other asset. A
smartphone 11 is a versatile capture device and captures video images &, sound
recordings 7, and still iroages 6. The smartphone 11 also captares different types of tags
including, and not limited to, serial numbers, bar codes or matrix codes, date/time stamps
for images, and audio recordings.  Other tag embodiments include geo-location
iﬁ.{’ozma{icn {latitude and longitude) using global positioning circuitry and GPS programns
that provide latitude and longitude vahies for the location of an asset 20. Sull further tag
embodiments include RFID tags. Smartphones may be eguipped with circuitty and
programs for reading all such codes.
Other capture devices 12-14 include soitable apparatus and circuitry to apply one
or more tags to captured auxiliary information including images 6, sound recordings 7,
and videos &, The digital camera 12 and video camera 14 can apply date/time stamps to
imformation and are inherently capable of capmring images of a sertal number, bar code,
or matrix {two-dimensional) code, which can be later deciphered as tags for asset 20, The
digital vecorder 13 may also attach 3 date/time stamp o a recording and the user may
make an audible record of a serial munber that can also be deciphered later. The othe
capture devices 12-14 may also be equipped with or modified to include apparatus and

circuttry to detecting and appending RFID and geolocation codes to auxibiary
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information. Fach capiure device may send its information via a wired or wireless
conpnunication path to the ASD 30,

The ASD 30 has a processor 31, a memory 32, and one or more computer
programs 33 for collocating images. Memory 32 holds nudtiple folders 40.1, 40.2, 40.3,
40N of thermal images and auxiliary information. Each folder 40N has an infrared
image 35 of ap asset 20 and the thermal image is annotated with icons 36-38 representing
the types of auxiliary information in the folder. ASD 30 has suitable apparatus, methods
and computer programs, such as optical character recognition and speech recogmition
programs, to decipher and recognize serial numbers, bar codes, matrix codes and audible
notes corresponding to tags. The tag identification programs may operate independently
or together to collocate received images and recordings. For example, audio recordings
of spoken serial numbers are recognized by speech recognition programs. Such audio
recordings may be processed together with the date/time tag data to collocate the audio
recording with a captured iisage having similar date/times.

ASD 30 has a display 34 for displaying an infrared fmage 35 of the motor 20 or
other asset with one or more icons 36, 37, 38 on the bottom of image 35, The icons 36-38
refer to still images, audio recordings, and video images, respectively, of the motor 20
and its relevant area or environment 21, A user operating an input device 30 may access
any folder 40.N and display it on display 34, By clicking one of icons 36-38, the user
may display still or video images or Hsten to comments in the audio annotations. The

input device 39 is any suitable device and includes one or more of a keyboard, mouse,
track ball, track pad, and touch screen on the display 34 and combinations thereof.

FIGURE 3 shows a first specific embodiment. The user operates an infrared
camera 10 to capture a thermal image of a motor 20, The user then operates a smart
phone 11 to capture video and still images of motor 20 and make a sound recording of bis
ohservations. The images and recordings are tagged with a date/time stamp and sent
wirglessly to the infrared camera 10. The infrared camera 10 has a collocation
application that reads the date/time stamps of the thernual, still and video images and the
sound recording and creates a folder 40.1 that holds the wnfrared tmage 35 and the
auxifiary information from the smariphone 11 related to asset 20, The coliocation

program also adds icons 36-38 (o the infrared image 35. By operating the user interface
g

{not shown) of the infrared camera 10, the user may select an fcon 36-38 to view the

images 6, 8 and listen to the sound recording 7

-6



WO 2014/144948 PCT/US2014/029561

Lo

10

oy
n

30

The specific embodiment of FIGURE 3 may be modified to substitute a digital
video camera 14, a digital still image camera 12, or a digital recorder 13 for the smart
phone 11. Fach of the cameras 14, 12 and the recorder 13 has a wireless transmitter for
sending images or recordings to infrared camera 10, The infrared camera 10 may capture
or already have thermal image 35 with one or more tags including a serial number,
barcode or matrix code data, a date/time stamp tag, a geolocation tag or an RFID tag.
The devices 12-14 have one or more apparatus, circuitry, processor and supporting
programs to acguire one or more tags, including and not limited 1o a serial number,
barcode or malrix code data, a date/time stamp tag, a geolocation tag, or an RFID tag.
The devices 12-14 append one or more tags to their respective images or recordings for
transoission to the infraved camera 10. The infrared camera 10 has a collocation
apphication that creates a folder 40,1 that has an infrared image 35 of the motor 20, The
camera 10 and its collocation program reads the tags recetved from the deviees 12-14,

¥

places the received images and recordings in the folder 4001, and adds icons 36-38 to
image 35. By operating the user interface (not shown) of the infrared camera 10, the user
may select an icon 36-38 to view the images 6, 8 and listen to the sound recording 7.
FIGURE 4 shows a second specific embodiment. The user operates a smart
phone 11 to capture video and still images of motor 20 and make a sound recording of his
observations.  The smurtphone has a global positioning apparatus and program for
tagging images and sound recordings with the latitude and longitude of where the image

and recordings were made. The smartphone 11 wirelessly sends the image and sound

recording to a remote ASI} (personal computer/databasey 30, The ASD 30 holds a

<

thermal image 35 of the motor in a folder 40.2. The image was taken last week. The
ASD 34 has a collocation spplication that reads the geolocation tag of the umages and
ecording received from the smartphone 11 and collocates the received images and
recordings in folder 40.2, which has the same geolocations tag as the still and video
images and the sound recording. Upon accessing folder 40.2, the user sees an infraved
fmage 35 of the motor 20 and tcons 36-38. By operating the user interface {(not shown) of

3
H
H

the smariphone 11, the user may select an jcon 36-38 to view the images 6, § and listen to
the sound recording 7.

FIGURE § shows a third specific embodiment.  The user operates a smart
phone 11 1o capture video and still images of motor 20 and make a sound recording of his

observations.  The smartphone aitaches a date/time stamp tag to the tmages and

X

e



WO 2014/144948 PCT/US2014/029561

L

10

|

20

Lo

&2
o

3
]

recordings and wirelessly sends them to a tablet computer/ASD 30, A few minutes later,
the user operates an infrared camera 10 to capture an infrared age 35 of the motor 20,
The user sends the infrared image 35 with a date/time tag to the tablet computer/ASD 30,

+

By operating the user interfuce (not shown) of the tablet, the user may select an
icon 36-38 to view the images 6, § and listen to the sound recording 7

The tablet computer/ASD 30 wirelessly receives the inages and sound recordings
from the infrared camera 10 and the smartphone 11, The tablet computer recetves the
thermal image 35 and stores it in a folder 40.3. The ASD 30 has a collocation application
that reads the date/time stamp of the images and recordings received from the
smariphone 11 and collocates those images and sound recording into folder 40.3 and adds
icons 36-38 to the thermal images 35, The collocation program matchesvthe images and
sound recordings from the smartphone 11 1o the thermal image 35 because they have
dateftime tags of the same day and close to the same time as the thermal image 35, In
some embodiments, the collocation program may ask the user to accept or decline the
prospective collocation of tmages and sound recmfdings with a given thermal tinage.
Upon accessing folder 40.3, the user sees a thermal image 35 of the motor 20 and
icons 36-38. By operating a user interface (not shown) of ASD 30, the user may select s
icon and view the images 36, 37 and listen to the sound recording 38.

FIGURE 6 shows a fourth specific embodiment. The user operates an intrared
camera 11 to capture a thermal image 35 of the motor 20 or other asset. Infrared
camera 10 has a built-in barcode reader, not shown, Tt reads a barcode 5 disposed on the
motor 20 or in close proximity to the motor, appends the barcode data to the thermal
image as a tag, and stores the thermal fage 35 and barcode data in a folder 404, The
user then operates a smartphone 11 to capture still oages, video images, and a sound
recording of observations regarding motor 20, The smartphone 11 also captures images
of the barcode 5 and allows the user to append the barcode image to the still and video
images and to the sound recording. The images and sound recording ave wirelessly sent
to the infrared camera 10 that has a memory and a collocation application program. The
collocation program identifies the barcode data and stores the thermal tmage 33 of the
motor in folder 40.4. The collocation program also identifies the barcode tag data of the
images and sound recording and stores the images and sound recording in folder 404
because each has the same tag mformation as the thermal image 35, The collocation

program adds icons 36-38 to the thermal image 335 and wirclessly sends the annotated

8-
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folder 40.4 to a cloud storage facility 50 where it may be downloaded to one or more
devices 33-36 via wired or wireless conpections 31 and the internet 52, Devices 53-56
may be infrared cameras, smartphones, tablet computers, personal computers, or other
apparatus capable of displaying thermal images with icons that can be opened to their
5  underlying images and recordings. By operating the user interface of the devices 53-56,
the user may select an icon 36-38 to view the images 6, § and listen to the sound
recording 7.
While some embodiments of the invention have been shown and described,
modifications and variations may be made thereto by those of ordinary skill in the art
10 without departing from the spirit and scope of the present invention. For exarnple, each
of the capture devices 10-14 may be constructed or modified to have a collocation
program and other programs for deciphering bar codes embedded in images and
recognizing spoken serial numbers in sound recordings. Each of the capture devices may

send its nformation to any of the other devices or 1o a personsl computer, tablet

nt
(¥4

computer, or cloud storage facility. In this regard, the persopal computer, tablet
computer, and cloud storage facility may have apparatus, circuitry, and programs for
coliocating tagged information into folders and for deciphering codes embedded in
tmages and recordings.

It should be understood that aspects of the various embodiments may be
20 imterchanged either in whole or in part. Furthermore, those of ordinary skill in the art will
appreciate that the foregoing description is by way of example only, and is not intended
to Limit the nvention, except as further described in the appended claims, Those skilled
in the art will understand that other and equivalent cornponents and steps may be used to
achieve substantially the same results in substantially the same way as that described and

claimed.

b2
(o4

While illustrative embodiments have been illustrated and deseribed, it will be
appreciated that various changes can be made therein without departing from the spirit

and scope of the invention.

-O.
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CLAIMS
The embodiments of the invention in which an exclusive property or privilege is
i } 13

claimed are defined as follows:

i. A method for annotating an infrared image comprising:

storing in a folder an infrared image of an asset having oue or more tags in a
folder;

collocating in said folder auxiliary information having at least ome tlag
corresponding to the tag of the asset;

annotating the thermal Image with one or more jcons representative of types of
auxiliary information stored in the folder; and

displaying the thermal mage of the device with ong or more icons representative

of the amxilary information in the folder.

2. The method of Claim 1, further comprising wirelessly receiving auxiliary
information.
3. The method of Claim 1, wherein the auxiliary information comprises one

or more types of information incloding visual images, video images, and sound
recordings wherein each image or recording has at least one tag corresponding to the tag

of the asset.

4. The method of Claim 2, further comprising selecting an  jeon

corresponding to the type of auxiliary information selected for display.

5. The method of Clatm 1, wherein a t3g comprises information

representative of the identity of the asset.

6. The method of Claim 1, wherein the tag comprises a coded mage.
7. The method of Claim 2, wherein the tag comprises a serial number, a

barcode, or a matrix code.

g. The method of Claim 1, wherein the tag comprises a date/time stamp of

when the image or recoding was captured.
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Q. The method of Claim 1, wherein the tag comprises a geolocation code

X

corresponding to the geographic location of the asset.

10. The method of Claim 1, wherein the annotations are icons representative
of one or more of the group consisting of visual images, video images or sound

recordings stored in the folder.

11, The method of Claim 1, further comprising capturing one or more of the
group comprising visual images, video images, and sound recordings wherein cach one of

the group is associated with the device.

12, The method of Claim 1, further comprising capturing an infrared image of

a device with an infrared camera.

13. The method of Claim 1, further comprising capturing a visual image,
video images, or a sound recording with a smartphone and wireleasly transmitting the

captured images or audio recording to the folder holding the thernmal image.

14,  The method of Claim 1, further comprising storing the annotated thermal

image in an infrared camera.

15, The method of Claim {, further comprising storing the annotated thermal

image in a smart phone.

16, The method of Claim 1, further comprising storing the anpotated thermal

mnage in a computer.

R
17.

The method of Claim 16, wherein the computer comyprises a personal

computer or a tablet computer.

i8.  The method of Claim 1, fiwther comprising storing the annotated thermal

image 1p a computer cloud.

19, A system for annotating an infrared image comprising:
a storage apparatus for storing in a folder an infraved image of an asset having one
OF 1nOTe tags;

a device for capturing auxiliary information and at least one tag about the asset;

pa——y
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wirelessly transmitting the auxiliary information and the tag(s) to the storage
apparatus;

a collocation program for sorting auxiliary information into folders corresponding
to the tag(s) on the auxiliary information and for annotating the infrared image in the
folder with one or more icons of the types of auxiliary information in the folden

& processor in the storage apparatus for operating the collocation program 1o store
auxiliary information in the folders and to apply jcons to the infrared images in the
folders; and

a display displaying the thermal image of the asset with icons.

24 The apparatus of Claim 19, wherein a tag comprises . information

representative of the identity of the asset.

b
e

The apparatus of Claim 19, wherein the tag comprises a coded image.

22, The apparatus of Claim 21, wherein the tag comprises a serial munber, a

5
3

harcode, or a matrix code.

23.  The apparatus of Claim 19, wherein the tag comprises a date/time stamp of

when the image or recording was captured.

24, The apparatus of Claim 19, wherein the tag comprises a geolocation code

conresponding to the geographic location of the asset.

25, The system of Claim 19, wherein the device for capturing auxiliary
information comprises one or more of the group consisting of a still image camera, a
video camera, and a sound recorder for capturing one or more of the group comprising

visual images, video images, and sound recordings associated with the asset.

20. The system of Claim 20, wherein the storage apparatus comprises an

infrared camera for capturing the thermal image of the asset device.

27.  The system of Claim 20, wherein the storage apparatus is one or more of
the group consisting of a smartphone, a computer cload, a personal computer, a tablet

computer, a video camnera, a digital camera, or a digital recorder.

13-
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28 Anapparatus for annotating an infrared image comprising:

an input for receiving wirclessly transmitted auxiliary information with one or
more tagis);

a memory for storing in a tolder an infrared image of an asset baving one or more
1ags;

a collocation program for sorting auxiliary information into folders corresponding
to the tag(s ') on the auxiliary information and for applying icons to the thermal images
stored in the folders;

a processor for operating the collocation program to store auxiliary information in
folders with tags having thermal images with tags corresponding to the one or & wore tags
of the auxiliary information and for applying icons to the thermal images repie sentative
of the type of suxiliary information stored in the folder; and

a display displaying the thermal fmage of the asset with icons.

29, The apparatus of Claim 28, wherein said apparatus is an infrared camera.
30. The apparatus of Claim 28, wherein a fag comprises information

representative of the identity of the asset.
31, The apparatus of Claim 28, wherein the tag compwises a coded image.

32.  The apparatus of Claim 31, wherein the tag comprises a sevial nurober, a

barcode, or a matrix code.

33, The apparatus of Claim 28, wherein the tag comprises a date/time stamp of

when the nage or recording was captured.

34, The apparatus of Claim 28, wherein the tag comprises a geolocation code

corresponding to the geographic location of the asset.

35. The system of Claim 19, wherein the device for capturing auxiliary
information comprises one or more of the group consisting of 4 still image camera, a
video camera, and a sound recorder for capturing one or more of the group comprising

visual images, video images, and sound recordings associated with the asset,

o
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36, The system of Claim 19, wherein the storage apparatus is one or more of
the group consisting of a smartphone, a computer cloud, a personal computer, a tablet

computer, a video camera, a digital camera, or a digital recorder.
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