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(57) Abstract: A behavioral recognition system may include both a computer vision engine and a machine learning engine con -
figured to observe and learn patterns of behavior in video data. Certain embodiments may provide image stabilization of a video
stream obtained from a camera. An image stabilization module in the behavioral recognition system obtains a reference image from
the video stream. The image stabilization module identifies alignment regions within the reference image based on the regions of the
image that are dense with features. Upon determining that the tracked features of a current image is out of alignment with the refer-
ence image, the image stabilization module uses the most feature dense alignment region to estimate an affine transformation matrix
to apply to the entire current image to warp the image into proper alignment.
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IMAGE STABILIZATION TECHNIQUES FOR VIDEO SURVEILLANCE
SYSTEMS

BACKGROUND

Technical Field

[0001] Embodiments presented herein disclose techniques for analyzing a
sequence of video frames. More particularly, embodiments provide
techniques for stabilizing camera images captured by a video surveillance

system.

Description of the Related Art

[0002] Some currently available video surveillance systems provide simple
object recognition capabilities. For example, a video surveillance system may
be configured to classify a group of pixels (referred to as a “blob”) in a given
frame as being a particular object (e.g., a person or vehicle). Once identified,
a “blob” may be tracked from frame-to-frame in order to follow the “blob”
moving through the scene over time, e.g., a person walking across the field of
vision of a video surveillance camera. Further, such systems may be
configured to determine when an object has engaged in certain predefined
behaviors. For example, the system may include definitions used to
recognize the occurrence of a number of pre-defined events, e.g., the system
may evaluate the appearance of an object classified as depicting a car (a
vehicle-appear event) coming to a stop over a number of frames (a vehicle-
stop event). Thereafter, a new foreground object may appear and be
classified as a person (a person-appear event) and the person then walks out
of frame (a person-disappear event). Further, the system may be able to
recognize the combination of the first two events as a “parking-event.”

[0003] However, such surveillance systems typically require that the
objects and/or behaviors which may be recognized by the system to be
defined in advance. Thus, in practice, these systems rely on predefined
definitions for objects and/or behaviors to evaluate a video sequence. Unless
the underlying system includes a description for a particular object or

behavior, the system is generally incapable of recognizing that behavior (or at
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least instances of the pattern describing the particular object or behavior).
More generally, such systems are often unable to identify objects, events,
behaviors, or patterns (or classify such objects, events, behaviors, etc., as
being normal or anomalous) by observing what happens in the scene over
time; instead, such systems rely on static patterns defined in advance.

SUMMARY

[0004] One embodiment presented herein includes a method for stabilizing
camera images captured by a video recording device and evaluated by a
video analytics application. The method generally includes identifying
candidate regions within a reference frame to use in aligning a stream of
frames captured by a video camera. The candidate regions are sorted in
descending order by a density of tracked features within each candidate
region. The method also includes designating a candidate region having a
highest density of tracked features among the candidate regions as an
alignment region for each captured frame. Upon determining that the stream
is unstable based on the tracked features in a current frame being misaligned
relative to the corresponding features of the reference frame, an affine
transformation matrix for the current frame based on the alignment region is
determined. Further, the current frame is warped using the affine
transformation matrix such that the features in the alignment region of the
current frame match the corresponding features of the reference frame.
Additionally, a registration error is identified between the warped current
frame and the reference frame, and upon determining that the registration
error is within a tolerance threshold, the warped current frame is designated

as a stabilized frame.

[0005] Another embodiment presented herein includes a method for
stabilizing camera images captured by a video recording device. The method
generally includes identifying candidate regions within a reference frame to
use in aligning a frame captured by a video camera. The candidate regions
are sorted in descending order by a density of tracked features within each
candidate region. The method also generally includes designating a
candidate region having a highest density of tracked features among the
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candidate regions as an alignment region for each captured frame. Upon
determining that the stream is unstable based on the tracked features in a
current frame being misaligned relative to the corresponding features of the

reference frame, the current frame is aligned.

[0006] Other embodiments include, without limitation, a computer-readable
medium that includes instructions that enable a processing unit to implement
one or more aspects of the disclosed methods as well as a system having a
processor, memory, and application programs configured to implement one or
more aspects of the disclosed methods.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] So that the manner in which the above recited features,
advantages, and objects of the present invention are attained and can be
understood in detail, a more particular description of the invention, briefly
summarized above, may be had by reference to the embodiments illustrated
in the appended drawings.

[0008] It is to be noted, however, that the appended drawings illustrate
only typical embodiments of this invention and are therefore not to be
considered limiting of its scope, for the invention may admit to other equally
effective embodiments.

[0009] Figure 1 illustrates components of a video analysis system,
according to one embodiment.

[0010] Figure 2 further illustrates components of the video analysis system

shown in Figure 1, according to one embodiment.

[0011] Figure 3 illustrates graphical representations of a reference image

and a current image captured by a camera, according to one embodiment.

[0012] Figure 4 illustrates a method for stabilizing a misaligned image
captured by a camera
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DETAILED DESCRIPTION

[0013] Embodiments presented herein disclose a method and a system for
analyzing an acquired stream of video frames to identify when a video frame
is misaligned. Once a misaligned frame is detected, a behavioral recognition-

based video surveillance system may align the frame.

[0014] A behavioral recognition system may be configured to learn,
identify, and recognize patterns of behavior by observing a sequence of
individual frames, otherwise known as a video stream. Unlike a rules-based
video surveillance system, which contains predefined patterns of what to
identify, the behavioral recognition system disclosed herein learns patterns by
generalizing input and building memories of what is observed. Over time, the
behavioral recognition system uses these memories to distinguish between
normal and anomalous behavior within the field of view captured within a

video stream. Generally this field of view is referred to as the “scene.”

[0015] In one embodiment, the behavioral recognition system includes a
computer vision engine and a machine learning engine. The computer vision
engine may be configured to process a scene, generate information streams
characterizing observed activity, and then pass the streams to the machine
learning engine. In turn, the machine learning engine may be configured to
learn object behaviors in that scene. In addition to learning-based behavior, a
machine learning engine may be configured to build models of certain
behaviors within a scene and determine whether observations indicate that
the behavior of an object is anomalous, relative to the model.

[0016] Frequently, an otherwise stationary video camera may be subject to
some physical motion as it captures a scene. For example, a camera trained
to observe a subway station may experience a slight bounce as trains enter
and exit the station. Similarly, an outdoor camera may have some slight
motion in response to wind. In such cases, the scene captured the camera
may be disturbed, perturbed, or slightly jostled as the camera moves up and
down. As a result, the images can be distorted or altered in a variety of

complex manners, e.g., translated, rotated, shorn, and the like.
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[0017] Without correction, the results of this minor movement can disrupt
the video computer vision engine. For example, consider a portion of the
scene depicting background, while the background remains unchanged, the
position of elements in the background changes in response to camera
moving. If the movement results in sufficiently distinct pixel values in a
current frame, the computer vision engine may inadvertently identify spurious
foreground objects, i.e., objects that are not truly foreground nevertheless
being characterized as such. Further, these spurious objects are passed to
further elements in the processing pipeline discussed above and can degrade
the quality of the machine learning, and ultimately, lead to spurious alerts.

[0018] To address this issue, in one embodiment, the computer vision
engine may be configured to identify when a scene is misaligned and perform
a method to align the received frame. Doing so helps provide a consistent
image for use by both the computer vision engine and the machine learning

engine.

[0019] In the following, reference may be made to embodiments of the
invention. However, it should be understood that the invention is not limited to
any specifically described embodiment. Instead, any combination of the
following features and elements, whether related to different embodiments or
not, is contemplated to implement and practice the invention. Furthermore, in
various embodiments the invention provides numerous advantages over the
prior art. However, although embodiments of the invention may achieve
advantages over other possible solutions and/or over the prior art, whether or
not a particular advantage is achieved by a given embodiment is not limiting
of the invention. Thus, the following aspects, features, embodiments and
advantages are merely illustrative and are not considered elements or
limitations of the appended claims except where explicitly recited in a claim(s).
Likewise, reference to “the invention” shall not be construed as a
generalization of any inventive subject matter disclosed herein and shall not
be considered to be an element or limitation of the appended claims except
where explicitly recited in a claim(s).

[0020] One embodiment is implemented as a program product for use with

a computer system. The program(s) of the program product defines functions
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of the embodiments (including the methods described herein) and can be
contained on a variety of computer-readable storage media. Examples of
computer-readable storage media include (i) non-writable storage media (e.g.,
read-only memory devices within a computer such as CD-ROM or DVD-ROM
disks readable by an optical media drive) on which information is permanently
stored; (ii) writable storage media (e.g., floppy disks within a diskette drive or
hard-disk drive) on which alterable information is stored. Such computer-
readable storage media, when carrying computer-readable instructions that
direct the functions of the present invention, are embodiments of the present
invention. Other examples media include communications media through
which information is conveyed to a computer, such as through a computer or

telephone network, including wireless communications networks.

[0021] In general, the routines executed to implement the embodiments
may be part of an operating system or a specific application, component,
program, module, object, or sequence of instructions. The computer program
is comprised typically of a multitude of instructions that will be translated by
the native computer into a machine-readable format and hence executable
instructions. Also, programs are comprised of variables and data structures
that either reside locally to the program or are found in memory or on storage
devices. In addition, various programs described herein may be identified
based upon the application for which they are implemented in a specific
embodiment. However, it should be appreciated that any particular program
nomenclature that follows is used merely for convenience, and thus the
invention should not be limited to use solely in any specific application

identified and/or implied by such nomenclature.

[0022] Figure 1 illustrates components of a video analysis and behavioral
recognition system 100, according to one embodiment. As shown, the
behavioral recognition system 100 includes a video input source 105, a
network 110, a computer system 115, and input and output devices 118 (e.g.,
a monitor, a keyboard, a mouse, a printer, and the like). The network 110
may transmit video data recorded by the video input 105 to the computer
system 115. lllustratively, the computer system 115 includes a CPU 120,

storage 125 (e.g., a disk drive, optical disk drive, and the like), and a memory
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130 containing both a computer vision engine 135 and a machine learning
engine 140. As described in greater detail below, the computer vision engine
135 and the machine learning engine 140 may provide software applications
configured to analyze a sequence of video frames provided by the video input
105.

[0023] Network 110 receives video data (e.g., video stream(s), video
images, or the like) from the video input source 105. The video input source
105 may be a video camera, a VCR, DVR, DVD, computer, web-cam device,
or the like. For example, the video input source 105 may be a stationary
video camera aimed at a certain area (e.g., a subway station, a parking lot, a
building entry/exit, etc.), which records the events taking place therein.
Generally, the area within the camera’s field of view is referred to as the
scene. The video input source 105 may be configured to record the scene as
a sequence of individual video frames at a specified frame-rate (e.g., 24
frames per second), where each frame includes a fixed number of pixels (e.g.,
320 x 240). Each pixel of each frame may specify a color value (e.g., an RGB
value) or grayscale value (e.g., a radiance value between 0-255). Further, the
video stream may be formatted using known such formats e.g., MPEG2,
MJPEG, MPEG4, H.263, H.264, and the like.

[0024] As noted, the computer vision engine 135 may be configured to
analyze this raw information to identify active objects in the video stream,
detect misaligned camera images, identify a variety of appearance and
kinematic features used by a machine learning engine 140 to derive object
classifications, derive a variety of metadata regarding the actions and
interactions of such objects, and supply this information to the machine
learning engine 140. And in turn, the machine learning engine 140 may be
configured to evaluate, observe, learn and remember details regarding events

(and types of events) that transpire within the scene over time.

[0025] In one embodiment, the machine learning engine 140 receives the
data generated by the computer vision engine 135. The machine learning
engine 140 may be configured to analyze the received data, cluster objects
having similar visual and/or kinematic features, build semantic representations

of events depicted in the video frames. Over time, the machine learning
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engine 140 learns expected patterns of behavior for objects that map to a
given cluster. Thus, over time, the machine learning engine learns from these
observed patterns to identify normal and/or abnormal events. That is, rather
than having patterns, objects, object types, or activities defined in advance,
the machine learning engine 140 builds its own model of what different object
types have been observed (e.g., based on clusters of kinematic and/or
appearance features) as well as a model of expected behavior for a given
object type. Thereafter, the machine learning engine can decide whether the

behavior of an observed event is anomalous or not based on prior learning.

[0026] Data describing whether a normal/abnormal behavior/event has
been determined and/or what such behavior/event is may be provided to
output devices 118 to issue alerts, for example, an alert message presented
on a GUI interface screen.

[0027] In general, the computer vision engine 135 process video data, i.e.,
the sequence of frames captured by the camera, in real-time. However, time
scales for processing information by the computer vision engine 135 and the
machine learning engine 140 may differ. For example, in one embodiment,
the computer vision engine 135 processes the received video data frame-by-
frame, while the machine learning engine 140 processes data characterizing
every N-frames. In other words, while the computer vision engine 135 may
analyze each frame in real-time to derive a set of kinematic and appearance
data related to objects observed in the frame, the machine learning engine
140 is not constrained by the real-time frame rate of the video input.

[0028] Note, however, Figure 1 illustrates merely one possible
arrangement of the behavior recognition system 100. For example, although
the video input source 105 is shown connected to the computer system 115
via the network 110, the network 110 is not always present or needed (e.g.,
the video input source 105 may be directly connected to the computer system
115). Further, various components and modules of the behavior recognition
system 100 may be implemented in other systems. For example, in one
embodiment, the computer vision engine 135 may be implemented as a part
of a video input device (e.g., as a firmware component wired directly into a

video camera). In such a case, the output of the video camera may be
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provided to the machine learning engine 140 for analysis. Similarly, the
output from the computer vision engine 135 and machine learning engine 140
may be supplied over computer network 110 to other computer systems. For
example, the computer vision engine 135 and machine learning engine 140
may be installed on a server system and configured to process video from
multiple input sources (i.e., from multiple cameras). In such a case, a client
application 250 running on another computer system may request (or receive)
the results of over network 110.

[0029] Figure 2 further illustrates components of the computer vision
engine 135 and the machine learning engine 140 first illustrated in Figure 1,
according to one embodiment. As shown, the computer vision engine 135
includes a data ingestor 205, a detector 215, a tracker 215, a context event
generator 220, an alert generator 225, and an event bus 230. Collectively,
the components 205, 210, 215, and 220 provide a pipeline for processing an
incoming sequence of video frames supplied by the video input source 105
(indicated by the solid arrows linking the components). In one embodiment,
the components 210, 215, and 220 may each provide a software module
configured to provide the functions described herein. Of course, one of
ordinary skill in the art will recognize that the components 205, 210, 215, and
220 may be combined (or further subdivided) to suit the needs of a particular
case and further that additional components may be added (or some may be

removed) from a video surveillance system.

[0030] In one embodiment, the data ingestor 205 receives raw video input
from the video input source 105. The data ingestor 205 may be configured to
preprocess the input data before sending it to the detector 210. For example,
the data ingestor 205 may be configured to separate each frame of video
provided into a stationary or static part (the scene background) and a
collection of volatile parts (the scene foreground). The frame itself may
include a two-dimensional array of pixel values for multiple channels (e.g.,
RGB channels for color video or grayscale channel or radiance channel for
black and white video).

[0031] The data ingestor 205 may include an image stabilization module

207. In one embodiment, the image stabilization module 207 is configured to

9
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evaluate images captured by the video camera to determine whether the
images need to be stabilized due to camera movement, prior to separating the
image into background and foreground objects. To do so, the image
stabilization module 207 may generate a reference image against which
stability of a current image is evaluated. For example, in one embodiment,
the first raw camera image is used to begin stabilization. Alternatively, the
current background image may be used. The reference image may be

updated periodically, e.g., every five minutes.

[0032] Once the reference image is determined, the image stabilization
module 207 may determine a set of alignment regions. For example, the
image stabilization module may identify a set of feature rich areas (e.g., an
80x80 pixel grid) in the reference image. More specifically, the image
stabilization may detect maximum feature density rectangular regions within
the reference image using a kernel density estimation. These regions may be
saved in descending order of the feature densities. The most feature dense

regions are used to determine alignment of subsequent raw images.

[0033] The image stabilization module 207 the feature-rich alignment
regions to identify whether a current frame needs to be stabilized. To do so,
the image stabilization module extracts Speeded-Up Robust Features
(SURFs) from the reference image and tracks the SURFs in subsequent
frames to determine whether a majority of the tracked features remain
stationary or exhibit consistent affine transformations. If the features are

stationary in the current frame, then stabilization is not necessary.

[0034] Otherwise, the image stabilization module 207 aligns the image
based on the identified alignment region of the reference frame. While
aligning the region, the image stabilization module finds an affine
transformation matrix for transforming the features from the tracked position in

a current frame to the aligned position based on the reference frame.

[0035] In one embodiment, the detector 210 may model background states
for each pixel using an adaptive resonance theory (ART) network. That is,
each pixel may be classified as depicting scene foreground or scene
background using an ART network modeling that pixel. Of course, other

10
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approaches to distinguish between scene foreground and background may be
used.

[0036] Additionally, the detector 210 may be configured to generate a
mask used to identify which pixels of the scene are classified as depicting
foreground and, conversely, which pixels are classified as depicting scene
background. The detector 210 then identifies regions of the scene that
contain a portion of scene foreground (referred to as a foreground “blob” or
“patch”) and supplies this information to subsequent stages of the pipeline.
Additionally, pixels classified as depicting scene background may be used to
generate a background image modeling the scene.

[0037] In one embodiment, the detector 210 may be configured to detect
the flow of a scene. For example, once the foreground patches have been
separated, the detector 210 examines, from frame-to-frame, any edges and
corners of all foreground patches. The detector 210 identifies foreground
patches moving in a similar flow of motion as most likely belonging to a single
object or a single association of motions. As the detector 210 identifies
foreground objects, it sends this information to the tracker 215.

[0038] The tracker 215 may receive the foreground patches produced by
the detector 210 and generate computational models for the patches. For
example, the tracker 215 may be configured to use this information, and each
successive frame of raw-video, to attempt to track the motion of, for example,
a foreground object depicted by a given foreground patch as it moves about
the scene. That is, the tracker 215 provides continuity to other elements of
the computer vision engine 135 by tracking the foreground obejct from frame-
to-frame. The tracker 215 may also calculate a variety of kinematic and/or
appearance features of a foreground object, e.g., size, height, width, and area
(in pixels), reflectivity, shininess rigidity, speed velocity, etc.

[0039] The context event generator 220 may receive the output from other
stages of the pipeline. Using this information, the context processor 220 may
be configured to generate a stream of context events regarding objects
tracked (by tracker component 210). For example, the context event
generator 220 may package a stream of micro feature vectors and kinematic

11
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observations of an object and output this to the machine learning engine 140,
e.g., a rate of 5Hz. In one embodiment, the context events are packaged as a
trajectory. As used herein, a trajectory generally refers to a vector packaging
the kinematic data of a particular foreground object in successive frames or
samples. Each element in the trajectory represents the kinematic data
captured for that object at a particular point in time. Typically, a complete
trajectory includes the kinematic data obtained when, for example, an
foreground object is first observed in a frame of video along with each
successive observation up to when leaves the scene (or becomes stationary
to the point of dissolving into the frame background). Accordingly, assuming
computer vision engine 135 is operating at a rate of 5Hz, a trajectory for an
object is updated every 200 milliseconds, until complete. The context event
generator 220 may also calculate and package the appearance data of every
foreground objects by evaluating various appearance attributes such as
shape, width, and other physical features and assigning each attribute a

numerical score.

[0040] The computer vision engine 135 may take the output from the
components 205, 210, 215, and 220 describing the motions and actions of the
tracked objects in the scene and supply this information to the machine
learning engine 140 through the event bus 230. lllustratively, the machine
learning engine 140 includes a classifier module 235, a semantic module 240,
a mapper module 245, cognitive module 250, a cortex module 270, and a

normalization module 265.

[0041] The classifier module 235 receives context events such as
appearance data from the computer vision engine 135 and maps the data on
a neural network. In one embodiment, the neural network is a combination of
a self-organizing map (SOM) and an ART network. The data is clustered and
combined by features occurring repeatedly in association with each other.
Then, based on those recurring types, the classifier module 235 defines types
of objects. For example, the classifier module 235 may define foreground
patches that have, for example, a high shininess rigidity and reflectivity as a
Type 1 object. These defined types then propagate throughout the rest of the

system.

12
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[0042] The cortex module 270 receives kinematic data from the computer
vision engine 135 and maps the data on a neural network, such as a SOM-
ART network). In one embodiment, the SOM-ART network clusters kinematic
data to build common sequences of events in a scene. In another
embodiment, the SOM-ART network clusters kinematic data from interacting
trajectories to build common interactions in a scene. By learning common
sequences of events and interactions within the scene, the cortex module 270
aids the machine learning engine in detecting anomalous sequences and

interactions.

[0043] The mapper module 240 uses these types by searching for spatial
and temporal correlations and behaviors across the system for foreground
patches to create maps of where and when events are likely or unlikely to
happen. In one embodiment, the mapper module 240 includes a temporal
memory ART network, a spatial memory ART network, and statistical engines.
For example, the mapper module 240 may look for patches of Type 1 objects.
The spatial memory ART network uses the statistical engines to create
statistical data of these objects, such as where in the scene do these patches
appear, in what direction do these patches tend to go, how fast do these
patches go, whether these patches change direction, and the like. The
mapper module 240 then builds a neural network of this information, which
becomes a memory template against which to compare object behaviors.

The temporal memory ART network uses the statistical engines to create
statistical data based on samplings of time slices. In one embodiment, initial
sampling occurs at every thirty minute interval. If many events occur within a
time slice, then the time resolution may be dynamically changed to a finer
resolution. Conversely, if fewer events occur within a time slice, then the time

resolution may be dynamically changed to a coarser resolution.

[0044] In one embodiment, the semantic module 245 identifies patterns of
motion or trajectories within a scene and analyzes the scene for anomalous
behavior through generalization. By tessellating a scene and dividing the
foreground patches into many different tessera, the semantic module 245
traces an object’s trajectory and learns patterns from the trajectory. The

semantic module 245 analyzes these patterns and compares them with other

13



WO 2014/075022 PCT/US2013/069508

patterns. As objects enter a scene, semantic module 245 builds an adaptive
grid and maps the objects and their trajectories onto the grid. As more
features and trajectories are populated onto the grid, the machine learning
engine learns trajectories that are common to the scene and further

distinguishes normal behavior from anomalous behavior.

[0045] In one embodiment, the cognitive module 250 includes a perceptual
memory, an episode memory, a long term memory, and a workspace.
Generally, the workspace provides a computational engine for the machine
learning engine 140. For example, the workspace may be configured to copy
information from the perceptual memory, retrieve relevant memories from the
episodic memory and the long-term memory, and select codelets to execute.
In one embodiment, a codelet is a software program configured to evaluate
different sequences of events and to determine how one sequence may follow
(or otherwise relate to) another (e.g., a finite state machine). More generally,
the codelet may provide a software module configured to detect interesting
patterns from the streams of data fed to the machine learning engine. In turn,
the codelet may create, retrieve, reinforce, or modify memories in the episodic
memory and the long-term memory. By repeatedly scheduling codelets for
execution, copying memories and percepts to/from the workspace of cognitive
module 250, the machine learning engine 140 performs a cognitive cycle used

to observe, and learn, about patterns of behavior that occur within the scene.

[0046] In one embodiment, the perceptual memory, the episodic memory,
and the long-term memory are used to identify patterns of behavior, evaluate
events that transpire in the scene, and encode and store observations.
Generally, the perceptual memory receives the output of the computer vision
engine 135 (e.g., a stream of context events). The episodic memory stores
data representing observed events with details related to a particular episode,
e.g., information describing time and space details related on an event. That
is, the episodic memory 252 may encode specific details of a particular event,
i.e., “what and where” something occurred within a scene, such as a particular
vehicle (car A) moved to a location believed to be a parking space (parking
space 5) at 9:43AM.
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[0047] In contrast, the long-term memory may store data generalizing
events observed in the scene. To continue with the example of a vehicle
parking, the long-term memory may encode information capturing
observations and generalizations learned by an analysis of the behavior of
objects in the scene such as “vehicles tend to park in a particular place in the

scene,” “when parking vehicles tend to move a certain speed,” and “after a
vehicle parks, people tend to appear in the scene proximate to the vehicle,”
etc. Note, the use of a “vehicle” is provided by way an analogy. Strictly
speaking, however, neither the long-term memory nor the episodic memory
has any conception of an entity such as “person” or a “vehicle.” Instead,
these structures store statistical data derived from observations of pixel
values that change over time. Thus, the long-term memory stores
observations about what happens within a scene with much of the particular
episodic details stripped away. In this way, when a new event occurs,
memories from the episodic memory and the long-term memory may be used
to relate and understand a current event, i.e., the new event may be
compared with past experience, leading to both reinforcement, decay, and
adjustments to the information stored in the long-term memory, over time. In
a particular embodiment, the long-term memory may be implemented as an
ART network and a sparse-distributed memory data structure. Importantly,
however, this approach does not require the different object type
classifications to be defined in advance.

[0048] In one embodiment, modules 235, 240, 245, 250, and 270 may be
configured to detect anomalies in a scene. That is, each module may be
configured to identify anomalous behavior, relative to past observations of the
scene. If any module identifies anomalous behavior, it generates an alert and
passes the alert through the normalization module 265. For instance, the
semantic module 245 detects unusual trajectories using learned patterns and
models. If a foreground object exhibits loitering behavior, for example, the
semantic module 245 evaluates the object trajectory using loitering models,
subsequently generates an alert, and sends the alert to the normalization
module 265. Upon receiving an alert, the normalization module 265 evaluates

whether the alert should be published.
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[0049] Figure 3 illustrates graphical representations of a reference image
and a current image captured by a camera, according to one embodiment.
The reference image 305 and the current image 310 each depict a frame of
the given scene: an observed area having a park bench and gravel. As
stated, the image stabilization module 207 may obtain a reference image for
use in evaluating the stability of subsequently captured raw video images.
The initial reference frame may be the first raw camera image. The image
stabilization module 207 may periodically update the reference image
thereafter (e.g., every five minutes).

[0050] When a reference image is obtained or updated, the image
stabilization module 207 extracts Speeded-Up Robust Features (SURFs) from
the image to ascertain locations within the image having high feature
densities, such as in corners, edges, or other contextual information. In one
embodiment, the image stabilization module 207 applies uniform kernel
density estimation algorithms to determine the most feature dense regions of
the image. The image stabilization module 207 uses such regions as
alignment regions if stabilization is necessary. Once the alignment regions
are identified, the image stabilization module 207 may track the SURFs
extracted in the reference frame in subsequently captured frames to detect
any changes in the features, such as feature translation, rotation, or scaling.
Further, if the identified alignment region provides inadequate results after a
stabilization (e.g., due to some of the features in the alignment region
corresponding to foreground objects), the image stabilization module 207 may

use the next most feature dense alignment region (and so on) for stabilization.

[0051] The reference image 305 includes an example alignment region
307a (depicted as a dotted lined box within the frame). The image
stabilization module 207 tracks features extracted in the reference frame to
detect whether a subsequent image is out of alignment (e.g., the features in a
given frame are out of position when compared to the alignment region 307a
reference image 305). If the image is out of alignment, the image stabilization
module 207 uses the alignment region to estimate an affine transformation

matrix to apply in realigning the image. In practice, the alignment region may
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be smaller than depicted in Figure 3. For example, experience shows that
using alignment regions of 81x81 pixels has yielded good results.

[0052] The current image 310 is an example of a frame where the features
deviate in position from the reference image 305. lllustratively, the current
image 310 depicts the same scene of reference image 305 but with a slight
amount of translation and rotation of the captured features. Such deviation
may occur, for example, from harmonic motions or vibrations in the
surroundings (e.g., by cars driving past the scene causing vibrations, wind,
unstable mounting of the camera, etc.). As shown, current image 310
includes an alignment region 307b located in the same position of the frame
as the alignment region 307a. Compared to the position of the features within
alignment region 307a, the position of the features within the alignment region
307b are rotated. The image stabilization module 207 may detect such
rotation (or any other affine transformation) when comparing the SURFs of the
reference image 305 to the current image 310 and subsequently determine

that the current image 310 needs to be stabilized.

[0053] Figure 4 illustrates a method 400 for stabilizing a misaligned frame
captured by a camera, according to one embodiment. Note, experience
shows that for method 400 to work effectively, the rate at which video samples
are acquired (i.e. the frame rate) must at least match (and preferably
somewhat exceed) the characteristic rate at which the vibrations or motions
causing the scene instabilities that are being compensated for occur.

[0054] Assume that image stabilization module 207 has already obtained
an initial reference image, such as upon start-up of the behavioral recognition
system, and also assume that initial alignment regions have already been
detected. At step 405, the data ingestor 205 receives raw video input (i.e., a
currently observed image) from an input source 105. At step 410, the image
stabilization module 207 determines whether to update the reference image.
For example, the image stabilization module 207 may periodically update the
reference image based on the raw video input. The updated reference image
may correspond to a realigned image. In another case, the image
stabilization module may be configured to search for a new reference image

as a current one that registers well with the background model.
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[0055] After updating the reference image, the image stabilization module
207 detects rectangular alignment regions in the reference image. In one
embodiment, the image stabilization module 207 applies a uniform kernel
density estimation algorithm across pixel regions of the reference image (e.g.,
81x81 regions) to identify the most feature dense regions. In practice, the
image stabilization module 207 may identify up through four of such regions,
although the image stabilization module 207 may be configured to identify
more. The image stabilization module 207 may designate the regions having
the densest features as the alignment regions. Once the alignment regions
are identified, the image stabilization module 207 may rank the regions in
descending order for use in the image stabilization.

[0056] At step 425, the image stabilization module 207 determines whether
the currently observed image is not properly aligned relative to the reference
frame. That is, if a majority of tracked features of the current frame are in the
same location when comparing the reference frame to the current frame, then
the image is most likely in proper alignment, and stabilization is not required.
However, if the image stabilization module 207 detects affine transformations
on the features in the frame, such as rotation, transformation, and scaling,
then the image stabilization module 207 may need to stabilize the frame. In
one embodiment, the pyramidal Lucas-Kanade optical flow analysis method

may be used to track the features.

[0057] If so, the image stabilization module 207, using the designated
alignment region, stabilizes the current image using an alignment algorithm.
The algorithm stabilizes the current image by estimating an affine
transformation matrix for the entire image based on the designated alignment
region. The algorithm uses the affine transformation matrix to warp the
unstable image until the image is stable. The identified affine transformation
matrix allows the image stabilization module 207 to transform the features
from a tracked position in the current image to an aligned position based on
the reference image.

[0058] To obtain the estimated affine transformation matrix, the image
stabilization module 207 passes four parameters to the alignment algorithm:

1) a number of iterations to align the designated alignment region; 2) an
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epsilon difference (€) in horizontal translation between the alignment region of
the current image and the alignment region of the reference image; 3) an € of
the vertical translation between the alignment region of the current image and
the alignment region of the reference image; and 4) an € of the rotation
between the alignment region of the current image and the alignment region
of the reference image. In one embodiment, the inverse compositional
method may be used to adjust the designated alignment region. Generally,
the algorithm uses gradient descent analysis to reduce translation and
rotation errors. That is, the algorithm uses the given parameters to compute a
steepest descent matrix. The steepest descent matrix is a gradient matrix in
two dimensions. When the current image is perfectly aligned with the
reference image, the horizontal and vertical gradient values are equal to zero.
At every iteration, the alignment algorithm readjusts the alignment region such
that the error values move towards the € values as closely as possible. In one
embodiment, perturbation theory methods may also be used for further
refinement of stabilizing the image in the event that the alignment regions at
each iteration stay within local minima (i.e., out of alignment with the
reference image). Further, at each iteration, the algorithm updates the
estimated affine transformation matrix required to achieve alignment. After
completing the specified iterations (or once the translation and rotation values
are below the € values), the algorithm applies the resulting affine

transformation matrix on the entire current image.

[0059] Further, in one embodiment, the image stabilization module 207
may assign a statistical weight to the alignment region after realigning an
image. Doing so allows the image stabilization module 207 to determine
whether the reference image and the aligned image fall within a configurable
tolerance, e.g., how well the features of the aligned image registers with the
reference image. For example, although the image stabilization module 207
may initially determine an alignment region having the densest features in the
image, the region may be of limited usefulness due to moving foreground
objects contributing to the density of the region. As a result, the initial
alignment region may yield poor stabilization.
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[0060] The statistical weight may be calculated based on any registration
error based on a measure of the translation, rotation, and scaling required by
the affine transformation matrix. If the registration error is outside of a
configured amount (again measured relative to the registration of alignment
region and the current frame) then the next most feature dense alignment
region may be used to align the current frame. Therefore, if a particular
alignment region continuously produces results with low error (e.g., relative to
the registration of the alignment region of the reference image and the current
image), the image stabilization module 207 may reinforce the statistical weight
of the region. Conversely, if the alignment region begins to produce results
with high error, the image stabilization module 207 may reduce the statistical
weight of the region. More generally, if the current region does not stabilize
the image within the given fractional tolerance, its statistical significance is
reduced. On the other hand, the significance of the useful region that
stabilizes the image within the given tolerance is increased. Regions are
continuously sorted based on their statistical weight and the region with the
highest statistical weight is always used first for its alignment within the

current image.

[0061] Further, as the computer vision engine needs to process video data
in near-real time, the image stabilization module 207 may support a number of
tunable parameters to balance system performance with the quality of frame
stabilization. For example, the image stabilization module 207 may be
configured with an allowed or target time limit. If the time required to stabilize
the last n frames is below the limit, then the image stabilization module 207
may allow more computations to get better stabilization, particularly more time
to determine the affine transformation matrix needed to transform the features
in the current image to match the reference image. More time for alignment
allows more stabilization to occur. On the other hand, if the time for stabilizing
an image exceeds the allowed time limit, then the image stabilization module
207 may reduce the number of computations performed to determine the
affine transformation matrix. Doing so allows the image stabilization module

to keep up with the real-time demands of the video surveillance system.
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[0062] As described, embodiments presented herein provide techniques
for stabilizing an image that is out of alignment relative to a reference image
previously captured by a video camera. The computer vision engine
stabilizes misaligned images in a given scene prior to separating background
objects from foreground objects in the scene. Advantageously, the resulting
images are consistent and allow the computer vision engine and the machine

learning engine to properly analyze images captured in a video stream.

[0063] While the foregoing is directed to embodiments of the present
invention, other and further embodiments of the invention may be devised
without departing from the basic scope thereof, and the scope thereof is

determined by the claims that follow.
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WHAT IS CLAIMED IS:

1. A method for stabilizing camera images captured by a video recording
device and evaluated by a video analytics application, the method comprising:
identifying candidate regions within a reference frame to use in aligning
a stream of frames captured by a video camera, wherein the candidate
regions are sorted in descending order by a density of tracked features within
each candidate region;
designating a candidate region having a highest density of tracked
features among the candidate regions as an alignment region for each
captured frame; and
upon determining that the stream is unstable based on the tracked
features in a current frame being misaligned relative to the corresponding
features of the reference frame:
determining an affine transformation matrix for the current frame
based on the alignment region,
warping the current frame using the affine transformation matrix
such that the features in the alignment region of the current frame
match the corresponding features of the reference frame,
identifying a registration error between the warped current frame
and the reference frame, and
upon determining that the registration error is within a tolerance

threshold, designating the warped current frame as a stabilized frame.

2. The method of claim 1, wherein the affine transformation matrix is
determined over a specified number of iterations based on a vertical
translation, a horizontal translation, and a rotation of the features within the
alignment region of the reference frame and the current frame using a

gradient descent analysis.

3. The method of claim 2, wherein the number of iterations is increased
and thresholds of the vertical translation and of the horizontal translation are
decreased based on a previous affine transformation matrix being determined

under a specified length of time.
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4. The method of claim 1, wherein the reference frame is an initial raw

frame captured by the camera on start-up.

5. The method of claim 1, further comprising, updating the reference
frame to the stabilized frame.

6. The method of claim 1, further comprising, assigning a statistical
weight to the alignment region based on registration error.

7. The method of claim 6, further comprising, upon determining that the
registration error is not within the tolerance threshold:

reducing a statistical weight of the alignment region; and

designating a next statistically significant candidate region as the

alignment region.

8. A computer-readable storage medium storing instructions, which, when
executed on a processor, performs an operation for stabilizing camera images
captured by a video recording device and evaluated by a video analytics
application, the operation comprising:

identifying candidate regions within a reference frame to use in aligning
a stream of frames captured by a video camera, wherein the candidate
regions are sorted in descending order by a density of tracked features within
each candidate region;

designating a candidate region having a highest density of tracked
features among the candidate regions as an alignment region for each
captured frame; and

upon determining that the stream is unstable based on the tracked
features in a current frame being misaligned relative to the corresponding
features of the reference frame:

determining an affine transformation matrix for the current frame

based on the alignment region,
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warping the current frame using the affine transformation matrix
such that the features in the alignment region of the current frame
match the corresponding features of the reference frame,

identifying a registration error between the warped current frame
and the reference frame, and

upon determining that the registration error is within a tolerance

threshold, designating the warped current frame as a stabilized frame.

9. The computer-readable storage medium of claim 8, wherein the affine
transformation matrix is determined over a specified number of iterations
based on a vertical translation, a horizontal translation, and a rotation of the
features within the alignment region of the reference frame and the current

frame using a gradient descent analysis.

10.  The computer-readable storage medium of claim 9, wherein the
number of iterations is increased and thresholds of the vertical translation and
of the horizontal translation are decreased based on a previous affine
transformation matrix being determined under a specified length of time.

11.  The computer-readable storage medium of claim 8, wherein the

reference frame is an initial raw frame captured by the camera on start-up.

12.  The computer-readable storage medium of claim 8, further comprising,

updating the reference frame to the stabilized frame.

13.  The computer-readable storage medium of claim 8, further comprising,
assigning a statistical weight to the alignment region based on registration

error.

14.  The computer-readable storage medium of claim 13, further
comprising, upon determining that the registration error is not within the
tolerance threshold:

reducing a statistical weight of the alignment region; and
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designating a next statistically significant candidate region as the

alignment region.

15. A system comprising:
a processor; and
a memory hosting an application, which, when executed on the
processor, performs an operation for stabilizing camera images captured by a
video recording device and evaluated by a video analytics application, the
operation comprising:
identifying candidate regions within a reference frame to use in
aligning a stream of frames captured by a video camera, wherein the
candidate regions are sorted in descending order by a density of
tracked features within each candidate region;
designating a candidate region having a highest density of
tracked features among the candidate regions as an alignment region
for each captured frame; and
upon determining that the stream is unstable based on the
tracked features in a current frame being misaligned relative to the
corresponding features of the reference frame:
determining an affine transformation matrix for the current
frame based on the alignment region,
warping the current frame using the affine transformation
maitrix such that the features in the alignment region of the
current frame match the corresponding features of the reference
frame,
identifying a registration error between the warped
current frame and the reference frame, and
upon determining that the registration error is within a
tolerance threshold, designating the warped current frame as a

stabilized frame.

16.  The system of claim 15, wherein the affine transformation matrix is
determined over a specified number of iterations based on a vertical

translation, a horizontal translation, and a rotation of the features within the
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alignment region of the reference frame and the current frame using a

gradient descent analysis.

17.  The system of claim 16, wherein the number of iterations is increased
and thresholds of the vertical translation and of the horizontal translation are
decreased based on a previous affine transformation matrix being determined
under a specified length of time.

18.  The system of claim 15, wherein the reference frame is an initial raw
frame captured by the camera on start-up.

19.  The system of claim 15, further comprising, updating the reference
frame to the stabilized frame.

20. The system of claim 15, further comprising, assigning a statistical

weight to the alignment region based on registration error.

21.  The system of claim 20, further comprising, upon determining that the
registration error is not within the tolerance threshold:

reducing a statistical weight of the alignment region; and
designating a next statistically significant candidate region as the alignment

region.

22. A method for stabilizing camera images captured by a video recording
device, the method comprising:

identifying candidate regions within a reference frame to use in aligning
a frame captured by a video camera, wherein the candidate regions are
sorted in descending order by a density of tracked features within each
candidate region;

designating a candidate region having a highest density of tracked
features among the candidate regions as an alignment region for each
captured frame; and
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upon determining that the stream is unstable based on the tracked
features in a current frame being misaligned relative to the corresponding

features of the reference frame, aligning the current frame.

23. The method of claim 22, wherein the current frame is aligned using
perturbation theory methods.

27



PCT/US2013/069508

WO 2014/075022

1/4

l 'Ol

0cgl

8Ll

)

S30IA3d

Nt

INION3
~ ol
ONINYV31 INIHOVIN

Y

1Nd1no
/LNdNI

GLL 7

. aNIONT
- ~" Gel
NOISIA ¥3LNdNOD
AHOWIAN
L~
JOVHOLS Ndo
az1” oz1”

W31SAS ¥3LNdNOD

304N0S
1NdNI
O3dliA

)

GolL
0Ll



PCT/US2013/069508

WO 2014/075022

2/4

0S¢

I1NAON
JAILINDOD

Ol INIONT ONINYYIT INIHOVIA

A
Y

174

IINAON ¥
OILNVA3S =

A

ore

31NAON
H3ddVIN

A
Y

G9¢ ITNAOW NOILVZITYWHON

Gee

31NAON
H3I4ISSVTO

092

NOILVOIlddV
IN3ITD/INO

Y

0€Z SNg IN3AZ

|

|

9€¢ HOLVHINIO

143V

022 YOLVHINID
IN3IAT LXILINOD

S€1L IANIONT NOISIA ¥3LNdNOD

L¢ HIMOVHL

A

l¢ ¥010313a =

/02 31NAOW

¢ Ol

NOILVZITIGVLS AOVINI | =

G0Z ¥OLS3IADNIVLVA

S0l

304N0S
1NdNI O3dIA




WO 2014/075022 PCT/US2013/069508

3/4

o
e ™
™
(ap)
Q
LL
3
N ]
I__ TTTIT T
L]




WO 2014/075022 PCT/US2013/069508

4/4
START
! 405
OBTAIN A RAW -
IMAGE
410
415
UPDATE YES -
REFERENCE UPDATE REFERENCE
IMAGE? IMAGE
NO
{420
DETECT ALIGNMENT
REGIONS IN REFERENCE
IMAGE
425 I

IS CURRENT NO

IMAGE MISALIGNED?

YES

/ 430

RE-ALIGN THE IMAGE BASED
ON AN IDENTIFIED
ALIGNMENT REGION

FIG. 4



INTERNATIONAL SEARCH REPORT International application No.
PCT/US2013/069508

A. CLASSIFICATION OF SUBJECT MATTER
HO4N 7/18(2006.01)i, GO6T 7/20(2006.01)i, GO6T 5/00(2006.01)i

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
HO4N 7/18;, HO4N 11/04; HO4N 5/21;, GO6K 9/48;, GO6K 9/62; HO4N 5/228;, GO6K 9/34;, GO6T 7/20, GO6T 5/00

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Korean utility models and applications for utility models
Japanese utility models and applications for utility models

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
eKOMPASS(KTIPO internal) & Keywords: affine transform, video, candidate region, sort, region, alignment, stabilizing

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
A US 2010-0246675 A1 (MOHAMMAD GHARAVI-ALKHANSARI et al.) 30 September 2010 1-23
See paragraphs [0041],[0045]; claim 1; and figures 1, 3.
A US 2006-0187359 A1 (ANDREAS SOUPLIOTIS et al.) 24 August 2006 1-23
See paragraphs [0038]-[0039], [0044]; claim 1; and figures 1, 6-8.
A KR 10-2002-0048504 A (ELECTRONICS AND TELECOMMUNICATIONS RESEARCH INSTITUTE) 1-23
24 June 2002

See abstract; page 2, lines 29-39; and figures 1, 7.

A KR 10-2006-0033973 A (ELECTRONICS AND TELECOMMUNICATIONS RESEARCH INSTITUTE) 1-23
21 April 2006

See page 3, lines 12-31; claims 1, 10; and figure 1.

A US 2010-0328486 A (ERAN STEINBERG et al.) 30 December 2010 1-23
See paragraphs [0033], [0050]; claims 2, 13, 22-23; and figure 1.

|:| Further documents are listed in the continuation of Box C. See patent family annex.
* Special categories of cited documents: "T" later document published after the international filing date or priority
"A" document defining the general state of the art which is not considered date and not in conflict with the application but cited to understand
to be of particular relevance the principle or theory underlying the invention
"E" earlier application or patent but published on or after the international "X" document of particular relevance; the claimed invention cannot be
filing date considered novel or cannot be considered to involve an inventive
"L"  document which may throw doubts on priotity ¢claim(s) or which is step when the document is taken alone
cited to establish the publication date of another citation or other "Y" document of particular relevance; the claimed invention cannot be
special reason (as specified) considered to involve an inventive step when the document is
"O"  document referring to an oral disclosure, use, exhibition or other combined with one or more other such documents,such combination
means being obvious to a person skilled in the art
"P"  document published prior to the international filing date but later "&" document member of the same patent family
than the priority date claimed
Date of the actual completion of the international search Date of mailing of the international search report
29 January 2014 (29.01.2014) 29 January 2014 (29.01.2014)
Name and mailing address of the [ISA/KR Authorized officer
Korean Intellectual Property Office
N 189 Cheongsa-to, Seo-gu, Daejeon Metropolitan City, AHN, Jeong Hwan
Y "~ 302-701, Republic of Korea
Facsimile No. +82-42-472-7140 Telephone No. +82-42-481-8440

Form PCT/ISA/210 (second sheet) (July 2009)




INTERNATIONAL SEARCH REPORT International application No.

Information on patent family members PCT/US2013/069508
Patent document Publication Patent family Publication
cited in search report date member(s) date
US 2010-0246675 Al 30/09/2010 BR PI1000861A2 22/03/2011
CN 101854545 A 06/10/2010
EP 2237217 A3 21/11/2012
US 2006-0187359 Al 24/08/2006 DE 60336874 D1 09/06/2011
EP 1377036 Bl 27/04/2011
EP 2323372 Al 18/05/2011
US 2004-0001705 Al 01/01/2004
US 2006-0187342 Al 24/08/2006
US 2006-0187346 Al 24/08/2006
US 2006-0290821 Al 28/12/2006
US 7119837 B2 10/10/2006
US 7167199 B2 23/01/2007
US 7315325 B2 01/01/2008
US 7502522 B2 10/03/2009
US 7746382 B2 29/06/2010
KR 10-2002-0048504 A 24/06/2002 KR 10-0540889 Bl 28/12/2005
KR 10-2006-0033973 A 21/04/2006 KR 10-0603618 B1 13/07/2006
US 2010-0328486 Al 30/12/2010 CN 101416219 B 12/06/2013
CN 101421748 B 04/09/2013
CN 101512549 B 04/07/2012
CN 101568908 B 03/10/2012
CN 101911097 B 13/11/2013
CN 101981911 A 23/02/2011
CN 102017639 B 21/08/2013
DE 602006000400 D1 14/02/2008
DE 602006008009 D1 03/09/2009
EP 1654865 Bl 23/11/2011
EP 1668886 Bl 10/12/2008
EP 1779322 Bl 09/01/2008
EP 1782618 Al 09/05/2007
EP 1800259 Bl 02/01/2008
EP 1807805 Bl 10/04/2013
EP 1810246 Bl 06/08/2008
EP 1882360 Al 30/01/2008
EP 1891786 A2 27/02/2008
EP 1918872 Bl 22/07/2009
EP 1984892 A2 29/10/2008
EP 1987436 A2 05/11/2008
EP 1987475 A2 05/11/2008
EP 2052347 Al 29/04/2009
EP 2052347 Bl 13/04/2011
EP 2052349 Al 29/04/2009
EP 2052349 Bl 21/10/2009
EP 2123008 Al 25/11/2009
EP 2149108 A2 03/02/2010

Form PCT/ISA/210 (patent family annex) (July 2009)




INTERNATIONAL SEARCH REPORT International application No.

Information on patent family members PCT/US2013/069508
Patent document Publication Patent family Publication
cited in search report date member(s) date

EP 2158754 Al 03/03/2010
EP 2160715 Bl 12/01/2011
EP 2165526 Al 24/03/2010
EP 2198394 Bl 09/03/2011
EP 2218035 Bl 12/12/2012
EP 2256666 A3 16/11/2011
EP 2264997 A3 07/12/2011
IE S20050822 A2 23/08/2006
JP 2007-503030 A 15/02/2007
JP 2007-507932 A 29/03/2007
JP 2008-510399 A 03/04/2008
JP 2008-518334 A 29/05/2008
JP 2008-520117 A 12/06/2008
JP 2009-500880 A 08/01/2009
JP 2009-506688 A 12/02/2009
JP 2009-519503 A 14/05/2009
JP 2009-527059 A 23/07/2009
JP 2009-527061 A 23/07/2009
JP 2009-527156 A 23/07/2009
JP 2010-500687 A 07/01/2010
JP 2010-500836 A 07/01/2010
JP 2010-520727 A 10/06/2010
JP 2010-539614 A 16/12/2010
JP 2011-502367 A 20/01/2011
JP 2011-503704 A 27/01/2011
JP 2011-507437 A 03/03/2011
JP 2011-510547 A 31/03/2011
JP 2011-514563 A 06/05/2011
JP 2012-528506 A 12/11/2012
JP 2012-530994 A 06/12/2012
JP 4234195 B2 04/03/2009
JP 4267688 B2 27/05/2009
JP 4416795 B2 17/02/2010
JP 4448186 B2 07/04/2010
JP 4472781 B2 02/06/2010
JP 4527152 B2 18/08/2010
JP 4571190 B2 27/10/2010
JP 4643715 B2 02/03/2011
JP 4643764 B2 02/03/2011
JP 4709147 B2 22/06/2011
JP 4759095 B2 31/08/2011
JP 4856086 B2 18/01/2012
JP 4966413 B2 04/07/2012
JP 4970468 B2 04/07/2012
JP 5004972 B2 22/08/2012
JP 5139516 B2 06/02/2013
JP 5139533 B2 06/02/2013
JP 5149293 B2 20/02/2013
JP 5337818 B2 06/11/2013
KR 10-1049188 Bl 14/07/2011

Form PCT/ISA/210 (patent family annex) (July 2009)



INTERNATIONAL SEARCH REPORT International application No.

Information on patent family members PCT/US2013/069508
Patent document Publication Patent family Publication
cited in search report date member(s) date

KR 10-1174742 B1 17/08/2012
KR 10-1259901 B1 02/05/2013
KR 10-1330772 Bl 18/11/2013
KR 10-2010-0064369 A 14/06/2010
KR 10-2010-0075447 A 02/07/2010
KR 10-2010-0102623 A 24/09/2010
US 2004-223063 Al 11/11/2004
US 2005-041121 Al 24702/2005
US 2005-068446 Al 31/03/2005
US 2005-068449 Al 31/03/2005
US 2005-068450 Al 31/03/2005
US 2006-039690 Al 23/02/2006
US 2006-093212 Al 04/05/2006
US 2006-093213 Al 04/05/2006
US 2006-093238 Al 04/05/2006
US 2006-098237 Al 11/05/2006
US 2006-098890 Al 11/05/2006
US 2006-098891 Al 11/05/2006
US 2006-120599 Al 08/06/2006
US 2006-204034 Al 14/09/2006
US 2006-282572 Al 14/12/2006
US 2006-284982 Al 21/12/2006
US 2006-285502 Al 21/12/2006
US 2006-285754 Al 21/12/2006
US 2006-288071 Al 21/12/2006
US 2007-058073 Al 15/03/2007
US 2007-116379 Al 24/05/2007
US 2007-122056 Al 31/05/2007
US 2007-160307 Al 12/07/2007
US 2007-189606 Al 16/08/2007
US 2007-189748 Al 16/08/2007
US 2007-189757 Al 16/08/2007
US 2007-263104 Al 15/11/2007
US 2008-002060 Al 03/01/2008
US 2008-037827 Al 14/02/2008
US 2008-037838 Al 14/02/2008
US 2008-037839 Al 14/02/2008
US 2008-037840 Al 14/02/2008
US 2008-049970 Al 28/02/2008
US 2008-055433 Al 06/03/2008
US 2008-112599 Al 15/05/2008
US 6407777 Bl 18/06/2002
US 7042505 Bl 09/05/2006
US 7295233 B2 13/11/2007
US 7308156 B2 11/12/2007
US 7315631 Bl 01/01/2008
US 7336821 B2 26/02/2008
US 7340109 B2 04/03/2008
US 7352394 Bl 01/04/2008
US 7369712 B2 06/05/2008

Form PCT/ISA/210 (patent family annex) (July 2009)




INTERNATIONAL SEARCH REPORT

International application No.

Information on patent family members PCT/US2013/069508
Patent document Publication Patent family Publication
cited in search report date member(s) date

US 7403643 B2 22/07/2008
US 7436998 B2 14/10/2008
US 7460694 B2 02/12/2008
US 7460695 B2 02/12/2008
US 7469055 B2 23/12/2008
US 7469071 B2 23/12/2008
US 7474341 B2 06/01/2009
US 7506057 B2 17/03/2009
US 7536036 B2 19/05/2009
US 7536060 B2 19/05/2009
US 7545995 B2 09/06/2009
US 7587085 B2 08/09/2009
US 7606417 B2 20/10/2009
US 7619665 Bl 17/11/2009
US 7620218 B2 17/11/2009
US 7630006 B2 08/12/2009
US 7636486 B2 22/12/2009
US 7639888 B2 29/12/2009
US 7639889 B2 29/12/2009
US 7660478 B2 09/02/2010
US 7676108 B2 09/03/2010
US 7680342 B2 16/03/2010
US 7683946 B2 23/03/2010
US 7685341 B2 23/03/2010
US 7689009 B2 30/03/2010
US 7697778 B2 13/04/2010
US 7702236 B2 20/04/2010
US 7738015 B2 15/06/2010
US 7746385 B2 29/06/2010
US 7787022 B2 31/08/2010
US 7792970 B2 07/09/2010
US 7796816 B2 14/09/2010
US 7796822 B2 14/09/2010
US 7804531 B2 28/09/2010
US 7847839 B2 07/12/2010
US 7847840 B2 07/12/2010
US 7852384 B2 14/12/2010
US 7864990 B2 04/01/2011
US 7868922 B2 11/01/2011
US 7869628 B2 11/01/2011
US 7912285 B2 22/03/2011
US 7916190 Bl 29/03/2011
US 7916897 B2 29/03/2011
US 7920723 B2 05/04/2011
US 7953250 B2 31/05/2011
US 7955251 Bl 31/05/2011
US 7953252 B2 31/05/2011
US 7953287 B2 31/05/2011
US 7957597 B2 07/06/2011
US 7962629 B2 14/06/2011

Form PCT/ISA/210 (patent family annex) (July 2009)




INTERNATIONAL SEARCH REPORT

International application No.

Information on patent family members PCT/US2013/069508
Patent document Publication Patent family Publication
cited in search report date member(s) date

US 7970182 B2 28/06/2011
US 7970183 B2 28/06/2011
US 7970184 B2 28/06/2011
US 7973828 B2 05/07/2011
US 7995855 B2 09/08/2011
US 8000526 B2 16/08/2011
US 8009208 B2 30/08/2011
US 8036458 B2 11/10/2011
US 8036460 B2 11/10/2011
US 8050465 B2 01/11/2011
US 8055029 B2 08/11/2011
US 8155397 B2 10/04/2012
US 8156095 B2 10/04/2012
US 8160308 B2 17/04/2012
US 8170294 B2 01/05/2012
US 8175385 B2 08/05/2012
US 8180173 B2 15/05/2012
US 8184900 B2 22/05/2012
US 8189927 B2 29/05/2012
US 8199222 B2 12/06/2012
US 8203621 B2 19/06/2012
US 8204330 B2 19/06/2012
US 8208746 B2 26/06/2012
US 8243996 B2 14/08/2012
US 8244053 B2 14/08/2012
US 8254674 B2 28/08/2012
US 8264576 B2 11/09/2012
US 8270674 B2 18/09/2012
US 8320641 B2 27/11/2012
US 8339462 B2 25/12/2012
US 8351726 B2 08/01/2013
US 8363951 B2 29/01/2013
US 8363952 B2 29/01/2013
US 8379117 B2 19/02/2013
US 8385610 B2 26/02/2013
US 8417055 B2 09/04/2013
US 8493478 B2 23/07/2013
US 8494286 B2 23/07/2013
US 8494299 B2 23/07/2013
US 8494300 B2 23/07/2013
US 8509496 B2 13/08/2013
US 8520093 B2 27/08/2013
US 8537251 B2 17/09/2013
US 8553949 B2 08/10/2013

Form PCT/ISA/210 (patent family annex) (July 2009)




	Page 1 - front-page
	Page 2 - description
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - claims
	Page 24 - claims
	Page 25 - claims
	Page 26 - claims
	Page 27 - claims
	Page 28 - claims
	Page 29 - drawings
	Page 30 - drawings
	Page 31 - drawings
	Page 32 - drawings
	Page 33 - wo-search-report
	Page 34 - wo-search-report
	Page 35 - wo-search-report
	Page 36 - wo-search-report
	Page 37 - wo-search-report
	Page 38 - wo-search-report

