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(57) Abréegée/Abstract:

A robotic system Is Iintegrated with one or more mobile computing devices. Physical configurations of individual components of the
system In physical space, or agents, under control of a user or users, are duplicated in a representation In virtual space. Some
degree of real-time parity iIs maintained between the physical and virtual spaces, so as to implement a virtual environment that
mirrors the physical one. Events occurring within one environment can directly influence and bear consequence on the course of
events occurring within the other environment. Elements of virtual space thereby become truly interdependent and unified on a
peer footing with elements In physical space. In at least one embodiment, the system of the present invention is implemented as an
application in entertainment, such as the manifestation of a video game in physical space.
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(57) Abstract: A robotic system 1s integrated with one or more mobile computing devices. Physical configurations of individual
components of the system in physical space, or agents, under control of a user or users, are duplicated 1 a representation mn virtual
space. Some degree of real-time parity 1s maintained between the physical and virtual spaces, so as to implement a virtual environ -

ment that mi

rors the physical one. Events occurring within one environment can directly mtluence and bear consequence on the

course of events occurring within the other environment. Elements of virtual space thereby become truly mterdependent and unified
on a peer footing with elements in physical space. In at least one embodiment, the system of the present imvention 1s implemented as
an application in entertainment, such as the manifestation of a video game in physical space.
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INTEGRATION OF A ROBOTIC SYSTEM WITH ONE OR MORE
MOBILE COMPUTING DEVICES

CROSS-REFERENCE TO RELATED APPLICATION

[0001] The present application claims priority from U.S. Provisional Applica-
tion Serial No. 61/693,687 for “Integration of a Robotic System with One or More

Mobile Computing Devices” filed August 27, 2012.

FIELD OF THE INVENTION

[0002] The present invention relates to robotic systems capable of being inte-

grated with mobile computing devices.

BACKGROUND

[0003] One of the challenges of building robotic systems that are mobile,
autonomous and/or otherwise able to operate with some level of cognizance re-
garding their environment is that costs can be significant. Producing such sys-

tems at a cost that can support sales to the consumer market has been an historic

impediment to the deployment of robots for consumer use. While the market
opportunity for imparting some level of intelligence or functional capability
based around artificial intelligence to products is immense, the cost structure of
these products, particularly commodity products, makes these additions prohibi-
tive from a business standpoint.

[0004] A particular source of such expense is the use of dedicated hardware

and firmware for such robotic systems, including control systems and autono-
mous components. Given the cost-competitive nature of commodity-based

product markets, in particular those related to entertainment products, it can be
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unfeasible to produce and sell products for such robotic applications in a profit-

able manner.

SUMMARY

[0005] According to various embodiments of the present invention, mobile
computing devices such as smartphones and/or tablets are leveraged as a plat-
form to support and control robotic systems. The rapid adoption of such devices
among consumers has made it feasible and realistic to assume that a sufficient
number of such devices are available for use by a consumer in connection with a
robotic system.

[0006] By using mobile computing devices such as smartphones to support at
least a part of the robotic system’s operation, the techniques of the present inven-
tion afford significant potential reductions in the hardware requirements in the
robotic system. Additionally, such devices generally have rich user interfaces,
appreciable computational capacity, and built-in wireless connectivity, thus mak-
ing them ideal for use as a robust control system for robotic systems as described
herein.

[0007] According to various embodiments of the present invention, a robotic
system is integrated with one or more mobile computing devices. Such mobile
computing devices may include, for example, one or more smartphones, tablet
computers, laptop computers, gaming consoles, kiosks, and/or the like. In other
embodiments, the techniques of the present invention can be implemented using
any other suitable computing devices, such as desktop computers, web-based
computing architectures, and/or the like. Such computing components can be
networked with each other, and/or with physical components such as agents
under control of a user or users; such networking can make use of Bluetooth,
Wifi, and/ or other wireless networking technologies.

[0008] In various embodiments as described herein, physical configurations of
individual components of the system in physical space, or agents, under control
of a user or users are duplicated in a representation in virtual space. Some de-

gree of real-time parity can be maintained between the physical and virtual

_0
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spaces, so as to implement a virtual environment that mirrors the physical one.
In this manner, the present invention supports a system in which events occur-
ring within one environment can directly influence and bear consequence on the
course of events occurring within the other environment. Elements of virtual
space thereby become truly interdependent and unified on a peer footing with
elements in physical space.

[0009] The integration of the virtual and physical have been the supposed ten-
ants of augmented reality; applications of augmented reality to date have yielded
numerous examples of one-directional influence (either the physical atfecting the
virtual, or vice-versa), but these have fallen short of constituting a robust bi-
directional system. In at least one embodiment of the present invention, a truly
symbiotic system is implemented, wherein the virtual environment impacts the
physical one in a coherent manner, and vice versa.

[0010] In at least one embodiment, the system of the present invention is im-
plemented as an application in entertainment, such as the manifestation of a
video game in physical space. Games and entertainment are an appealing use of
the invention for its inclusion of interactivity among multiple users. In at least
ohe embodiment, the system of the present invention provides an environment
wherein users control one or more agents of the system, while one or more other

agents may be controlled by artificial intelligence.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] The accompanying drawings illustrate several embodiments of the in-
vention and, together with the description, serve to explain the principles of the
invention according to the embodiments. One skilled in the art will recognize
that the particular embodiments illustrated in the drawings are merely exem-
plary, and are not intended to limit the scope of the present invention.

[0012] Fig. 1is a block diagram depicting an architecture for implementing
the present invention according to one embodiment.

[0013] Fig. 2 depicts an example of integration of events and functions in

physical and virtual space, according to one embodiment.

_ 3
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[0014] Fig. 3 is a block diagram depicting aspects of the role of the host device
(base station) according to at least one embodiment, and illustrating various
components and structures that implement the relationship between users con-
trolling vehicles and the vehicles themselves.

[0015] Fig. 4 depicts an example in which body covers on vehicles are used to
reflect a difference in characteristics of corresponding representations of the vehi-
cles in a virtual environment, thus reinforcing the relationship between the
physical and virtual environments, according to one embodiment.

[0016] [Fig. 5 depicts an example of the use of a virtual accessory to implement

a digitally rendered element within a physical space, according to one embodi-

ment.

[0017] Fig. 6 depicts an example of an embodiment of the present invention

for implementing a gameplay environment wherein vehicles race on a race track,

according to one embodiment.

DETAILED DESCRIPTION

[0018] For illustrative purposes, the invention will be described herein pri-
marily in the context of a system that implements a car racing game in which the
agents under user control are physical vehicles or accessories related to game-
play, competing on a physical track. Further details regarding the implementa-
tion of such a system, and its mechanisms for integrating virtual and physical

environments, are set forth in related U.S, Utility Application Serial No.

13/707,512 for “Distributed System of Autonomously Controlled Mobile Agents”
(Atty. Docket No. ANKOO1CONT), filed on December 6, 2012,

However, one skilled in the art will recognize
that the techniques described herein can be implemented in other contexts and
environments, and need not be limited to vehicles on a physical track. The term
“vehicle” as used herein shall therefore be taken to extend to any movable agent
that is capable of being controlled and operated in the manner described herein,

while also being represented in a virtual environment as described herein.

CA 2882099 2017-07-20
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[0019]  Although the invention is described herein primarily in the context of
an application in entertainment, one skilled in the art will recognize that the pre-
sent invention can be implemented in many other contexts, including contexts

that are not necessarily related to entertainment.

System Architecture

[0020] Referring now to Fig. 1, there is shown an architecture for implement-
ing the present invention according to one embodiment. In the system 100 de-
picted in Fig. 1, gameplay is hosted by a host device 108, which may be imple-
mented on any suitable computing device, whether mobile or stationary, such as
for example a smartphone, tablet, laptop computer, or the like, and/or any com-
bination thereof. In at least one embodiment, host device 108 supports and runs
various algorithms contained in software which implement game operations.
Host device 108 and associated software are collectively referred to herein as a
base station or central control unit.

[0021] Any of a variety of different devices can serve as host device 108; ex-
amples include smartphones, tablet computers, laptop computers, desktop com-
puters, video game consoles, and/or any other computing device capable of sup-
porting the control software for the system. In at least one embodiment, such a
device can use any suitable operating system, including for example and without
l[imitation: 105 or MacOS5, available from Apple Inc. ot Cupertino, California;
Android, available from Google, Inc. of Mountain View, California; or Windows,
available from Microsoft Corporation of Redmond, Washington. In at least one
embodiment, host device 108 is an iPhone or iPad, available from Apple Inc. of
Cupertino, California, running a suitable software application (“app”). In at least
one embodiment, software for controlling host device 108 may be provided via
any suitable means, such as a downloadable application (“app”) that includes the
appropriate functionality and gameplay structure to operate agents 104A
through 104F in physical space and to plan, coordinate and execute gameplay ac-
cording to rules, user-controlled actions, and/ or artificial intelligence. In at least

one embodiment, host device 108 maintains the state of agents 104A through
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104F, and sends and receives commands to and from agents 104A through 104F.
Host device 108 may also include a suitable user interface for facilitating user in-
teraction with the system.

[0022] In at least one embodiment, agents 104A through 104F are mobile
agents such as vehicles, and are referred to herein as such, although they may be
other objects or components.

[0023] In at least one embodiment, host device 108 is the central node for all
activity and control commands sent to agents 104A through 104F and/ or other
components such as accessories 105, 106, whether the commands originate from
algorithms running on host device 108 or are routed through host device 108 but
originate from control devices 101D through 101K controlled by users 109D
through 109K who are physically present or remotely located. In other embodi-
ments, a more distributed architecture may be implemented wherein host device
108 need not be the central node for all activity and control commands.

[0024] The example shown in Fig. 1 includes a specific number of controllers
101D through 101K, agents 104B through 104H, accessories 105, 106 (which may
also be considered a type of agent), Al-controlled vehicles 104] (which may also
be considered a type of agent), and other components. One skilled in the art will
recognize that the particular quantities of these components depicted in Fig. 1
and described herein are merely exemplary, and that the invention can be im-
plemented using any other quantities, and/or with some of the components be-
ing omitted if appropriate.

[0025] In the architecture of Fig. 1, system 100 is implemented in a centralized
manner, wherein controllers 101D through 101K and agents (including vehicles
104A through 104F), along with other components, communicate with host de-
vice 108. As depicted, in at least one embodiment, multiple users 109 (or players)
can control multiple agents in the form of vehicles 104A through 104F, while
other agents/vehicles 104] may be controlled by means of artificial intelligence.
[0026] Asshown in Fig. 1, any number of external devices may be connected

to host device 108 via any suitable communications protocol, such as for example

_6 -



CA 02882099 2015-02-13

WO 2014/035640 PCT/US2013/054388

a cellular/Internet connection 107. The various external devices may or may not
be identical to host device 108. Some or all of the external devices serve as player
controllers. Fig. 1 depicts various examples of devices that can be used as player
controllers, including: game console 101B with any number of controllers 101],
101K (controlled by users 109], 109K, respectively): laptop computer 101D (con-
trolled by user 109D); stand-alone controller 101E (controlled by user 109E); and
smartphones 101F, 101G, and 101H (controlled by users 109F, 109G, and 109H,
respectively). In at least one embodiment, any or all of controllers 101 can be an
iPhone or iPad, available from Apple Inc. of Cupertino, California, running a
suitable software application ("app™). Controllers 101], 101K, 101E can be of any
suitable type, including for example controllers that are commonly used with
console game devices.

[0027] In the embodiment depicted in Fig. 1, a game is hosted on host device
108. Host device 108 supports gameplay in physical space in a physical envi-
ronment (such as a race track) as well as in a virtual environment under the di-
rection of software; the state of the virtual environment is maintained in memory
on host device 108 and/ or elsewhere.

[0028] Referring now also to Fig. 6, there is shown an example of an embodi-
ment of the present invention for implementing a gameplay environment
wherein vehicles 104 (race cars) race on a drivable surface 601 (such as a race
track), according to one embodiment. One skilled in the art will recognize, how-
ever, that such an embodiment is merely one example of an implementation of
the present invention; for example, the system can be implemented in an entirely
different physical environment, with agents other than vehicles, and/or with dif-
ferent types of tracks or no track at all.

[0029]  As described in related U.S. Utility Application Serial No. 13/707,512
for “Distributed System of Autonomously Controlled Mobile Agents”, drivable
surface 601 is, in at least one embodiment, a physical model of one or more roads,
and can include objects such as stop signs, traffic lights 103, railroad crossings,

and/or the like. Vehicles 104 are mobile agents capable of independent motion.
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Vehicles 104 can be physically modeled after cars, trucks, ambulances, animals,
or any other desired form. In at least one embodiment, each vehicle includes one
or more sensors 604 that can read information from drivable surface 601 and a
communication module (not shown) that can send and receive commands

and /or other information to/from host device 108, for example via wireless
means.

[0030] Asshown inFig. 6, drivable surface 601 can include any number of
segments 602, although such a segmented arrangement is optional. Such seg-
ments 602 may connect at specified connection points and can be reconfigured to
construct any desired structure. This structure is referred to as drivable surface
601. Road segments 602 include continuous regions that one or more vehicles 104
can navigate called drivable sections and connect to each other end-to-end using
a simple click-in mechanism present at each connection point. Each road segment
602 can also optionally transmit power to an adjacent road piece 602 and can op-
tionally include a microcontroller for advanced functionality, such as tratfic lights
603 and the like. Drivable surface 601 can also be provided as a single piece.
Drivable surface 601 (and/or segments 602) can be foldable, collapsible, rollable,
or otherwise able to be made compact for storage.

[0031] In at least one embodiment, base station software, running on host de-
vice 108, operates a virtual version of the physical game that continuously main-
tains parity with events in the physical environment by updating stored informa-
tion relating to vehicle 104 position, direction, velocity and other aspects charac-
terizing game events. In at least one embodiment, host device 108 ensures that at
any point in time the game states in the physical environment and the virtual en-
vironment are identical (or substantially identical), or at least that the game state
in the virtual environment is a representation of the physical state to at least a
sufficient degree of accuracy for gameplay purposes.

[0032] In at least one embodiment, artificial intelligence software runs on host
device 108 and issues commands (via wireless communication mechanisms or

other mechanisms) to control one or more vehicles 104] operating on track 601.

_ 8-
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In other embodiments, software for controlling vehicles 104] may be located
elsewhere, and/or may run on vehicles 104] themselves.
[0033] In at least one embodiment, host device 108 can simultaneously serve

as a control unit for a human user 109A controlling a vehicle 104 (in the depicted

example, human user 109A uses host device 108 to control vehicle 104A). Such
functionality can be provided on host device 108 while host device 108 also
serves as a conduit and interpreter for control commands incoming from other
devices 101D through 101K controlling other vehicles 104B through 104F. In an-
other embodiment, host device 108 does not serve as a control unit for a human
user 109, but rather operates as a dedicated central control unit.

[0034] In at least one embodiment, agents (such as vehicles 104B through
104F) under user control do not need to be consistent in form or function. For ex-
ample, users 109 may be given the opportunity to control objects or elements
other than vehicles (such as traffic lights, railway crossings, gun turrets, draw-
bridges, pedestrians, and/or the like).

[0035] Player controllers 101D through 101K may communicate directly with
host device 108 or they may communicate via intermediary devices. For exam-
ple, in Fig. 1, controllers 101] and 101K communicate with host device 108 via
game console 101B. Similarly, any number of tiers of connections can be config-
ured between player controllers and the host device, such as one or more smart-
phones connecting to the host device through a succession of devices networked
back to the host device.

[0036] Fig. 1 depicts an example in which vehicles 104B through 104F are con-
trolled by human users 109B through 109F, respectively. Additional agents, re-
ferred to as accessories 105, 106, may also be controlled by human users 109, or
they may operate automatically (for example, under the direction of artificial in-
telligence software running at host device 108 or elsewhere). Each accessory 105,
106 may be a physical or virtual item that can be powered or passive, and that
can be used to affect aspects of the gameplay environment and/ or other agents

104 directly. In this example, accessory 105 is a physical traftic light such as
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shown in Fig. 6. Other examples of physical accessories can be barriers, crossing
gates, drawbridges, and/or the like; such devices can be communicatively cou-
pled to host device 108 so as to control their operation in connection with game-
play. In at least one embodiment, a user 109 can change the physical state of ac-
cessory 1050 and thereby influence gameplay.
[0037] Smart accessories 105 can also exist as passive elements in physical
space. An example of a passive smart accessory is a decal intended to represent a
potential hazard on drivable surface 601 placed in an arbitrary location at some
point betore or during play. Such a decal can contain an encoding scheme that
permits its unique identification by vehicles 104 (as they pass over it, for in-
stance). In at least one embodiment, a user 109 in control of one or more such
passive smart accessories can selectively activate or deactivate the accessories in-
dividually or in groups. While passive in the physical environment, in the virtual
environment such accessories can represent a range of different features such as,
for example:

e oil slicks that can suspend steering and braking of vehicles that pass

over them;

e Jandmines;

¢ nails;

e power-ups that boost pertormance of the tirst vehicle 104 to pass

over them physically once they have been activated.

[0038] Even though passive accessories 105 may not necessarily indicate a
state change in a physical way, host device 108 can report changes in virtual
state, and can transmit such changes to users 109, via controllers 101, in real time.
Behavior of vehicles 104 may also change in response to changes in virtual state
of accessories 100.
[0039] Accessory 106 is an example of a virtual accessory, which has no physi-
cal component other than a computing device (such as a smartphone or tablet
computer or the like) with an appropriate output device (such as a display

screen). Virtual accessory 106 can be physically placed at a particular location in
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the physical game environment to render the accessory appropriately in both ap-
pearance and state. Referring now to Fig. b, there is shown an example of a vir-
tual accessory (tablet 106) that implements a digitally rendered element (an im-
age 503 of a gun turret) within a physical space, according to one embodiment.
Image 503 can move and animate so that it appears to interact with physical ve-
hicles 104 in the gameplay area; for example, it can be made to appear to shoot
physical vehicle 104, and physical vehicle 104 can be made to react as though it
has been shot. These behaviors and interactions mirror the virtual environment,
as also shown in Fig. 5, in which turret 501 is shooting at virtual representation
502 of vehicle 104. In various embodiments, accessories 105, 106 need not rely on
a human user for operation but can operate under the control of artificial intelli-
gence software running on host device 108 and/ or elsewhere.

[0040] It can be appreciated by one skilled in the art that as the number of us-
ers 109 and the number of Al-controlled opponents increases, the performance
demands on host device 108 likewise increases. Depending on the number of
agents 104 and the capacity of host device 108, the increases in computational re-
quirements, for example, can impact game performance. In at least one embodi-
ment of the present invention, the system is implemented in a distributed envi-
ronment, wherein, for example, host device 108 has the capacity to distribute por-
tions of its logic to any number of devices to which it is connected and which are
capable of supporting execution of said logic. Examples of these include smart-
phones, tablet computers, laptops, game consoles, and/or the like, but can also
be any suitable devices capable of providing the necessary support to run the
logic assigned to it. In at least one embodiment, for example, some of the proc-
essing tasks associated with operating system 100 can be distributed to one or
more controllers 101D through 101H.

[0041] It is not necessary that the distribution remain local; in at least one em-
bodiment; logic can be distributed to, for instance, one or more remotely located
servers. A modular design to the structure of host device 108 can lend itself to

convenient distribution of logic, and the type of logic processes offloaded from
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host device 108 need not be of one particular type of function or process. In at
least one embodiment, for example, the distribution of logic can be prioritized
according to computational and memory demand, such that those most taxing of
host device’s 108 resources are the first to be allocated elsewhere.

[0042] It is not necessary that the wireless interface employed to communicate
with and/or among controllers 101D through 101H be identical to that used to
connect to agents 104A through 104F under the users’ 109 control. For example,
it is possible that host device 108 communicates with controllers 101D through
101H via Wi-Fi, while host device 108 communicates with agents 104A through
104F via Bluetooth. In such a case, host device 108 can serve as a bridge between
a high-power protocol (such as Wi-Fi) and a low-power protocol (such as Blue-
tooth). The advantage of such an approach can be appreciated in instances in
which vehicles 104 controlled by users 109 via host device 108 or controlled di-
rectly by host device 108 (in the case of vehicles 104] under Al control) have lim-
ited power budgets.

[0043] Another benefit afforded by the use of Bluetooth, in particular Blue-
tooth Low Energy (BTLE or BLE) or similarly capable wireless protocol, is that
agents 104 can use the wireless protocol to communicate with similarly enabled
BTLE/wireless devices. In one embodiment, for example, a user 109 wishing to
assume control of a particular vehicle 104 or active smart accessory 105 can bring
the intended controller 101 (e.g., a BILE-equipped smartphone) in proximity to
the desired vehicle 104. Leveraging BILE’s capability of determining relative
distance or proximity to another BILE-enabled device, a user 109 can bring two
BTLE-equipped devices within a threshold range of distance. In at least one em-
bodiment, this can prompt a data exchange between the smartphone (e.g., 101F)
and vehicle 104, presenting the user 109 with the option of selecting vehicle 104
for play. The selection is subsequently relayed to host device 108 indicating the
pairing between vehicle 104 and the user’s 109 smartphone 101, now designated

as vehicle’s 104 control device.
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[0044] In various embodiments, BTLE data exchanges among vehicles 104
and/or similarly wirelessly-enabled agents can be used in other ways. For ex-
ample, users or observers can receive information about the status of an agent
104 with respect to gameplay, overall lifetime usage, and/or historic achieve-
ments, and/or they can perform diagnostics or customize the unit.

[0045] As described above, controllers 101D through 101H can be imple-
mented using any suitable devices. Again, less sophisticated controllers 101],
101K can be used, such as wireless gamepads or joysticks. In instances in which a
gamepad or joystick 101], 101K is used which is not equipped with a wireless
communication module supporting direct communication with host device 108,
the connection to host device 108 can be achieved through a game console 101B
or other intermediary, or through the use of a dongle (not shown) that plugs into
an appropriate port on host device 108. Such a dongle links wirelessly to control-
ler 101 and passes communications through the port into which it is plugged.
Alternative embodiments of the dongle can include units that implement a
bridge between a wireless protocol compatible with controller 101 and a wireless
protocol compatible with host device 108.

[0046] In addition to passing users’ 109 commands through host device 108 to
vehicles 104B through 104L, controllers 101D through 101H can also receive up-
dates from host device 108 that reflect the current state of the game. In at least
one embodiment, some or all controllers 101D through 101H can be equipped
with one or more output devices (such as a display, speaker, haptic output
mechanisms, and/or the like), so as to be able to enhance the play experience
based on such received state information. Such enhancements can include, for
example, renderings, haptic output (e.g., vibration) and/or audio representing
action on the game track and/or augmenting such action to increase the sense of
realism or provide details otherwise not visible to a user 109.

[0047] In at least one embodiment, the visual, haptic, and/or audio informa-
tion presented to users 109 through some or all controllers 101D through 101H

can be unique to each device. Various agents 104 may be in different states at
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any given time (with respect to, for example, position, speed, status, action, and
the like); in addition, in the case of multiple users 109 controlling a single agent
104, user roles or control may be different. Therefore, the various cues and data
presented to each user 109 can be tailored to the current state of the agent 104 and
the user’s 109 particular role. For example, in at least one embodiment, a racing
game might present renderings of the race course from the perspective of the ve-
hicle 104 while displaying vehicle-specific data to the user 109. In an embodi-
ment in which more than one user 109 may share control of a single agent 104,
such as a vehicle equipped with a weapon in which one user 109 assumes the role
of driver while the operates the weapon, it may be appropriate that the various
forms of information transmitted to controllers 101 would differ in one or more
aspects for each user 109 associated with said agent 104.

[0048] In various embodiments, users of controllers 101D through 101H may
be physically present, so that controllers 101D through 101H communicate di-
rectly (via wireless protocol such as Bluetooth) with host device 108. Alterna-
tively, users of controllers 101D through 101H may be remotely located and con-
nected via a host network (such as network 107). Controllers 101D through 101H
may rely on information reported back from host device 108 regarding game
status.

[0049] In at least one embodiment, the tight coupling and parity maintenance
between the states of the virtual play environment and the physical play envi-
ronment enable users 109 to control vehicles 104 on a remotely located track 601.
Such an architecture allows users who are not locally present to participate
through reliance on the virtual representation of the game. In at least one em-
bodiment, remote users 109 may have the same degree of control of their vehicles
104 as do local users 109, and they may have a view of events that is functionally
identical to that of local users 109.

[0050] In at least one embodiment, spectators can observe game events from a
remote location by making use of an external network connection. In the example

of Fig. 1, a spectator, or observer 110, observes game events via tablet 103 that
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communicates via cellular/Internet connection 107 with host device 108. Because
the action occurring in physical space is mirrored in real-time within the virtual
environment, tablet 103 (or any other device used to display gameplay activity)
can provide rich renderings and additional information regarding users 109,
status and other details of potential interest to observer 110, as gameplay events
are happening in physical space.

[0051] In at least one embodiment, a remote user 109 (or even a local one) can
additionally use an auxiliary device (not shown) to display the game separate
from the controller 101 he or she is using to control a physical agent 104. For ex-
ample, if the remote user’s controller 101 has a small screen, it may be useful to
have such an auxiliary device for use as a second screen, thus providing a more
complete and immersive game experience. For example, user-specific informa-
tion can be displayed on one display (such as the display on controller 101),
while a visualization of gameplay may be shown on the auxiliary display. Using
a separate device or devices as a monitor can alleviate potential display limita-
tions and provide an experience more familiar to console gamers who are accus-
tomed to using a hand-held gamepad to control action that they watch on a sepa-
rate screen.

[0052] While the examples discussed herein describe reliance on rendering or
other representation of gameplay in virtual space, it is entirely possible to repro-
duce the gameplay in physical space in real-time on a duplicate physical track.
Since parity is maintained between the virtual and physical, a remote user 109
can directly recreate play on a physical track that sufficiently matches the physi-
cal track 601 hosting the gameplay via mirroring the state of the virtual model.
Wireless communication between host device 108 and a controller for the dupli-
cate physical track can be used to cause vehicles on the duplicate track to move
and behave in a manner that duplicates (or at least approximates) the action.
[0053] Host device 108 and/or other components may provide additional
functionality. For example, one or more controller(s) 101 can provide supple-

mental information related to events occurring in the game, and/or can serve as a
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direct platform for additional gameplay. Such a device may have any suitable
components to provide a desired level of interactivity, including for example:

* a user interface which may be responsive to touch, button control,
orientation relative to cardinal directions or device tilt/acceleration,
and/or any other suitable user input;

e adisplay screen;

®* one or more audio components such as speakers and microphone.

[0054] One skilled in the art will recognize that the above list is exemplary
and not exhaustive.

[0055] One set of such enhancements may be collectively termed non-
actionable information. These include, for example, audio, video, and/or haptic
output, separately or in any suitable combination. Specific types of output may
include, for example, sound effects, music, vibrations, images, animations, film
clips, and/or the like. Any of these can be used, singly or in any suitable combi-
nation, to improve the sense of realism or otherwise enrich the sensory aspects of
the game experience. Alternatively, these enhancements can assume the form of
data that provides summary or supplemental information regarding aspects of
the game and/or its users 109 such as car performance data, racer rankings by
time, competitive standings, and/or other data.

[0056] In at least one embodiment, highly interactive game controllers 101
such as smartphones and tablets can be used to provide improvement to the
game experience by leveraging the control and connective capabilities that these
devices afford to create play scenarios outside the direct action occurring in the
physical environment, and /or to permit modifications to aspects of the game or
agents operating within it, whether during a game or outside gameplay. In the
context of a racing game, for example, a vehicle 104 may pull into a pit stop on
the physical racetrack; gameplay may then switch to controller 101 where a user
109 taces a challenge of servicing vehicle 104 as a member of the pit crew in an
entirely digitally context more akin to a conventional video game format. As an-

other example, a vehicle 104 can drive to a particular point in physical space,
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such as a building located on a play set, at which point the gameplay switches to
the display on the game controller where the vehicle 104 driver’s or team’s ex-
ploits continue inside the building in a digitally rendered environment. Such ex-
amples describe scenarios in which gameplay can switch seamlessly between a
physical play environment and a digital one. The digital environment can be
supported by a highly interactive controller 101 and/or a controller 101 comple-
mented by a separate display console (not shown) that communicates with con-
troller 101 and/or with host device 108. In such scenarios, the integration of por-
tions or segments of gameplay that occur in a purely digital space like that of a
traditional video game into the overall system does not imply that these parts of
experience are necessarily disconnected from the physical arena or have no im-
pact on them. Considering the example of a user 109 causing a physical vehicle
104 to drive to a location that provides access to a digital portion of play, such as
a pit stop, user 109 may no longer be actively controlling physical vehicle 104, but
the digital space may provide opportunities to equip or repair vehicle 104 and
thereby affect vehicle’s 104 performance once user 109 resumes control of it.
Other examples might include a user 109 similarly entering a purely digital envi-
ronment that affords control of physical accessories such as a drawbridge on the
race course, which enables user 109 to open and close a track section 602 to traftic
in the physical environment from within a purely digital space. Likewise, such
control can also be provided for virtual accessories 106, such as those hosted by
an Android- or iOS-based device played in the physical play environment, which
interact with physical agents 104 and/ or affect their behavior.

[0057] In at least one embodiment wherein the present invention is imple-
mented as a competitive racing game, a controller 101 may provide functionality
for manipulating a vehicle’s 104 speed and steering. Making greater use of the
capacity of a smartphone or similarly capable device as controller 101, however,
could enable broader game controls. For example, in a “death race” scenario, ve-
hicles 104 can be equipped with weapons that can be directed at competing vehi-

cles 104. In such an embodiment, a highly interactive controller 101 can be used
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to support functions beyond basic vehicle speed and steering. Additional func-
tions can be provided, such as for example aiming weapons mounted on a vehi-
cle 104 or selecting a target vehicle 104 among an active representation of all ve-
hicles 104 racing on drivable surface 601.

[0058] As mentioned above, in at least one embodiment, multiple users 109
can control a single agent 104 in a game. For example, in a racing game embodi-
ment, three users 109 might control a single vehicle 104 in which one user 109 is
providing steering and speed control, another user 109 aims and shoots a front-
facing gun, and a third user 109 operates a rear-facing gun. In such a scenario,
controllers 101 provide information tailored to the role filled by each user 109.
For example, the user 109 driving vehicle 104 might find the display information
and control schemes similar to those of a typical racing game, while the users 109
operating the guns might see a rendered view of the physical play environment
in which the displayed perspective is from a position on vehicle 104 and includes
virtual representations of track elements and competing vehicles 104 in locations
and on trajectories relative to their actual positions in the physical play environ-
ment.

[0059] For the users 109 operating weapons in this example, the resulting con-
trol and interactive experience the smart device affords would be similar to a
first-person shooter game.

[0060] The guns need not be (but may be) represented by any physical struc-
ture or element on physical vehicles 104 themselves; rather, they may be repre-
sented in the virtual environment instead of (or in addition to) having such
physical structure. In at least one embodiment, when a gun is fired, a rendering
of such firing may be presented in the virtual environment, and optionally physi-
cal vehicles 104 may provide some visual and/or auditory indications of such
weapons activation (such as flashing lights, movement of physical gun barrels,
sounds, and/or the like). The target of the gunfire (e.g. another vehicle 104) may
respond as if hit, for example by changing its course, flipping over, becoming

disabled, and/or the like; visual feedback may be provided in the virtual and/or
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physical environments, for example by the target emitting lights that make it ap-
pear as though it is in flames or otherwise disabled. LEDs or other visual and/or
auditory components can be installed on vehicles 104 to provide the muzzle flash
and sounds recreating the noise of a machine gun; such output can be synchro-
nized with the firing of the corresponding gun in virtual space.

[0061] In at least one embodiment, vehicles 104 may be desighed to exhibit
(simulated) damage in physical space. For example, an LED can indicate that a
vehicle 104 is sustaining damage, or the change in color of an LED array can indi-
cate a vehicle’s 104 current damage status. In at least one other embodiment,
more complex approaches may be used to replicate or simulate the damage in-
curred to a vehicle 104 whether through weapon strikes, impacts or other means.
These may include parts that fall away from the vehicle 104 or mechanisms that,
when triggered, impart kinetic energy such as might be the result of collision or
explosive forces acting on the vehicle 104. In at least one embodiment, vehicles
104 exhibit simulated damage by changing their behavior, for example to simu-

late a flat tire, damaged steering or engine components, or the like.

Bi-Directional Influence between Physical and Virtual Environments

[0062] In at least one embodiment, the system of the present invention main-
tains parity in a game space that occurs simultaneously in virtual and physical
space by reconciling events at a low level, so as to permit bi-directional influence
between the physical and the virtual environments. Referring now to Fig. 2,
there is shown an example of such integration of events and functions in both
physical space and virtual space. In this example, a racing game is implemented
in which the mobile agents are vehicles competing in physical space; the vehicles
are also equipped with virtual weapons.

[0063] The Figure depicts a series of events that involve virtual events impact-
ing physical ones and vice versa. While the cars are racing on a physical course,
the base station maintains a virtual representation of the race state in real time, so
that the position, velocity, acceleration, course and other metrics characteristic of

moving vehicles are continuously tracked in a re-creation in memory that mirrors
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the changing state of the physical world. In such a scenario, the virtual represen-
tations of the vehicles may have a number of functionalities or characteristics that
are not present on the physical cars. One example is a gun that a user 109 can use
to shoot at other vehicles in virtual space, but which does not exist in physical
space. Because the virtual states and physical states are tightly coupled, events
happening in one can affect the state of the other.

[0064] The series of events portrayed in the example of Fig. 2 take place as fol-
lows. Vehicle 104K is represented in virtual environment 202 by vehicle repre-
sentation 204K. In virtual environment 202, vehicle representation 204K shoots a
virtual gun at vehicle representation 204L, which represents vehicle 104L in
physical environment 201. While vehicle 104K in physical environment 201 may
have no actual gun that discharges a projectile, host device 108 operating the
game may determine that, given the relative positions of the vehicle representa-
tions 204K, 204L, as well as the orientation of the gun, physics would yield a
strike on vehicle representation 204L at position 2 in the Figure. Host device 108
also determines that the strike and resulting virtual energy imparted on impact
displaces target vehicle representation 204L from its course in virtual environ-
ment 202.

[0065] As described above, in at least one embodiment the system maintains
parity between the virtual and physical environments. Thus, in response to the
above-described weapons strike on vehicle representation 204L, control algo-
rithms of host device 108 recreate the virtual displacement of vehicle representa-
tion 204L in physical environment 201. Thus, physical vehicle 104L is artificially
propelled to move in a manner that mimics the displacement of vehicle represen-
tation 204L in virtual environment 202. In the example of Fig. 2, physical vehicle
104L, having been struck by a virtual weapon at position 2, is artificially deflected
from its current course in physical space. This results in a collision in physical
space with another vehicle 104M at position 3.

[0066] The impact between physical vehicles 104L and 104M at position 3 in-
volves a transter of real energy that physically displaces vehicle 104M off its
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original course vector as shown at position 4. Upon detection of this change of
course in physical environment 201, host device 108 causes virtual environment
202 to be correspondingly adjusted so that vehicle representations 204L and
204M continue to mirror the motion of vehicles 104L and 104M in physical envi-
ronment 201. Thus, vehicle representation 204M is made to veer off course in an
identical fashion.

[0067] In this manner, a chain of events in alternating states takes place,
wherein occurrences in virtual environment 202 have consequences in physical
environment 201, and the resulting etfects in physical environment 201 in turn
impact the dynamics or sequence of events in virtual environment 202. The
above-described scenario exemplifies the tightly coupled nature of the physical
and virtual environments 201, 202 in the system of the present invention. Rather
than merely connecting virtual components with physical ones, various embodi-
ments of the present invention are truly symbiotic and bi-directional, such that
events and changes occurring in one state (environment) can influence events
and changes happening in the other.

[0068] In at least one embodiment, the system of the present invention does
not necessarily maintain a precise balance of mutual influence across states, but
can also be set to maintain a preferred dominant state. For example, in at least
one embodiment, the system can be configured so that virtual environment 202
dominates physical environment 201, and physical environment 201 simply mir-
rors the events occurring in virtual environment 202; in at least one embodiment,
the opposite configuration may be implemented. Any appropriate priority
scheme can be established between the physical and virtual environments 201,
202.

[0069] In at least one embodiment, the system of the present invention pro-
vides further advantages through the use of a controller 101 and/or host device
108 that has the capacity to connect to external server networks (not shown), thus
providing an improved user experience. In at least one embodiment, a user 109

controlling one or more agents 104 via controller(s) 101 can download virtual
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goods for use in the game, and/or can download digital content such as sound
effects or light pattern sequences for LEDs active on the agents. Any suitable vir-
tual accessories or digital content can be made available via any suitable e-
commerce mechanism such as the downloading of apps and/ or resources. Such
content can be made available for download via remote servers or installation
through other means that enable users to tailor or improve their experiences. In
at least one embodiment, any of a variety of aspects of the game experience can
be modified or augmented through such methods, including, for example, per-
sonalities for Al-controlled vehicles, new commentators, new scenarios tor exist-
ing race courses, content schemes for rendering events occurring in virtual space,
and /or customizations and enhancements of the vehicles.

[0070] In addition to the communication with player controllers 101 and
agents 104, in at least one embodiment host device 108 reconciles commands
from users 109 with the operating framework of the game, and also reconciles
events occurring in virtual environment 202 with those occurring in physical en-
vironment 201 involving physical agents 104.

[0071]  Referring now to Fig. 3, there is shown a block diagram depicting some
aspects of the role of host device 108 (base station) according to at least one em-
bodiment, and illustrates the components and structures that can be imple-
mented between users 109 controlling vehicles 104 (using controllers 101) and
vehicles 104 themselves. Fig. 3 also illustrates some mechanisms by which, in at
least one embodiment, users 109 can cooperate to control a vehicle 104, either
with other users 109, or assisted by artificial intelligence (Al) planners 305A, 305B
running on host device 108, or both. In the example depicted in the Figure, four
users 109M through 109Q) use controllers 101M through 101Q to control four
agents (three vehicles 104M, 104N, 104P and one smart accessory 105). Two Al
planners 300A, 105B are provided as well. Between the controllers 101 and the
agents 104M, 104N, 104P, 105 are a number of structures operating within the
framework of host device 108 (base station). Arrows indicate the direction of in-

formation flow.
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[0072] For illustrative purposes, and for clarity, Fig. 3 does not necessarily de-
scribe all structures or the complete flow of information, but rather emphasizes
information relevant to vehicle control only. For example, information is shown
as traveling in one direction from controllers 101 to filters 301. One skilled in the
art will recognize that the control mechanisms used in connection with the pre-
sent invention can also include the transfer of additional data not depicted in Fig.
3, including data sent from host device 108 to various other components concern-
ing, for example, race performance reporting, sounds, images, animations,

and /or other non-control information.

[0073] In at least one embodiment, vehicle commands originating from a user
109 are sent via controller 101 to a filter 301; tilter 301 can refine the instructions
received from controller 101 according to current circumstances concerning the
vehicle 104 under the user’s 109 control or other aspect of the game. For exam-
ple, in at least one embodiment, a velocity filter 301 can be implemented. Under
normal circumstances, a vehicle 104 can have a permissible range of speeds at
which it can travel. A velocity filter 301 can reduce this range by eliminating the
upper end of this range, for example if the vehicle 104 had suffered (virtual)
damage to it as part of gameplay. Other types of filters 301 can also be provided,
so that each vehicle 104 may have a number of different filters 104 affecting dif-
ferent facets of its performance; filters 104 can control or modifty such parameters
as velocity, lane changing rate, and/or equipment usage (e.g., ammunition in an
onboard weapon), and/or the like.

[0074] In at least one embodiment, an effects system 302 is provided, which
may send input directly related to specific agents 104M, 104N, 104P, 105. Effects
system 302 operates as a global actor, having broad capacity to influence vehicle
behavior. It may do so in any of several ways. In various embodiments, effects
system 302 simulates the potential consequences of interplay of vehicles 104 with
one another, as well as external factors that may attect the performance of one or

more vehicles 104.
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[0075] In at least one embodiment, a game engine 303 is provided, which con-
tains rule sets and scenarios, and which generally guides play. Game engine 303
is tightly bound to effects system 302, often triggering effects. Likewise, effects
system 302 can inform game engine 303 of events that have initiated actions on its
part and which may bear consequence to the course of events as determined by
game engine 303. For purposes of clarity, Fig. 3 omits lines connecting users 109
to etfects system 302; however, one skilled in the art will recognize that actions
taken by users 109 can directly or indirectly trigger effects system 302.

[0076] One example of an action directly taken by a user 109 in a modified
racing scenario is as follows: in at least one embodiment, a user 109 can deploy a
virtual oil slick behind his or her vehicle 104 (more accurately, since the oil slick
does not exist in physical space, it is actually deployed behind the vehicle repre-
sentation 204 in virtual environment 202). A trailing vehicle 104 passing over the
virtual oil slick would experience a (presumably temporary) loss of control; this
is implemented, for example, by the effects system 302 reducing or eliminating
(temporarily) the ability of user 109 controlling the trailing vehicle 104 to steer or
to brake.

[0077] An example of an indirect trigger to effects system 302 is as follows: in
at least one embodiment, if a user 109 crashes his vehicle 104 or that of another
user 109 such that, under typical auto racing rules, game engine 303 indicates to
effects system 302 that yellow flag conditions are in effect, etfects system 302 can
put speed limitations into place according to the parameters of the yellow flag
conditions. Such limitations may remain in place, for example, until game engine
303 subsequently lifts the yellow flag conditions after the track has been cleared.
[0078] In at least one embodiment, as shown in Fig. 3, once the command in-
formation has passed beyond filter 301, an arbiter 304 effectively issues the direct
instructions to agents, whether vehicles 104 or accessories 105. In at least one
embodiment, arbiter 304 optimizes communications directly to the agent or

agents 104M, 104N, 104P, 105 to which it is connected. In addition, in some cases,
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arbiter 304 can share some of filter’s 301 role in moderating or altering user
commands.

[0079] For example, arbiter 304 can serve to reduce or eliminate redundant
commands coming from a user 109. Arbiter 304 is also valuable in situations
such as that depicted for vehicle 104N, in which two users 109N, 109P and an Al
planner 305A are controlling a single vehicle 104N. This is an example of a situa-
tion in which more than one user 109 is controlling a vehicle 104. As another ex-
ample, as described above, a vehicle 104 may be equipped with weapons that
permit aiming and firing, with one user 109 controlling vehicle 104 and the sec-
ond user 109 operating its weapons. In this case, arbiter 304 integrates and se-
quences the separate command sets appropriate to execute action(s) in agent 104
as desired by the separate users 109.

[0080] In another example, a user 109 can pair with an Al planner 305, so that
Al planner 305 is the driver and user 109 operates vehicle’s 104 weaponry, or vice
versa. The capacity to rely on Al planner 305 to assist a user 109 controlling a ve-
hicle 104 offers a number of benefits even in situations where a single user 109
might otherwise have the capability of operating all the systems on a vehicle 104.
For example, planner 305 can be relied upon to provide steering or to smartly
maneuver around slower opponents on a course, leaving a user 109 to control
vehicle’s 104 speed. One advantage to designating a portion of control to a plan-
ner 300 is that it enables broader participation by beginners or younger competi-
tors who may not have the motor skills necessary to compete against more older
or more skilled users 109. In this fashion, planner 305 can provide assistance to
users 109 in their control of a vehicle 104, and it may do so in a number of ditter-
ent ways according to the game rules and/or user 109 preference.

[0081] In another embodiment, the example of planner 305 assuming steering
control ot a vehicle 104 can be reversed, such that planner 305 controls velocity
while user 109 retains control of steering. In more refined scenarios of a jointly
controlled vehicle 104 (or other agent), a user 109 may be comtortable with steer-

ing and controlling speed on an open course, but less contident about passing or
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avoiding obstacles on a crowded course; the system can thus be configured to
prompt planner 305 to intercede when passing situations or obstacles requiring
active avoidance are encountered.

[0082] In at least one embodiment, it may be possible for a single user 109 to
control multiple agents 104 (which may include vehicles 104 and /or accessories
105). For example, a user 109 might control one agent 104 while a series of others
are configured to follow said agent. In other embodiments, user 109 commands
might be duplicated across a number of agents 104 such that they respond in uni-
son (e.g., all changing direction or speed simultaneously). In more complex sce-
narios, a user 109 may provide higher-level commands to a group of agents 104.
In the case of a racing game, for example, multiple vehicles 104 under such con-
trol may respond to a user’s 109 high-level goal-oriented direction, such as to
crash another user’s vehicle 104 off the course. Responding to such a command,
agents 104 might position themselves around the targeted vehicle 104 so as to
surround it partly or fully and together push it off the course. In these cases,
there may be sets of actions executed in steps or sequences by multiple agents 104
acting 1n concert.

[0083] In at least one embodiment, whether control of a vehicle 104 is main-
tained by a single user 109, a single Al planner 305, or held jointly among multi-
ple users 109 or a combination of users 109 and planners 305, arbiter 304 moder-
ates the separate and potentially independent commands intended for vehicle
104, selecting among them and/ or sequencing them in its relay to vehicle 104.
Numerous aspects of behavior can be imparted to Al planner 305 controlling ve-
hicle 104. For example, in addition to schemes relating to driving control and
strategy, Al planners 305 can embody personality characteristics that influence
their general behavior. For example, Al planners 305 can simulate aggressive
drivers that are inclined toward forcing other vehicles 104 off drivable surface
601 or, alternatively, drivers that avoid contlict and instead focus on navigating a
course in avoidance of other users 109. In at least one embodiment, such Al

schemes can initiate messages to other users 109 to, for example, taunt other
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drivers, either in association with particular events occurring on drivable surface
601 or in keeping with an intended character disposition.

[0084] In at least one embodiment, some capacity for assistive control resides
on vehicles 104 themselves. For example, even without the assistance of host de-
vice 108, in at least one embodiment vehicles 104 can have the capacity to main-
tain their relative lateral position on drivable surface 601 through curves and
turns without requiring active steering from a user 109. Likewise, vehicles 104
can have the capacity to moderate their speed throughout a course according to
velocities that are prescribed as part of the track identification (for example, en-
coded in readable form on track segments 602). It is also possible, by the same
means of localization through recognition of information encoded on segments
602, for vehicles 104 to determine that they have left the course or are otherwise
not on the course by the absence of such information in their field of detection for
said information. In such cases, in at least one embodiment, it may still be possi-
ble for user 109 to control vehicle 104, though such control can be limited to a
subset of the total capabilities of vehicle 104 when localized on drivable surface
601. In some embodiments, vehicle’'s 104 response to user 109 control may be
similar to that of a conventional remote-controlled car.

[0085] In other embodiments, host device 108 can control the game in other
ways apart from actual gameplay. For example, host device 108 can control vari-
ous features of vehicles 104 that operate in a physical environment as defined in
software. These features can include, for example, performance characteristics
and vehicle capabilities. In the ongoing example of a vehicle-based game, for ex-
ample, a vehicle’s acceleration protile, top speed, handling and other physical as-
pects of its performance can be governed in software rather than dictated by the
physical limits that exist for it in the real world. In at least one embodiment, the
system takes into account how those definitions bear consequences in gameplay

in both physical and virtual spaces.
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Differences among Agents in Virtual Environment

[0086] The ability for software algorithms to control significant aspects of an
agent’s 104 capabilities and behavior presents the opportunity to ascribe ditfer-
ences in said capabilities and behavior across agents 104 with identical hardware.
In considering the advantages of consistency in hardware design from a manu-
facturing simplicity and cost perspective, the benefits of building agents 104 that
are identical can be compelling from a business perspective. The present inven-
tion offers unique advantages in providing the ability to impart some level of dis-
tinction among individual agents 104 in a group by controlling those differences
through software-based means, while retaining consistency in hardware and
thereby saving manufacturing costs.

[0087] For example, in the context of agents that are vehicles 104 adapted to
compete in a racing or competitive driving environment as described herein, it
may be advantageous to manufacture vehicles 104 with identical hardware com-
ponents, which enabling differences in how vehicles 104 drive, behave, and re-
spond. For instance, one vehicle 104 may be intended to perform like a high-
performance sports car while another may be a heavy truck with poor accelera-
tion but high inertia or light-weight compact car with a tight turning radius, and
so on. Such differences may or may not be visually suggested by different bodies
or covers that fit onto the chassis (but which may be solely cosmetic and, in at
least one embodiment, do not physically affect the performance characteristics of
the vehicle in any meaningful way). In software, such traits can be ascribed eas-
ily to the vehicles 104, so as to implement a system wherein the underlying ca-
pacities of the physical agents are identical, while the vehicles 104 perform and
respond according to the characteristics ascribed to them in the virtual space.
[0088] The symbiotic nature of the fusion of physical and virtual environ-
ments 201, 202, as described above, allows the governing dynamics of the in-
tended (simulated) physical differences in vehicles 104 to reside largely or en-
tirely in virtual environment 202. For example, if two vehicles of identical weight

and capability are provided in the physical environment, the behavior of those
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vehicles 104 as ascribed through software can simulate very different characteris-
tics of mass, power, maneuverability, and the like, in the physical world. In at
least one embodiment, the system of the present invention uses the physics of
vehicle representations 204 and their interactions in virtual environment 202 to
control movement and behavior of vehicles 104 in physical environment 201.
[0089] For example, two vehicles 104 having identical or similar physical mo-
bility profiles may be provided, so that their weight, acceleration, maneuvering
capabilities and like metrics are the same or comparable one another in the
physical world. The primary difference between the vehicles 104 is that, in the
virtual environment 202, one is intended to represent an armored tank (slow and
very heavy) and the other represents a sedan (fast and light). In at least one em-
bodiment, some visual distinction can be made to physical vehicles 104 to rein-
force the difference in the characteristics of the corresponding virtual representa-
tions 204; for example, body covers on the chassis can have different markings,
designs, and/or colors to reflect the difference in virtual characteristics.

[0090] Referring now to Fig. 4, there is shown an example in which body cov-
ers on vehicles 104R, 1045 in physical environment 201 are used to reflect a dif-
ference in characteristics of corresponding vehicle representations 204K, 204S in
virtual environment 202, thus reinforcing the relationship between the physical
and virtual environments 201, 202, according to one embodiment. Vehicle 104S is
given a cover to make it look like a tank, while vehicle 104R is made to look like a
sedan. In atleast one embodiment, vehicle representations 204K, 204S are con-
figured to interact with one another in a manner that simulates and reflects the
fact that a full-sized, heavily armored vehicle such as a tank may outweigh a full-
sized automobile by several times, even though physical vehicles 104R, 1045 are,
in actuality, comparable in mass and size. While both vehicles 104R, 104S de-
picted in Fig. 4 would operate in physical environment 201, in order to maintain
consistency in their interactions, the governing moving body dynamics in a colli-

sion are those defined in virtual environment 202.
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[0091] In the example of Fig. 4, vehicle 104R (representing a sedan) is travel-
ing at a high speed on a path that causes it to collide with vehicle 1045 (represent-
ing a tank). As described above, the physical and virtual environments 201, 202
are tightly coupled to one another. Because the mass properties of the two physi-
cal vehicles 104R, 1045 are identical or closely similar, Newtonian mechanics
would dictate that a collision at position 2 would result in an outcome as shown
at position 3, in which vehicle 104S (representing the tank) is displaced and ro-
tated and vehicle 104R (representing the sedan) continues traveling on a course
similar to its pre-crash heading, albeit at a diminished speed, since the collision
involved a transfer of energy to vehicle 1045. However, in at least one embodi-
ment, the system maintains consistency with the properties ascribed to the two
vehicles” representations 204R, 204S in virtual environment 202, so that the re-
sults of the impact of the two vehicles 104K, 1045 in the physical environment 201
are artificially made to follow the physics of the collision in the virtual environ-
ment 202. Specifically, since the mass of vehicle representation 204S is signifi-
cantly larger than that of vehicle representation 204R, the result shown at posi-
tion 4 results, wherein vehicle representation 204R (the sedan) effectively
bounces off of vehicle representation 204S (the tank), while having little effect on
the momentum and position of vehicle representation 2045 As shown in position
5 of physical environment 201, physical vehicles 104R, 104S are artificially made
to follow the trajectories of corresponding vehicle representations 204R, 2045,
thus extending the simulation to the physical space.

[0092] In essence, then, in an impact between two such vehicles 104, having
vehicle representations 204 with such dramatically different mass, vehicle 104R
experiences a significantly greater alteration of speed and heading since the iner-
tia of vehicle representation 204S dominates the interaction. If left to the actual
physics of the collision between the actual vehicles 104R, 1045, the result would
be a collision of equals, with the sedan displacing the tank in a way that would
not be realistic considering the mass ditferences between an automobile and an

armored military vehicle. Accordingly, in at least one embodiment, in order to
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maintain the differences ascribed to the vehicles in virtual space, the conse-
quences of a collision are dictated by the vehicle parameters detined in software
and the physics governing interactions in the virtual environment.

[0093] Accordingly, in at least one embodiment, the specitic details and se-
quence of events in the collision are determined according to algorithms govern-
ing motion in virtual environment 202. In at least one embodiment, coherence is
maintained between the physical and virtual environments. One possible ap-
proach to enforce such coherence is to allow the algorithms determining the re-
sults of the collision in virtual environment 202 to directly influence the control of
vehicles 104 in physical environment 201, so as to cause vehicles 104 to move
through a collision event in the same (or similar) manner as do vehicle represen-
tations 204. In at least one embodiment, the system of the present invention en-
forces protocols regarding priority between the virtual and physical environ-
ments 202, 201, so as to maintain a desired degree of parity between events hap-
pening in virtual environment 202 and those in physical environment 201; in this
manner, the system of the present invention provides bi-directional influence of
events, as described above.

[0094] Thus, in at least one embodiment, vehicles 104R, 104S in physical envi-
ronment 201 respond in tandem with their counterparts in virtual environment
202. Vehicles 104R, 104S thereby perform and respond according to parameters
defined in virtual environment 202 and according to laws of physics as applied to
such parameters in virtual environment 202.

[0095] In this particular example, a collision occurs in both the virtual and real
environments 202, 201. Since the mass properties assigned to vehicle representa-
tions 204 in virtual environment 202 do not match those ot physical vehicles 104,
the outcome of the collision would be difterent in the two environments. Here,
the operating protocol gave priority to the physics of impact as determined
within virtual environment 202; the physical vehicles 104 were made to respond

in accordance with those physics. In other situations, however, it might be desir-
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able to give priority to the physics and behaviors of the physical environment
201, and to cause the virtual environment 202 to be adjusted accordingly.

[0096] While the example depicted in Fig. 4 describes application of virtual
parameters to conventional Newtonian physics, one skilled in the art will recog-
nize that any set of rules can be defined to govern the motion of virtual bodies in
collision or any other aspect of movement otherwise dictated by the physics of
the real world. Other instances might include, for example, frictionless surfaces
in parts of virtual environment 202, causing physical vehicles 104 driving over
the corresponding portions of drivable surface 601 to lose the ability to steer or to
stop and to drift according to inertia; or simulated inclines where vehicle speed
and acceleration capacity is diminished as if ascending even if physical drivable
surface 601 remains flat. Virtual forces of numerous types can be introduced ar-
bitrarily and can influence the motion of vehicles 104 differently than would the
forces of the real world acting solely according to real-world physics. In this
manner, the system of the present invention can simulate and implement behav-
iors that do not follow real-world laws of physics, but that may follow other

rules.

Error Correction and Track Information

[0097] Even in circumstances in which virtual and physical environments 202,
201 are intended to operate as mirrors of each other (i.e., wherein the physics and
dynamics are meant to match and separately yield the same results at all times),
there may be situations where errors may be introduced, causing disparity be-
tween the events in virtual and physical environments 202, 201.

[0098] For example, when modeling the motion of vehicle 104 starting to
drive around a circular course, the differences between a modeled approach and
reality regarding aspects such the vehicle’s 104 acceleration, chassis geometry
and mass, course adjustment, friction between wheels and drivable surface 601,
and the like may introduce errors. Without correction, such errors can com-

pound. Consequently, without protocols to establish and maintain parity be-
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tween the events occurring in physical environment 201 and those in virtual en-
vironment 202, the two will potentially diverge quickly.

[0099] In at least one embodiment, the system can be configured to correct for
such errors, based on an enforced priority scheme that specifies whether the er-
rors should be corrected in favor of the physical or virtual environments. For ex-
ample, in at least one embodiment, the system of the present invention may es-
tablish protocols to assure parity is maintained between the physical and the vir-
tual environments. It may be most convenient to understand how these proto-
cols operate to assure parity between the two environments through an examina-
tion of the processes governing localization and control of vehicles 104 across
both environments.

[0100] Considering the base case of a single vehicle 104 on a drivable surface
601, it is entirely likely that, at the outset, vehicle 104 will have no operable in-
formation regarding the nature of the track layout or its position on its course. It
is also possible that host device 108 which controls the events occurring in virtual
environment 202 will have no information regarding drivable surface 601 that
vehicle 104 is on or vehicle’s 104 current location on it.

[0101] In at least one embodiment, means are provided to enable a user 109 to
provide track and location information as part of a setup process, either by direct
input or through a means that enables host device 108 to determine it, such as a
digital photo of drivable surface 601 that includes vehicle 104. In an embodiment
of the invention that does not enable a user 109 to provide such track information
or vehicle position on drivable surface 601 or otherwise provide such information
in advance of operation, the information for establishing track and position can
be gathered by vehicle 104 itself. Specifically, vehicle 104 can drive along the
course for a distance sufficient for it to read the data regarding the identification
of a particular segment 602 of drivable surface 601 and the identification of vehi-
cle’s 104 location on the segment 602. Once vehicle 104 has obtained this infor-
mation, the information is communicated to host device 108, which uses it to ret-

erence an index of segments 602 to match the unique segment 602 identification
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to a segment 602 and the location identification. Host device 108 thereby gener-
ates an approximation of vehicle’s 104 position on drivable surface 601.

[0102] Identification of segment 602 by host device 108 further yields a set of
data regarding vehicle’s 104 operable limits, which may in turn be communicated
to vehicle 104. This data may be a combination of localization information (e.g.,
in the case of a race track, vehicle’s 104 position along the track and its horizontal
offset from the track’s centerline) and data regarding operating limits such as the
maximum permissible speeds along various sections of the track or whether turn-
ing is permitted at intersections on the track. A benefit of providing such data to
vehicle 104 is that it enables vehicle 104 to maintain, at a low level, some ability to
operate independently of commands from host device 108, such as maintaining
its lateral position on a course and moderating its speed in response to changes in
course geometry.

[0103] With segment 602 and vehicle 104 position identified, host device 108
can employ a motion model to track vehicle’s 104 position on an ongoing basis
from the initial state established by vehicle’s 104 position in physical space. Rec-
ognizing the aforementioned sources of error that yield differences between ve-
hicle’s 104 actual position and those predicted by a motion model in virtual envi-
ronment 202, vehicle 104 in physical environment 201 may provide updates of its
location via regular communication with host device 108. The update data may
include, for example, current information regarding roadpiece ID and location
ID, as well as direct location data such as the precise lateral position of vehicle
104 on the track. Using this data either directly or as inputs to calculations that
serve to update virtual environment 202, host device 108 maintains coherence be-
tween the movement of vehicle 104 in physical environment 201 and movement
of corresponding vehicle representation 204 in virtual environment 202.

[0104] In the described embodiment, the motion of physical vehicle 104 takes
priority over that of corresponding vehicle representation 204, since the updates
are based on the characteristics of motion of physical vehicle 104 and provided to

the virtual model. Other embodiments may operate with the reverse protocol.
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Thus, the motion of virtual vehicle representation 204 may have priority, and the
updates can be made to assure that physical vehicle 104 is matching its corre-
spondent’s movement. It can be appreciated that such circumstances may in-
clude scenarios other than live operation of vehicle 104 or vehicles 104 or even
ones in which the events unfolding in virtual environment 202 are based on a
model motion. An example might be one in which vehicle movements and inter-
actions in a previously played game are captured and stored for subsequent re-
play. Even if physical vehicles 104 took priority in the original gameplay, recreat-
ing that gameplay in physical environment 201 can involve replaying the re-

corded events in a virtual form that guides corresponding physical vehicle 104 or

vehicles 104.

Intermediate Statles

[0105] In at least one embodiment of the invention that maintains a bi-
directional influence between virtual and physical environments 202, 201, when
differences emerge between the physical and virtual, priority may depend on cir-
cumstances and how the assignment of priority in any given situation supports
the underlying structure and goals of gameplay. In other embodiments, priority
might not be assigned to one side or the other, but rather the system might seek
compromise between them in a state that is partly between what one or the other
might separately dictate. In such cases, behavior and movement in both virtual
and physical environments 202, 201 can be adjusted to conform to the compro-

mise state.

Capture and Storage of Gameplay

[0106] In at least one embodiment, the maintenance of two states in parity,
one physical and one virtual, allows for capture, storage, distribution, and/ or
subsequent recreation of gameplay or entire games. The ability for host device
108 to make adjustments to physical environment 201 to match virtual environ-
ment 202 (when differences in state emerge and priority is given to virtual envi-

ronment 202) can also be applied to re-creating past games or running of se-
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quences of play recorded or altogether fabricated and replayed as a progression
of events and actions occurring in virtual environment 202 and directly dupli-
cated in physical environment 201. In at least one embodiment, in the re-creation
of a recorded game scenario or during the course of a game played live, the ac-
tion can be accompanied by a commentator providing narration of the events.
For example, while the events are occurring in physical environment 201, the co-
ordinated sequences in virtual environment 202 can enable an automated com-
mentator to provide relevant information regarding the changing state of action

in gameplay (as well as color commentary).

Virtual Accessory

[0107]  As described above in connection with Fig. 1, agents 104 can take a
number of forms, whether under direct user control or that of an Al planner 305
or some combination thereof. In at least one embodiment, a virtual accessory 106
can be provided, to implement a digitally rendered element in physical space.
[0108] Referring now to Fig. 5, there is shown an example of a virtual acces-
sory 106 in the context of the invention embodied in a racing and shooting game.
In this case, virtual accessory 106 represents an actively aimed and fired gun tur-
ret 503. Similar to other agents in the game space, virtual accessory 106 main-
tains a presence in both the physical and virtual environments 201, 202. For the
physical presence, however, a host device provides the rendering of accessory
106. In Fig. b, the depiction of turret 503 is provided by a tablet 504 (such as an
iPad, although any other electronic device can be used), which displays gun tur-
ret 503 in the position and in the state corresponding to its presence 501 in virtual
environment 202.

[0109] In at least one embodiment, wherein agents are vehicles 104 operating
on drivable surface 601 printed on a medium, virtual accessory 106 may be inte-
grated into the gameplay through placement of tablet 504 at a designated posi-

tion and/or orientation marked on the medium. Alternatively, any arbitrary

placement may be permitted relative to the physical game space.
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[0110] In at least one embodiment, a tablet 504 equipped with a back-facing
camera can be used to host virtual accessory 106. During placement of tablet 504,
the camera can be switched on and recording video. As tablet 504 is positioned,
the shifting perspective of the physical game space provides input data from
which the tablet’s position and orientation relative to the other elements of the
game space can be deduced. This approach eliminates restriction on placement
of tablet 504 with respect to position and orientation.

[0111]  In at least one embodiment, the rendering of virtual accessory 106 can
be done against a background image of that portion of the printed media it over-
lays. This may be achieved by host device 108 providing an image of the covered
portion of the media directly to tablet 504 or by tablet 504 taking an image of the
footprint area beneath it during placement. In the latter case, this approach is
useful if the virtual accessory 106 is intended for placement beyond the game
space such as that defined by the geometric limits of a printed medium.

[0112] The function of a virtual accessory 106 in terms of its integration into
gameplay is similar to other agents 104. In the scenario depicted in Fig. 5, vehicle
representation 204 T passes near gun turret representation 501 in virtual envi-
ronment 102; correspondingly, physical vehicle 104T passes gun turret 503 ren-
dered on virtual accessory 106 (tablet 504) in physical environment 201. As vehi-
cle representation 204 T passes into the line of fire of gun turret representation
501, gun turret representation 501 discharges, resulting in an impact with vehicle
representation 204T. In at least one embodiment, if observed on a device display-
ing the gameplay in virtual environment 202, the full shot and impact are visible.
For observers watching the same action in physical environment 201, rendering
of discharge from the turret gun 503 may be limited to the screen of virtual acces-
sory 106, in this case tablet 504. In accordance with the parity maintained be-
tween the virtual and physical game environments 202, 201, however, the result
of vehicle 104T and vehicle representations 204 T being struck would be same,
with virtual vehicle representation 204T experiencing damage and, in this in-

stance, a loss of control leading to its veering off course. Corresponding vehicle
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104T in physical environment 201 may have the capacity to display the impact
through sounds, and/or by illuminating LEDs and/or other means. In addition,
vehicle’s 104T movement and behavior mirror the resulting loss of control as seen

in virtual environment 202.

[0113] The present invention has been described in particular detail with re-
spect to possible embodiments. Those of skill in the art will appreciate that the
invention may be practiced in other embodiments. First, the particular naming of
the components, capitalization of terms, the attributes, data structures, or any
other programming or structural aspect is not mandatory or significant, and the
mechanisms that implement the invention or its features may have different
names, formats, or protocols. Further, the system may be implemented via a
combination of hardware and software, as described, or entirely in hardware
elements, or entirely in software elements. Also, the particular division of func-
tionality between the various system components described herein is merely ex-
emplary, and not mandatory; functions performed by a single system component
may instead be performed by multiple components, and functions performed by
multiple components may instead be performed by a single component.

[0114]  In various embodiments, the present invention can be implemented as
a system or a method for performing the above-described techniques, either sin-
gly or in any combination. In another embodiment, the present invention can be
implemented as a computer program product comprising a nontransitory com-
puter-readable storage medium and computer program code, encoded on the
medium, for causing a processor in a computing device or other electronic device
to perform the above-described techniques.

[0115] Reference in the specification to “one embodiment” or to “an embodi-
ment” means that a particular feature, structure, or characteristic described in
connection with the embodiments is included in at least one embodiment of the

invention. The appearances of the phrase “in at least one embodiment™ in various
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places in the specification are not necessarily all referring to the same embodi-
ment.

[0116] Some portions of the above are presented in terms of algorithms and
symbolic representations of operations on data bits within a memory of a com-
puting device. These algorithmic descriptions and representations are the means
used by those skilled in the data processing arts to most etfectively convey the
substance of their work to others skilled in the art. An algorithm is here, and
generally, conceived to be a self-consistent sequence of steps (instructions) lead-
ing to a desired result. The steps are those requiring physical manipulations of
physical quantities. Usually, though not necessarily, these quantities take the
form of electrical, magnetic or optical signals capable of being stored, transferred,
combined, compared and otherwise manipulated. Itis convenient at times, prin-
cipally for reasons of common usage, to refer to these signals as bits, values, ele-
ments, symbols, characters, terms, numbers, or the like. Furthermore, it is also
convenient at times, to refer to certain arrangements of steps requiring physical
manipulations of physical quantities as modules or code devices, without loss of
generality.

[0117] It should be borne in mind, however, that all of these and similar terms
are to be associated with the appropriate physical quantities and are merely con-
venient labels applied to these quantities. Unless specifically stated otherwise as
apparent from the following discussion, it is appreciated that throughout the de-
scription, discussions utilizing terms such as “processing” or “computing” or
“calculating” or “displaying” or “determining” or the like, refer to the action and
processes of a computer system, or similar electronic computing module and/or
device, that manipulates and transtforms data represented as physical (electronic)
quantities within the computer system memories or registers or other such in-
formation storage, transmission or display devices.

[0118]  Certain aspects of the present invention include process steps and in-
structions described herein in the form of an algorithm. It should be noted that

the process steps and instructions of the present invention can be embodied in
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software, firmware and/or hardware, and when embodied in software, can be
downloaded to reside on and be operated from ditferent platforms used by a va-
riety of operating systems.

[0119] The present invention also relates to an apparatus for performing the
operations herein. This apparatus may be specially constructed for the required
purposes, or it may comprise a general-purpose computing device selectively ac-
tivated or reconfigured by a computer program stored in the computing device.
Such a computer program may be stored in a computer readable storage me-
dium, such as, but is not limited to, any type of disk including floppy disks, opti-
cal disks, CD-ROMs, magnetic-optical disks, read-only memories (ROMs), ran-
dom access memories (RAMs), EPROMs, EEPROMs, tlash memory, solid state
drives, magnetic or optical cards, application specific integrated circuits (ASICs),
or any type of media suitable for storing electronic instructions, and each coupled
to a computer system bus. Further, the computing devices referred to herein may
include a single processor or may be architectures employing multiple processor
designs for increased computing capability.

[0120] The algorithms and displays presented herein are not inherently re-
lated to any particular computing device, virtualized system, or other apparatus.
Various general-purpose systems may also be used with programs in accordance
with the teachings herein, or it may prove convenient to construct more special-
ized apparatus to perform the required method steps. The required structure for
a variety of these systems will be apparent from the description provided herein.
In addition, the present invention is not described with reference to any particu-
lar programming language. It will be appreciated that a variety of programming
languages may be used to implement the teachings of the present invention as
described herein, and any references above to specific languages are provided for
disclosure of enablement and best mode of the present invention.

[0121]  Accordingly, in various embodiments, the present invention can be
implemented as software, hardware, and/ or other elements for controlling a

computer system, computing device, or other electronic device, or any combina-
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tion or plurality thereof. Such an electronic device can include, for example, a
processor, an input device (such as a keyboard, mouse, touchpad, trackpad, joy-
stick, trackball, microphone, and/or any combination thereof), an output device
(such as a screen, speaker, and/or the like), memory, long-term storage (such as
magnetic storage, optical storage, and/ or the like), and/or network connectivity,
according to techniques that are well known in the art. Such an electronic device
may be portable or nonportable. Examples of electronic devices that may be used
for implementing the invention include: a mobile phone, personal digital assis-
tant, smartphone, kiosk, server computer, enterprise computing device, desktop
computer, laptop computer, tablet computer, consumer electronic device, televi-
sion, set-top box, or the like. An electronic device for implementing the present
invention may use any operating system such as, for example: Linux; Microsoft
Windows, available from Microsoft Corporation of Redmond, Washington; Mac
OS X, available from Apple Inc. of Cupertino, California; iOS, available from Ap-
ple Inc. of Cupertino, California; and/or any other operating system that is
adapted for use on the device.

[0122] While the invention has been described with respect to a limited num-
ber of embodiments, those skilled in the art, having benefit of the above descrip-
tion, will appreciate that other embodiments may be devised which do not de-
part from the scope of the present invention as described herein. In addition, it
should be noted that the language used in the specitfication has been principally
selected for readability and instructional purposes, and may not have been se-
lected to delineate or circumscribe the inventive subject matter. Accordingly, the
disclosure of the present invention is intended to be illustrative, but not limiting,

of the scope of the invention, which is set forth in the claims.
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What is claimed is:

1. A system comprising:
a plurality of physical agents, the physical agents being configured for

interaction with one another, each physical agent configured to:

receive signals;
perform actions in a physical environment in response to the received

signals; and
transmit signals indicative of the physical agent's state in the physical

environment;
at least one controller, configured to receive user input for controlling at least

one of the physical agents, and further configured to transmit signals for
controlling at least one of the physical agents; and

a host device, configured to:
receive signals indicative of the physical state of the physical agents;

transmit signals specifying actions to be taken by the physical agents;
store virtual representations of the physical agents, the virtual

representations of the physical agents being configured for interaction with

one another; and
maintain substantial parity between the physical states of the physical

agents and the states of the corresponding stored virtual representations of

the physical agents;

wherein maintaining substantial parity between the physical states of
the physical agents and the states of the corresponding stored virtual

representations of the physical agents comprises:
determining whether there is disparity between the physical

states of the physical agents and the states of the corresponding

stored virtual representations of the physical agents; and
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responsive to a disparity, automatically reducing the disparity
by performing at least one selected from the group consisting of:
transmitting a signal to at least one physical agent to
change the physical state of the at least one physical agent to
reduce the disparity; and
modifying at least one stored virtual representation of a

physical agent to reduce the disparity.

2. The system of claim 1, wherein:
modifying at least one stored virtual representation of a physical agent to

reduce the disparity comprises:
adjusting the states of the stored virtual representations based on
received signals indicative of the physical states of the physical agents; and
adjusting the states of the stored virtual representations based on
interactions among the virtual representations; and
transmitting a signal to at least one physical agent to change the physical
state of the at least one physical agent to reduce the disparity comprises:
transmitting signals to cause the physical agents to change their physical

states to comport with the states of the stored virtual representations.

3. The system of claim 2, wherein, for two physical agents having similar physical
characteristics, the virtual representations of the two physical agents have at least

one characteristic that differs substantially from one another;

and wherein the interaction between the virtual representations of the

physical agents reflects the substantial difference in the at least one

characteristic.

4. The system of claim 2, wherein, for two physical agents having similar mass, the

virtual representations of the two physical agents have mass that differs

substantially from one another;
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and wherein the interaction between the virtual representations of the

physical agents reflects the substantial difference in mass.

5. The system of claim 1, wherein automatically reducing the disparity comprises:
adjusting the states of the stored virtual representations based on
interactions among the virtual representations; and
transmitting signals to cause the physical agents to change their physical

states to comport with the states of the stored virtual representations.

6. The system of claim 5, wherein, for two physical agents having similar physical
characteristics, the virtual representations of the two physical agents have at least
one characteristic that differs substantially from one another; and

wherein the interaction between the virtual representations of the physical

agents reflects the substantial difference in the at least one characteristic.

/. The system of claim 1, wherein automatically reducing the disparity comprises:
adjusting the states of the stored virtual representations based on received

sighals indicative of the physical states of the physical agents.

8. The system of claim 1, wherein the physical agents comprise mobile agents,

wherein each mobile agent comprises:

a propulsion mechanism, configured to impart motive force to the mobile
agent;

a sensor, configured to detect a position of the mobile agent;

a mobile wireless transceiver, and a microcontroller operatively coupled to
the propulsion mechanism, the sensor, and the mobile wireless transceiver, the

microcontroller configured to control movement of the mobile agent.

9. The system of claim 8, further comprising:
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a drivable surface having a plurality of machine-readable codes indicating

locations on the surface;
wherein the mobile agents comprise vehicles configured to travel along the
drivable surface, and wherein the sensor of each mobile agent detecting a

position of the mobile agent comprises the sensor detecting the machine-

readable codes as the vehicle travels along the surface.

10. The system of claim 1, wherein the host device comprises a wireless
transceiver, and wherein:
the host device receiving signals comprises the wireless transceiver receiving
signals; and
the host device transmitting signals comprises the wireless transceiver

transmitting signals.

11. The system of claim 1, wherein each controller comprises at least one selected
from the group consisting of:

a mobile computing device;

a smartphone;

a tablet computer;

a desktop computer;

a laptop computer;

a video game console; and

a kiosk:

and wherein the host device comprises at least one selected from the group

consisting of:

a mobile computing device;

a smartphone;

a tablet computer;

a desktop computer;
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a laptop computer;
a video game console; and

a kiosk.

12. The system of claim 1, further comprising:

13.

14.

an accessory, positionable within the physical environment;

wherein the host device stores a virtual representation of the accessory, and
wherein the accessory is configured for affecting a state of the virtual
representations of the physical agents;

and wherein, responsive to an interaction between the virtual representation
of a physical agent and the virtual representation of the accessory, the host
device transmits a signal to cause the physical agent to change its physical

state to reflect the result of the interaction.

The system of claim 1, further comprising:

a mobile computing device, positionable within the physical environment and
configured to display a dynamic representation of an accessory agent;

wherein the host device stores a virtual representation of the accessory
agent, and wherein the virtual representation of the accessory agent is
configured for interaction with virtual representations of the physical agents;

and wherein, responsive to an interaction between the virtual representation

of the accessory agent and the virtual representation of a physical agent, the
host device transmits a signal to cause the physical agent to change its physical

state to reflect the result of the interaction.

The system of claim 13, wherein at least one controller is configured to receive

user input for controlling the accessory agent, and further configured to transmit

signals for controlling the accessory agent;

- 46 -

CA 2882099 2017-07-20



and wherein the host device adjusts the state of the stored virtual
representation of the accessory agent responsive to receiving a signal for

controlling the accessory agent.

15. The system of claim 14, wherein the accessory agent comprises a weapon, and
wherein the virtual representation of the accessory agent is configured for firing

upon a virtual representation of a physical agent.

16. The system of claim 1, wherein the virtual representation of at [east one
physical agent comprises a weapon, and wherein the virtual representation of the
physical agent is configured for firing upon a virtual representation of another
physical agent;
and wherein, responsive to a virtual representation of an agent being fired
upon:
the host device causes the virtual representation to react as though fired
upon; and
the host device transmits a signal to cause the corresponding physical agent

to change its physical state to react as though fired upon.

17. The system of claim 1, wherein at least two controllers are configured to control

a common physical agent.

18. The system of claim 1, further comprising:

an automated computing system, configured to control at least one of the

physical agents in an automated manner;,

wherein at least one of the physical agents is configured to receive signals
from the automated computing system and to perform actions in the physical

environment in response to the received signals, the physical agent being
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configured for interaction with at least one physical agent not controlled by the

automated computing system.

19. The system of claim 1, wherein the at [east one controller transmitting signals
for controlling at least one of the physical agents comprises the at least one

controller transmitting signals over the Internet.

20. The system of claim 1, further comprising:
at least one display device, configured to receive signals from the host device
indicating the state of the virtual representations of the physical agents, and
further configured to display a dynamic representation of the physical agents

based on the received signals.

21. The system of claim 1, wherein:
determining whether there is disparity comprises receiving a signal from the
physical agent, the signal indicating a position of the physical agent; and
automatically reducing the disparity comprises adjusting a position of a
stored virtual representation of the physical agent to comport with the indicated

position of the physical agent.

22. A method for using mobile computing devices to control physical agents within
a robotic system, the physical agents being configured for interaction with one
another, the method comprising, at a host device, performing the steps of:
receiving signals indicative of the physical state of the physical agents in a
physical environment;
transmitting signals specifying physical actions to be taken by the physical

agents in the physical environment;
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storing virtual representations of the physical agents, the virtual

representations of the physical agents being configured for interaction with one

another: and
maintaining substantial parity between the physical states of the physical

agents and the states of the corresponding stored virtual representations of the

physical agents;

wherein the physical agents are further configured to perform physical actions
In response to signals received from mobile computing devices acting as user-
operated controllers; and

wherein maintaining substantial parity between the physical states of the

physical agents and the states of the corresponding stored virtual representations

of the physical agents comprises:
determining whether there is disparity between the physical states of the

physical agents and the states of the corresponding stored virtual

representations of the physical agents; and

responsive to a disparity, automatically reducing the disparity by performing
at least one selected from the group consisting of:
transmitting a signal to at least one physical agent to change the physical
state of the at least one physical agent to reduce the disparity; and

modifying at least one stored virtual representation of a physical agent to

reduce the disparity.

23. The method of claim 22, wherein:
modifying at least one stored virtual representation of a physical agent to

reduce the disparity comprises:
adjusting the state of the stored virtual representations based on received

signals indicative of the physical state of the physical agents; and
adjusting the state of the stored virtual representations based on

interactions among the virtual representations; and
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transmitting a signal to at least one physical agent to change the physical
state of the at least one physical agent to reduce the disparity comprises:
transmitting signals to cause the physical agents to change their

physical state to comport with the state of the stored virtual representations.

24. The method of claim 20 or claim 21, wherein automatically reducing the
disparity comprises:
adjusting the state of the stored virtual representations based on interactions
among the virtual representations; and
transmitting signals to cause the physical agents to change their physical

state to comport with the state of the stored virtual representations.

25. The method of claim 22, wherein automatically reducing the disparity
comprises:
adjusting the state of the stored virtual representations based on received

sighals indicative of the physical state of the physical agents.

26. A computer program product for using mobile computing devices to control
physical agents within a robotic system, the physical agents being configured for
interaction with one another, the computer program product comprising:

a hon-transitory computer-readable storage medium; and

computer program code, encoded on the medium, configured to cause at
least one processor at a host device to perform the steps of:

receiving signals indicative of the physical state of the physical agents in a
physical environment;

transmitting signals specifying physical actions to be taken by the physical

agents in the physical environment;
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storing virtual representations of the physical agents, the virtual
representations of the physical agents being configured for interaction with one
another; and
maintaining substantial parity between the physical states of the physical
agents and the states of the corresponding stored virtual representations of the
physical agents;
wherein the physical agents are further configured to perform physical
actions in response to signals received from mobile computing devices acting
as user-operated controllers; and
wherein the computer program code configured to maintain substantial
parity between the physical states of the physical agents and the states of
the corresponding stored virtual representations of the physical agents
comprises computer program code configured to perform the steps of:
determining whether there is disparity between the physical states of
the physical agents and the states of the corresponding stored virtual
representations of the physical agents; and
responsive to a disparity, automatically reducing the disparity by
performing at least one selected from the group consisting of:
transmitting a signal to at least one physical agent to change the
physical state of the at least one physical agent to reduce the
disparity; and
modifying at least one stored virtual representation of a physical

agent to reduce the disparity.

27. The computer program product of claim 26, wherein:
the computer program code configured to cause at least one processor to

modify at least one stored virtual representation of a physical agent to reduce the
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disparity comprises computer program code configured to cause at least one
processor to perform the steps of:
adjusting the state of the stored virtual representations based on received
signals indicative of the physical state of the physical agents; and
adjusting the state of the stored virtual representations based on
interactions among the virtual representations; and
the computer program code configured to transmit a signal to at least one
physical agent to change the physical state of the at least one physical agent to
reduce the disparity comprises computer program code configured to:
transmit signals to cause the physical agents to change their physical

state to comport with the state of the stored virtual representations.

28. The computer program product of claim 26, wherein the computer program
code configured to cause at least one processor to automatically reduce the
disparity comprises computer program code configured to cause at |least one
processor to perform the step of:
adjusting the state of the stored virtual representations based on interactions
among the virtual representations; and
transmitting signals to cause the physical agents to change their physical

state to comport with the state of the stored virtual representations.

29. The computer program product of claim 26, wherein the computer program
code configured to cause at least one processor automatically reduce the disparity
comprises computer program code configured to cause at least one processor to
perform the step of:

adjusting the state of the stored virtual representations based on received

signals indicative of the physical state of the physical agents.
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