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(57) Abstract: A processing device includes a plurality of non-volatile logic
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CONFIGURATION BIT SEQUENCING CONTROL OF NONVOLATILE DOMAIN AND
ARRAY WAKEUP AND BACKUP

[0001] This generally relates to nonvolatile memory cells and their use in a system, and
in particular, in combination with logic arrays to provide nonvolatile logic modules.
BACKGROUND
[0002] Many portable electronic devices such as cellular phones, digital
cameras/camcorders, personal digital assistants, laptop computers and video games operate on
batteries. During periods of inactivity the device may not perform processing operations and may
be placed in a power-down or standby power mode to conserve power. Power provided to a
portion of the logic within the electronic device may be turned off in a low power standby power
mode. However, presence of leakage current during the standby power mode represents a
challenge for designing portable, battery operated devices. Data retention circuits such as flip-
flops and/or latches within the device may be used to store state information for later use prior to
the device entering the standby power mode. The data retention latch, which may also be
referred to as a shadow latch or a balloon latch, is typically powered by a separate 'always on'
power supply.
[0003] A known technique for reducing leakage current during periods of inactivity
utilizes multi-threshold CMOS (MTCMOS) technology to implement the shadow latch. In this
approach, the shadow latch utilizes thick gate oxide transistors and/or high threshold voltage (V)
transistors to reduce the leakage current in standby power mode. The shadow latch is typically
detached from the rest of the circuit during normal operation (e.g., during an active power mode)
to maintain system performance. To retain data in a "master-slave’ flip-flop topology, a third
latch, e.g., the shadow latch, may be added to the master latch and the slave latch for the data
retention. In other cases, the slave latch may be configured to operate as the retention latch
during low power operation. However, some power is still required to retain the saved state. For
example, see US Patent 7,639,056, "Ultra Low Area Overhead Retention Flip-Flop for Power-

Down Applications", which is incorporated by reference herein.
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[0004] System on Chip (SoC) is a concept that has been around for a long time; the basic
approach is to integrate more and more functionality into a given device. This integration can
take the form of either hardware or solution software. Performance gains are traditionally
achieved by increased clock rates and more advanced process nodes. Many SoC designs pair a
microprocessor core, or multiple cores, with various peripheral devices and memory circuits.
[0005] Energy harvesting, also known as power harvesting or energy scavenging, is the
process by which energy is derived from external sources, captured, and stored for small,
wireless autonomous devices, such as those used in wearable clectronics and wireless sensor
networks. Harvested energy may be derived from various sources, such as: solar power, thermal
energy, wind energy, salinity gradients, and kinetic energy, etc. However, typical energy
harvesters provide a very small amount of power for low-energy electronics. The energy source
for energy harvesters is present as ambient background and is available for use. For example,
temperature gradients exist from the operation of a combustion engine, and in urban areas, there
is a large amount of electromagnetic energy in the environment because of radio and television
broadcasting, etc.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] FIG. 1 is a functional block diagram of a portion of an example system on chip

(SoC) as configured in accordance with various embodiments of the invention;

[0007] FIG. 2 is a more detailed block diagram of one flip-flop cloud used in the SoC of
FIG. 1;

[0008] FIG. 3 is a plot illustrating polarization hysteresis exhibited by a ferroelectric
capacitor;

[0009] FIGS. 4-7 are schematic and timing diagrams illustrating an example ferroelectric

nonvolatile bit cell as configured in accordance with various embodiments of the invention;
[0010] FIGS. 8-9 are schematic and timing diagrams illustrating another example

ferroelectric nonvolatile bit cell as configured in accordance with various embodiments of the

invention;

[0011] FIG. 10 is a block diagram illustrating an example NVL array used in the SoC of
FIG. 1;

[0012] FIGS. 11A and 11B are more detailed schematics of input/output circuits used in

the NVL array of FIG. 10;
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[0013] FIG. 12A is a timing diagram illustrating an example offset voltage test during a
read cycle as configured in accordance with various embodiments of the invention;

[0014] FIG. 12B illustrates a histogram generated during an example sweep of offset
voltage as configured in accordance with various embodiments of the invention;

[0015] FIG. 13 is a schematic illustrating parity generation in the NVL array of FIG. 10;
[0016] FIG. 14 is a block diagram illustrating example power domains within an NVL
array as configured in accordance with various embodiments of the invention;

[0017] FIG. 15 is a schematic of an example level converter for use in the NVL array as
configured in accordance with various embodiments of the invention;

[0018] FIG. 16 is a timing diagram illustrating an example operation of level shifting
using a sense amp within a ferroelectric bitcell as configured in accordance with various
embodiments of the invention,;

[0019] FIG. 17 is a block diagram of an example power detection arrangement as
configured in accordance with various embodiments of the invention;

[0020] FIG. 18 is a functional block diagram of a portion of an example system on chip
(SoC) and flip flop design with more than one NVL array per flip flop cloud as configured in
accordance with various embodiments of the invention;

[0021] FIG. 19 is a flow chart illustrating an example operation of a processing device
exercising wakeup and backup sequencing control as configured in accordance with various
embodiments of the invention,;

[0022] FIG. 20 is a flow chart illustrating another example operation of a processing
device exercising wakeup and backup sequencing control as configured in accordance with
various embodiments of the invention; and

[0023] FIG. 21 is a block diagram of another example SoC that includes NVL arrays as
configured in accordance with various embodiments of the invention.

DETAILED DESCRIPTION OF EXAMPLE EMBODIMENTS

[0024] While prior art systems made use of retention latches to retain the state of flip-
flops in logic modules during low power operation, some power is still required to retain state.
In contrast, nonvolatile elements can retain the state of flip flops in logic module while power is
completely removed. Such logic elements will be referred to herein as Non-Volatile Logic

(NVL). A micro-control unit (MCU) implemented with NVL within an SoC (system on a chip)
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may have the ability to stop, power down, and power up with no loss in functionality. A system
reset/reboot is not required to resume operation after power has been completely removed. This
capability is ideal for emerging energy harvesting applications, such as Near Field
Communication (NFC), radio frequency identification (RFID) applications, and embedded
control and monitoring systems, for example, where the time and power cost of the reset/reboot
process can consume much of the available energy, leaving little or no energy for useful
computation, sensing, or control functions. Though this description discusses an SOC containing
a programmable MCU for sequencing the SOC state machines, one of ordinary skill in the art
can see that NVL can be applied to state machines hard coded into ordinary logic gates or ROM,
PLA, or PLD based control systems.

[0025] In one approach, an SoC includes one or more blocks of nonvolatile logic. For
example, a non-volatile logic (NVL) based SoC may back up its working state (all flip-flops)
upon receiving a power interrupt, have zero leakage in sleep mode, and need less than 400ns to
restore the system state upon power-up.

[0026] Without NVL, a chip would either have to keep all flip-flops powered in at least a
low power retention state that requires a continual power source even in standby mode or waste
energy and time rebooting after power-up. For energy harvesting applications, NVL is useful
because there is no constant power source required to preserve the state of flip-flops (FFs), and
even when the intermittent power source is available, boot-up code alone may consume all the
harvested energy. For handheld devices with limited cooling and battery capacity, zero-leakage
IC’s (integrated circuits) with “instant-on” capability are ideal.

[0027] Ferroelectric random access memory (FRAM) is a non-volatile memory
technology with similar behavior to DRAM (dynamic random access memory). Each individual
bit can be accessed, but unlike EEPROM (electrically erasable programmable read only
memory) or Flash, FRAM does not require a special sequence to write data nor does it require a
charge pump to achieve required higher programming voltages. Each ferroelectric memory cell
contains one or more ferroelectric capacitors (FeCap). Individual ferroelectric capacitors may be
used as non-volatile elements in the NVL circuits described herein.

[0028] FIG. 1 is a functional block diagram illustrating a portion of a computing device,
in this case, an example system on chip (SoC) 100 providing non-volatile logic based computing

features. While the term SoC is used herein to refer to an integrated circuit that contains one or
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more system eclements, the teachings of this disclosure can be applied to various types of
integrated circuits that contain functional logic modules such as latches, integrated clock gating
cells, and flip-flop circuit elements (FF) that provide non-volatile state retention. Embedding
non-volatile storage elements outside the controlled environment of a large array presents
reliability and fabrication challenges. An NVL bitcell based NVL array is typically designed for
maximum read signal margin and in-situ margin testability as is needed for any NV-memory
technology. However, adding testability features to individual NVL FFs may be prohibitive in
terms of area overhead.

[0029] To amortize the test feature costs and improve manufacturability, and with
reference to the example of FIGS. 1 and 2, a plurality of non-volatile logic element arrays or
NVL arrays 110 are disposed with a plurality of volatile storage elements 220. At least one non-
volatile logic controller 106 configured to control the plurality of NVL arrays 110 to store a
machine state represented by the plurality of volatile storage elements 220 and to read out a
stored machine state from the plurality of NVL arrays 110 to the plurality of volatile storage
elements 220. For instance, the at least one non-volatile logic controller 106 is configured to
generate a control sequence for saving the machine state to or retrieving the machine state from
the plurality of NVL arrays 110. A multiplexer 212 is connected to variably connect individual
ones of the volatile storage elements 220 to one or more corresponding individual ones of the
NVL arrays 110.

[0030] In the illustrated example, the computing device apparatus is arranged on a single
chip, here an SoC 100 implemented using 256b mini-arrays 110, which will be referred to herein
as NVL arrays, of FeCap (ferroelectric capacitor) based bitcells dispersed throughout the logic
cloud to save state of the various flip flops 120 when power is removed. Each cloud 102-104 of
FFs 120 includes an associated NVL array 110. Such dispersal results in individual ones of the
NVL arrays 110 being arranged physically closely to and connected to receive data from
corresponding individual ones of the volatile storage elements 220. A central NVL controller
106 controls all the arrays and their communication with FFs 120. While three FF clouds 102-
104 are illustrated here, SoC 100 may have additional, or fewer, FF clouds all controlled by NVL
controller 106. The SOC 100 can be partitioned into more than one NVL domain in which there
is a dedicated NVL controller for managing the NVL arrays 110 and FFs 120 in each of the
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separate NVL domains. The existing NVL array embodiment uses 256 bit mini-arrays, but the
arrays may have a greater or lesser number of bits as needed.

[0031] SoC 100 is implemented using modified retention flip flops 120 including
circuitry configured to enable write back of data from individual ones of the plurality of non-
volatile logic element arrays to the individual ones of the plurality of flip flop circuits. There are
various known ways to implement a retention flip flop. For example, a data input may be
latched by a first latch. A second latch coupled to the first latch may receive the data input for
retention while the first latch is inoperative in a standby power mode. The first latch receives
power from a first power line that is switched off during the standby power mode. The second
latch receives power from a second power line that remains on during the standby mode. A
controller receives a clock input and a retention signal and provides a clock output to the first
latch and the second latch. A change in the retention signal is indicative of a transition to the
standby power mode. The controller continues to hold the clock output at a predefined voltage
level and the second latch continues to receive power from the second power line in the standby
power mode, thereby retaining the data input Such a retention latch is described in more detail in
US Patent 7,639,056, "Ultra Low Area Overhead Retention Flip-Flop for Power-Down
Applications".

[0032] FIG. 2 illustrates an example retention flop architecture that does not require that
the clock be held in a particular state during retention. In such a "clock free" NVL flop design,
the clock value is a “don’t care” during retention.

[0033] In SoC 100, modified retention FFs 120 include simple input and control
modifications to allow the state of each FF to be saved in an associated FeCap bit cell in NVL
array 110, for example, when the system is being transitioned to a power off state. When the
system is restored, then the saved state is transferred from NVL array 110 back to each FF 120.
Power savings and data integrity can be improved through implementation of particular power
configurations. In one such approach, individual retention flip flop circuits include a primary
logic circuit portion (master stage or latch) powered by a first power domain (such as VDDL in
the below described example) and a slave stage circuit portion powered by a second power
domain (such as VDDR in the below described example). In this approach, the first power
domain is configured to be powered down and the second power domain is active during write

back of data from the plurality of NVL arrays to the plurality of volatile storage elements. The
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plurality of non-volatile logic elements are configured to be powered by a third power domain
(such as VDDN in the below described example) that is configured to be powered down during
regular operation of the computing device apparatus.

[0034] With this configuration, a plurality of power domains can be implemented that are
independently powered up or powered down in a manner that can be specifically designed to fit a
given implementation. Thus, in another aspect, the computing apparatus includes a first power
domain configured to supply power to switched logic eclements of the computing device
apparatus and a second power domain configured to supply power to logic elements configured
to control signals for storing data to or reading data from the plurality of non-volatile logic
element arrays. Where the plurality of volatile storage elements comprise retention flip flops, the
second power domain is configured to provide power to a slave stage of individual ones of the
retention flip flops. A third power domain supplies power for the plurality of non-volatile logic
element arrays. In addition to the power domains, NVL arrays can be defined as domains
relating to particular functions. For example, a first set of at least one of the plurality of non-
volatile logic element arrays can be associated with a first function of the computing device
apparatus and a second set of at least one of the plurality of non-volatile logic element arrays can
be associated with a second function of the computing device apparatus. Operation of the first
set of at least one of the plurality of non-volatile logic element arrays is independent of operation
of the second set of at least one of the plurality of non-volatile logic element arrays. So
configured, flexibility in the control and handling of the separate NVL array domains or sets
allows more granulated control of the computing device’s overall function.

[0035] This more specific control can be applied to the power domains as well. In one
example, the first power domain is divided into a first portion configured to supply power to
switched logic elements associated with the first function and a second portion configured to
supply power to switched logic elements associated with the second function. The first portion
and the second portion of the first power domain are individually configured to be powered up or
down independently of other portions of the first power domain. Similarly, the third power
domain can be divided into a first portion configured to supply power to non-volatile logic
clement arrays associated with the first function and a second portion configured to supply power

to non-volatile logic element arrays associated with the second function. As with the first power
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domain, the first portion and the second portion of the third power domain are individually
configured to be powered up or down independently of other portions of the third power domain.
[0036] So configured, if individual functions are not used for a given device, flip flops
and NVL arrays associated with the unused functions can be respectively powered down and
operated separately from the other flip flops and NVL arrays. Such flexibility in power and
operation management allows one to tailor the functionality of a computing device with respect
to power usage and function. This can be further illustrated in the following example design
having a CPU, three SPI interfaces, three UART interfaces, three 12C interfaces, and only one
logic power domain (VDDL). The logic power domain is distinguished from the retention or
NVL power domains (VDDR and VDDN respectively), although these teachings can be applied
to those power domains as well. Although this example device has only one logic power
domain, a given application for the device might only use one of the three SPI units, one of the
three UARTSs and one of the three 12C peripherals. To allow applications to optimize the NVL
application wake-up and sleep times and energy costs, the VDDL power domain can be
partitioned into 10 separate NVL domains (one CPU, three SPI, three UART, three 12C totalling
10 NVL domains), each of which can be enabled/disabled independently of the others. So, the
customer could enable NVL capability for the CPU, one SPI, one UART, and one 12C for their
specific application while disabling the others. In addition, this partitioning also allows flexibility
in time as well as energy and the different NVL domains can save and restore state at different
points in time.

[0037] To add further flexibility, NVL domains can overlap with power domains.
Referring to the above example, four power domains can be defined: one each for CPU, SPI,
UART, and I2C (each peripheral power domain has three functional units) while defining three
NVL domains within each peripheral domain and one for the CPU (total of 10 NVL domains
again). In this case, individual power domains turn on or off in addition to controlling the NVL
domains inside each power domain for added flexibility in power savings and wakeup/sleep
timing.

[0038] Moreover, individual ones of the first power domain, the second power domain,
and the third power domain are configured to be powered down or up independently of other
ones of the first power domain, the second power domain, and the third power domain. For

instance, integral power gates can be configured to be controlled to power down the individual
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ones of the first power domain, the second power domain, and the third power domain. As
described in table 1 below, the third power domain is configured to be powered down during
regular operation of the computing device apparatus, and the second power domain is configured
to be powered down during a write back of data from the plurality of non-volatile logic element
arrays to the plurality of volatile storage elements. A fourth power domain can be configured to
supply power to real time clocks and wake-up interrupt logic.

[0039] Such approaches can be further understood in reference to the illustrated example
SoC 100 where NVL arrays 110 and controller 106 are operated on an NVL power domain
referred to as VDDN and are switched off during regular operation. All logic, memory blocks
107 such as ROM (read only memory) and SRAM (static random access memory), and master
stage of FFs are on a logic power domain referred to as VDDL. FRAM (ferroelectric random
access memory) arrays are directly connected to a dedicated global supply rail (VDDZ)
maintained at a higher fixed voltage needed for FRAM (i.e., VDDL <= VDDZ, where VDDZ is
a fixed supply and VDDL can be varied as long as VDDL remains at a lower potential than
VDDZ). Note that FRAM arrays as shown in 103 typically contain integrated power switches
that allow the FRAM arrays to be powered down as needed, though it can easily be seen that
FRAM arrays without internal power switches can be utilized in conjunction with power
switches that are external to the FRAM array. The slave stages of retention FFs are on a retention
power domain referred to as the VDDR domain to enable regular retention in a stand-by mode of
operation. Table 1 summarizes power domain operation during normal operation, system backup
to NVL arrays, sleep mode, system restoration from NVL arrays, and back to normal operation.
Table 1 also specifies domains used during a standby idle mode that may be initiated under
control of system software in order to enter a reduced power state using the volatile retention
function of the retention flip flops. A set of switches indicated at 108 are used to control the
various power domains. There may be multiple switches 108 that may be distributed throughout
SoC 100 and controlled by software executed by a processor on SoC 100 and/or by a hardware
controller (not shown) within SoC 100. There may be additional domains in addition to the three

illustrated here, as will be described later.
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SoC Mode Trigger Trigger source VDDL | VDDR | VDDN

Regular operation na na ON ON OFF

System backup to NVL | Power bad external ON ON ON

Sleep mode Backup NVL controller OFF OFF OFF
done

System restoration from Power external OFF ON ON
NVL good

Regular operation Restore NVL controller ON ON OFF
done

Standby retention mode idle System software OFF ON OFF

Table 1 - system power modes

[0040] State info could be saved in a large centralized FRAM array, but would require a
more time to enter sleep mode, longer wakeup time, excessive routing, and power costs caused
by the lack of parallel access to system FFs.

[0041] FIGS. 2 is a more detailed block diagram of one FF cloud 102 used in SoC 100.
In this embodiment, each FF cloud includes up to 248 flip flops and each NVL array is organized
as an 8 x 32 bit array, but one bit is used for parity in this embodiment. However, in other
embodiments, the number of flip flops and the organization of the NVL array may have a
different configuration, such as 4 x m, 16 x m, etc, where m is chosen to match the size of the FF
cloud. In some embodiments, all of the NVL arrays in the various clouds may be the same size,
while in other approaches there may be different size NVL arrays in the same SoC.

[0042] Block 220 is a more detailed schematic of each retention FF 120. Several of the
signals have an inverted version indicated by suffix "B" (referring to "bar"” or /), such as RET and
RETB, CLK and CLKB, ctc. Each retention FF includes a master latch 221 and a slave latch
222. Slave latch 222 is formed by inverter 223 and inverter 224. Inverter 224 includes a set of
transistors controlled by the retention signal (RET, RETB) that are used to retain the FF state
during low power sleep periods, during which power domain VDDR remains on while power
domain VDDL is turned off, as described above and in Table 1.

[0043] NVL array 110 is logically connected with the 248 FFs it serves in cloud 102.
Generally speaking, to enable data transfer from an NVL array to the FFs, individual FFs include
circuitry configured to enable write back of data from individual ones of the plurality of NVL
arrays 110. In the illustrated example, two additional ports are provided on the slave latch 222 of

cach FF as shown in block 220. A data input port (gate 225) is configured to insert data ND
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from one of the NVL arrays 110 to an associated volatile storage element 220. The data input
port is configured to insert the data ND by allowing passage of a stored data related signal from
the one of the NVL arrays to a slave stage of the associated flip flop circuit in response to
receiving an update signal NU from the at least one non-volatile logic controller 106 on a data
input enable port to trigger the data input port. Inverter 223 is configured to be disabled in
response to receiving the inverted NVL update signal NUZ to avoid an electrical conflict
between the tri-state inverter 223 and the NVL data port input tri-state inverter 225.

[0044] More specifically, in the illustrated example, the inv-inv feedback pair (223 and
224) form the latch itself. These inverters make a very stable configuration for holding the data
state and will fight any attempts to change the latch state unless at least one of the inverters is
disabled to prevent electrical conflict when trying to overwrite the current state with the next
state via one of the data ports. The illustrated NVL FF 220 includes two data ports that access
the slave latch 222 as compared to one data port for a regular flop. One port transfers data from
the master stage 221 to the slave stage 222 via the cmos pass gate controlled by the clock. When
using this port to update the slave state 221, the inverter 224 driving onto the output node of the
pass gate controlled by CLK is disabled to avoid an electrical conflict while the inverter 223 is
enabled to transfer the next state onto the opposite side of the latch so that both sides of the latch
have the next state in preparation for holding the data when clock goes low (for a posedge FF).
[0045] For the same reason, the inverter 223 is disabled when the ND data port is
activated by NU transitioning to the active high state to avoid an electrical conflict on the ND
port. The second inverter 224 is enabled to transfer the next state onto the opposite side of the
latch so that both sides of the latch have the next state to be latched when NU goes low. In this
example, the NU port does not in any way impact the other data port controlled by the clock. On
a dual port FF, having both ports active at the same time is an illegal control condition, and the
resulting port conflict means the resulting next state will be indeterminate. To avoid a port
conflict, the system holds the clock in the inactive state if the slave state is updated while in
functional mode. In retention mode, the RET signal along with supporting circuits inside the FF
are used to prevent electrical conflicts independent of the state of CLK while in retention mode
(see the inverter controlled by RETB in the master stage).

[0046] As illustrated these additional elements are disposed in the slave stage 222 of the

associated FF. The additional transistors, however, are not on the critical path of the FF and
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have only 1.8% and 6.9% impact on normal FF performance and power (simulation data) in this
particular implementation. When data from the NVL array is valid on the ND (NVL-Data) port,
the NU (NVL-Update) control input is pulsed high for a cycle to write to the FF. The thirty-one
bit data output of an NVL array fans out to ND ports of eight thirty-one bit FF groups.

[0047] To save flip-flop state, a multiplexer is configured to pass states from a plurality
of the individual ones of the plurality of volatile storage eclements 220 for essentially
simultaneous storage in an individual one of the plurality of NVL arrays 110. For instance, the
multiplexer may be configured to connect to N groups of M volatile storage elements of the
plurality of volatile storage elements per group and to an N by M size NVL array of the plurality
of NVL arrays. In this configuration, the multiplexer connects one of the N groups to the N by
M size NVL array to store data from the M volatile storage elements into a row of the N by M
size NVL array at one time. In the illustrated example, Q outputs of 248 FFs are connected to
the 31b parallel data input of NVL array 110 through a 31b wide 8-1 mux 212. To minimize FF
loading, the mux may be broken down into smaller muxes based on the layout of the FF cloud
and placed close to the FFs they serve. Again, the NVL controller synchronizes writing to the
NVL array, and the select signals MUX SEL <2:0> of 8-1 mux 212.

[0048] When the FFs are operating in a retention mode, a clock CLK of the computing
device is a “don’t care” such that it is irrelevant for the volatile storage elements with respect to
updating the slave stage state whenever the NU signal is active, whereby the non-volatile logic
controller is configured to control and effect storage of data from individual ones of the volatile
storage elements into individual ones of the non-volatile storage elements. In other words, the
clock CLK control is not needed during NVL data recovery during retention mode, but the clock
CLK should be controlled at the system level once the system state is restored, right before the
transition between retention mode and functional mode. In another approach, the NVL state can
be recovered to the volatile storage elements when the system is in a functional mode. In this
situation where the VDDL power is active, the clock CLK is held in the inactive state for the
volatile storage elements during the data restoration from the NVL array, whereby the non-
volatile logic controller is configured to control and effect transfer of data from individual ones
of the non-volatile storage elements into individual ones of the volatile storage elements. For
example, a system clock CLK is typically held low for positive edge FF based logic and held
high for negative edge FF based logic.
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[0049] Generally speaking, to move from regular operation into system backup mode, the
first step is to stop the system clock(s) in an inactive state to freeze the machine state to not
change while the backup is in progress. The clocks are held in the inactive state until backup is
complete. After backup is complete, all power domains are powered down and the state of the
clock becomes a don't care in sleep mode by definition.

[0050] When restoring the state from NVL arrays, the FF are placed in a retention state
(see Table 2 below) in which the clock continues to be a don't care as long as the RET signal is
active (clock can be a don't care by virtue of special transistors added to each retention FF and is
controlled by the RET signal). While restoring NVL state, the flops remain in retention mode so
clock remains a don't care. Once the NVL state is recovered, the state of the machine logic that
controls the state of the system clocks will also be restored to the state they were in at the time of
the state backup, which also means that for this example all the controls (including the volatile
storage clements or FF’s) that placed the system clock into inactive states have now been
restored such that the system clocks will remain in the inactive state upon completion of NVL
data recovery. Now the RET signal can be deactivated, and the system will sit quiescent with
clocks deactivated until the NVL controller signals to the power management controller that the
restoration is complete, in response to which the power management controller will enable the
clocks again.

[0051] To restore flip-flop state during restoration, NVL controller 106 reads an NVL
row in NVL array 110 and then pulses the NU signal for the appropriate flip-flop group. During
system restore, retention signal RET is held high and the slave latch is written from ND with
power domain VDDL unpowered; at this point the state of the system clock CLK is a don't care.
FF’s are placed in the retention state with VDDL = 0V and VDDR = VDD in order to suppress
excess power consumption related to spurious data switching that occurs as each group of 31
FF’s is updated during NVL array read operations. Suitably modified non-retention flops can be
used in NVL based SOC’s at the expense of higher power consumption during NVL data
recovery operations.

[0052] System clock CLK should start from low once VDDL comes up and thereafter
normal synchronous operation continues with updated information in the FFs. Data transfer
between the NVL arrays and their respective FFs can be done in serial or parallel or any

combination thereof to tradeoff peak current and backup/restore time. Because a direct access is
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provided to FFs controlled by at least one non-volatile logic controller that is separate from a
central processing unit for the computing device apparatus, intervention from a microcontroller

processing unit (CPU) is not required for NVL operations; therefore the implementation is

SoC/CPU architecture agnostic. Table 2 summarizes operation of the NVL flip flops.

mode Clock(CLK) Retention NVL update Value saved
(RET) (NU)
Regular Pulsed 0 0 From D input
operation
retention X 1 0 Q value
NVL system 0 0 0 From Q output
backup
NVL system X 1 pulsed NVL cell bit data
restore (ND)
Table 2 - NVL Flip Flop truth table
[0053] Because the at least one non-volatile logic controller is configured to variably

control data transfer to or reading from the plurality of non-volatile arrays in parallel,
sequentially, or in any combination thercof based on input signals, system designers have
additional options with respect to tailoring system operation specifications to particular needs.
For instance, because no computation can occur on an MCU SOC during the time the system
enters a low power system state or to wakeup from a low power state, minimizing the wakeup or
go to sleep time is advantageous. On the other hand, non-volatile state retention is power
intensive because significant energy is needed to save and restore state to or from non-volatile
clements such as ferro-clectric capacitors. The power required to save and restore system state
can exceed the capacity of the power delivery system and cause problems such as
electromigration induced power grid degradation, battery life reduction due to excessive peak
current draw, or generation of high levels of noise on the power supply system that can degrade
signal integrity on die. Thus, allowing a system designer to be able to balance between these two
concerns is desirable.

[0054]

configured to receive the input signals through a user interface 125, such as those known to those

In one such approach, the at least one non-volatile logic controller 106 is
of skill in the art. In another approach, the at least one non-volatile logic controller is configured

to receive the input signals from a separate computing element 130 that may be executing an

application. In one such approach, the separate computing element is configured to execute the
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application to determine a reading sequence for the plurality of non-volatile arrays based at least
in part on a determination of power and computing resource requirements for the computing
device apparatus 130. So configured, a system user can manipulate the system state store and
retrieve procedure to fit a given design.

[0055] FIG. 3 is a plot illustrating polarization hysteresis exhibited by a ferroelectric
capacitor. The general operation of ferroelectric bit cells is known. When most materials are
polarized, the polarization induced, P, is almost exactly proportional to the applied external
electric field E; so the polarization is a linear function, referred to as dielectric polarization. In
addition to being nonlinear, ferroclectric materials demonstrate a spontaneous nonzero
polarization as illustrated in FIG. 3 when the applied field E is zero. The distinguishing feature
of ferroelectrics is that the spontancous polarization can be reversed by an applied electric field;
the polarization is dependent not only on the current electric field but also on its history, yielding
a hysteresis loop. The term "ferroelectric” is used to indicate the analogy to ferromagnetic
materials, which have spontaneous magnetization and also exhibit hysteresis loops.

[0056] The dielectric constant of a ferroelectric capacitor is typically much higher than
that of a linear dielectric because of the effects of semi-permanent electric dipoles formed in the
crystal structure of the ferroelectric material. When an external electric field is applied across a
ferroelectric dielectric, the dipoles tend to align themselves with the field direction, produced by
small shifts in the positions of atoms that result in shifts in the distributions of electronic charge
in the crystal structure. After the charge is removed, the dipoles retain their polarization state.
Binary "0"s and "1"s are stored as one of two possible electric polarizations in each data storage
cell. For example, in the figure a "1" may be encoded using the negative remnant polarization
302, and a "0" may be encoded using the positive remnant polarization 304, or vice versa.

[0057] Ferroelectric random access memories have been implemented in several
configurations. A one transistor, one capacitor (1T-1C) storage cell design in an FeRAM array is
similar in construction to the storage cell in widely used DRAM in that both cell types include
one capacitor and one access transistor. In a DRAM cell capacitor, a linear diclectric is used,
whereas in an FeRAM cell capacitor the dielectric structure includes ferroelectric material,
typically lead zirconate titanate (PZT). Due to the overhead of accessing a DRAM type array, a

IT-1C cell is less desirable for use in small arrays such as NVL array 110.
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[0058] A four capacitor, six transistor (4C-6T) cell is a common type of cell that is easier
to use in small arrays. An improved four capacitor cell will now be described.

[0059] FIG. 4 is a schematic illustrating one embodiment of a ferroclectric nonvolatile
bitcell 400 that includes four capacitors and twelve transistors (4C-12T). The four FeCaps are
arranged as two pairs in a differential arrangement. FeCaps C1 and C2 are connected in series to
form node Q 404, while FeCaps C1' and C2' are connected in series to form node QB 405, where
a data bit is written into node Q and stored in FeCaps C1 and C2 via bit line BL and an inverse of
the data bit is written into node QB and stored in FeCaps C1' and C2' via inverse bitline BLB.
Sense amp 410 is coupled to node Q and to node QB and is configured to sense a difference in
voltage appearing on nodes Q, QB when the bitcell is read. The four transistors in sense amp
410 are configured as two cross coupled inverters to form a latch. Pass gate 402 is configured to
couple node Q to bitline B and pass gate 403 is configured to couple node QB to bit line BLB.
Each pass gate 402, 403 is implemented using a PMOS device and an NMOS device connected
in parallel. This arrangement reduces voltage drop across the pass gate during a write operation
so that nodes Q, QB are presented with a higher voltage during writes and thereby a higher
polarization is imparted to the FeCaps. Plate line 1 (PL1) is coupled to FeCaps C1 and C1' and
plate line 2 (PL2) is coupled to FeCaps C2 and C2'. The plate lines are use to provide biasing to
the FeCaps during reading and writing operations. Alternatively, in another embodiment the
cmos pass gates can be replaced with NMOS pass gates that use a pass gate enable that is has a
voltage higher than VDDL. The magnitude of the higher voltage must be larger than the usual
NMOS Vt in order to pass a undegraded signal from the bitcell Q/QB nodes to/from the bitlines
BL/BLB (1.E. Vpass_gate control must be > VDDL + Vt).

[0060] Typically, there will be an array of bit cells 400. There may then be multiple
columns of similar bitcells to form an n row by m column array. For example, in SoC 100, the
NVL arrays are 8 x 32; however, as discussed ecarlier, different configurations may be
implemented.

[0061] FIGS. 5 and 6 are timing diagram illustrating read and write waveforms for
reading a data value of logical 0 and writing a data value of logical 0, respectively. Reading and
writing to the NVL array is a multi-cycle procedure that may be controlled by the NVL
controller and synchronized by the NVL clock. In another embodiment, the waveforms may be

sequenced by fixed or programmable delays starting from a trigger signal, for example. During
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regular operation, a typical 4C-6T bitcell is susceptible to time dependent dielectric breakdown
(TDDB) due to a constant DC bias across FeCaps on the side storing a “1”. In a differential
bitcell, since an inverted version of the data value is also stored, one side or the other will always
be storing a "1".

[0062] To avoid TDDB, plate line PL1, plate line PL2, node Q and node QB are held at
a quiescent low value when the cell is not being accessed, as indicated during time periods s0 in
FIGS. 5, 6. Power disconnect transistors MP 411 and MN 412 allow sense amp 410 to be
disconnected from power during time periods sO in response to sense amp enable signals SAEN
and SAENB. Clamp transistor MC 406 is coupled to node Q and clamp transistor MC' 407 is
coupled to node QB. Clamp transistors 406, 407 are configured to clamp the Q and QB nodes to
a voltage that is approximately equal to the low logic voltage on the plate lines in response to
clear signal CLR during non-access time periods s0, which in this embodiment equal 0 volts, (the
ground potential). In this manner, during times when the bit cell is not being accessed for
reading or writing, no voltage is applied across the FeCaps and therefore TDDB is essentially
eliminated. The clamp transistors also serve to prevent any stray charge buildup on nodes Q and
QB due to parasitic leakage currents. Build up of stray charge may cause the voltage on Q or QB
to rise above Ov, leading to a voltage differential across the FeCaps between Q or QB and PL1
and PL2. This can lead to unintended depolarization of the FeCap remnant polarization and
could potentially corrupt the logic values stored in the FeCaps.

[0063] In this embodiment, Vdd is 1.5 volts and the ground reference plane has a value
of 0 volts. A logic high has a value of approximately 1.5 volts, while a logic low has a value of
approximately 0 volts. Other embodiments that use logic levels that are different from ground
for logic 0 (low) and Vdd for logic 1 (high) would clamp nodes Q, QB to a voltage
corresponding to the quiescent plate line voltage so that there is effectively no voltage across the
FeCaps when the bitcell is not being accessed.

[0064] In another embodiment, two clamp transistors may be used. Each of these two
transistors is used to clamp the voltage across each FeCap to be no greater than one transistor Vt
(threshold voltage). Each transistor is used to short out the FeCaps. In this case, for the first
transistor, one terminal connects to Q and the other one connects to PL1, while for transistor two,
one terminal connects to Q and the other connects to PL2. The transistor can be either NMOS or

PMOS, but NMOS is more likely to be used.
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[0065] Typically, a bit cell in which the two transistor solution is used does not consume
significantly more area than the one transistor solution. The single transistor solution assumes
that PL1 and PL2 will remain at the same ground potential as the local VSS connection to the
single clamp transistor, which is normally a good assumption. However, noise or other problems
may occur (especially during power up) that might cause PL1 or PL2 to glitch or have a DC
offset between the PL1/PL2 driver output and VSS for brief periods; therefore, the two transistor
design may provide a more robust solution.

[0066] To read bitcell 400, plate line PL1 is switched from low to high while keeping
plate line PL2 low, as indicated in time period s2. This induces voltages on nodes Q, QB whose
values depend on the capacitor ratio between C1-C2 and C1°-C2’ respectively. The induced
voltage in turn depends on the remnant polarization of each FeCap that was formed during the
last data write operation to the FeCap’s in the bit cell. The remnant polarization in effect
"changes" the effective capacitance value of ecach FeCap which is how FeCaps provide
nonvolatile storage. For example, when a logic 0 was written to bitcell 400, the remnant
polarization of C2 causes it to have a lower effective capacitance value, while the remnant
polarization of C1 causes it to have a higher effective capacitance value. Thus, when a voltage is
applied across C1 - C2 by switching plate line PL1 high while holding plate line PL2 low, the
resultant voltage on node Q conforms to equation (1). A similar equation holds for node QB, but
the order of the remnant polarization of C1' and C2' is reversed, so that the resultant voltages on
nodes Q and QB provide a differential representation of the data value stored in bit cell 400, as

illustrated at 502, 503 in FIG. 5.

c2
vQ) =V(PLL) (c1+c2) M
[0067] The local sense amp 410 is then enabled during time period s3. After sensing the

differential values 502, 503, sense amp 410 produces a full rail signal 504, 505. The resulting
full rail signal is transferred to the bit lines BL, BLB during time period s4 by asserting the
transfer gate enable signals PASS, PASSB to enable transfer gates 402, 403 and thereby transfer
the full rail signals to an output latch responsive to latch enable signal LAT EN that is located in
the periphery of NVL array 110, for example

[0068] FIG. 6 is a timing diagram illustrating writing a logic 0 to bit cell 400. The write
operation begins by raising both plate lines to Vdd during time period s1. This is called the

primary storage method. The signal transitions on PL1 and PL2 are capacitively coupled onto
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nodes Q and QB, effectively pulling both storage nodes almost all the way to VDD (1.5v). Data
is provided on the bit lines BL, BLB and the transfer gates 402, 403 are enabled by the pass
signal PASS during time periods s2-s4 to transfer the data bit and its inverse value from the bit
lines to nodes Q, QB. Sense amp 410 is enabled by sense amp enable signals SAEN, SAENB
during time period s3, s4 to provide additional drive after the write data drivers have forced
adequate differential on Q/QB during time period s2. However, to avoid a short from the sense
amp to the 1.2v driver supply, the write data drivers are turned off at the end of time period s2
before the sense amp is turned on during time periods s3, s4. In an alternative embodiment
called the secondary store method, write operations hold PL2 at Ov or ground throughout the data
write operation. This can save power during data write operations, but reduces the resulting read
signal margin by 50% as C2 and C2’ no longer hold data via remnant polarization and only
provide a linear capacitive load to the C1 and C2 FeCaps.

[0069] Key states such as PL1 high to SAEN high during s2, SAEN high pulse during s3
during read and FeCap DC bias states s3-4 during write can selectively be made multi-cycle to
provide higher robustness without slowing down the NVL clock.

[0070] For FeCap based circuits, reading data from the FeCap’s may partially depolarize
the capacitors. For this reason, reading data from FeCaps is considered destructive in nature; i.c.
reading the data may destroy the contents of the FeCap’s or reduce the integrity of the data at a
minimum. For this reason, if the data contained in the FeCap’s is expected to remain valid after a
read operation has occurred, the data must be written back into the FeCaps.

[0071] In certain applications, specific NVL arrays may be designated to store specific
information that will not change over a period of time. For example, certain system states can be
saved as a default return state where returning to that state is preferable to full reboot of the
device. The reboot and configuration process for a state of the art ultra low power SoC can take
1000 — 10000 clock cycles or more to reach the point where control is handed over to the main
application code thread. This boot time becomes critical for energy harvesting applications in
which power is intermittent, unreliable, and limited in quantity. The time and energy cost of
rebooting can consume most or all of the energy available for computation, preventing
programmable devices such as MCU’s from being used in energy harvesting applications. An
example application would be energy harvesting light switches. The energy harvested from the

press of the button on the light switch represents the entire energy available to complete the
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following tasks: 1) determine the desired function (on/off or dimming level), 2) format the
request into a command packet, 3) wake up a radio and squirt the packet over an RF link to the
lighting system. Known custom ASIC chips with hard coded state machines are often used for
this application due to the tight energy constraints, which makes the system inflexible and
expensive to change because new ASIC chips have to be designed and fabricated whenever any
change is desired. A programmable MCU SOC would be a much better fit, except for the power
cost of the boot process consumes most of the available energy, leaving no budget for executing
the required application code.

[0072] To address this concern, in one approach, at least one of the plurality of non-
volatile logic element arrays is configured to store a boot state representing a state of the
computing device apparatus after a given amount of a boot process is completed. The at least
one non-volatile logic controller in this approach is configured to control restoration of data
representing the boot state from the at least one of the plurality of non-volatile logic element
arrays to corresponding ones of the plurality of volatile storage elements in response to detecting
a previous system reset or power loss event for the computing device apparatus. To conserve
power over a typical read/write operation for the NVL arrays, the at least one non-volatile logic
controller can be configured to execute a round-trip data restoration operation that automatically
writes back data to an individual non-volatile logic element after reading data from the individual
non-volatile logic element without completing separate read and write operations.

[0073] An example execution of a round-trip data restoration is illustrated in FIG. 7,
which illustrates a writeback operation on bitcell 400, where the bitcell is read, and then written
to the same value. As illustrated, initiating reading of data from the individual non-volatile logic
clement is started at a first time S1 by switching a first plate line PL1 high to induce a voltage on
a node of a corresponding ferroelectric capacitor bit cell based on a capacitance ratio for
ferroelectric capacitors of the corresponding ferroelectric capacitor bit cell. If clamp switches
are used to ground the nodes of the ferroelectric capacitors, a clear signal CLR is switched from
high to low at the first time S1 to unclamp those aspects of the individual non-volatile logic
element from electrical ground. At a second time S2, a sense amplifier enable signal SAEN is
switched high to enable a sense amplifier to detect the voltage induced on the node and to
provide an output signal corresponding to data stored in the individual non-volatile logic

clement. At a third time S3, a pass line PASS is switched high to open transfer gates to provide
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an output signal corresponding to data stored in the individual non-volatile logic element. At a
fourth time S4, a second plate line PL2 is switched high to induce a polarizing signal across the
ferroelectric capacitors to write data back to the corresponding ferroelectric capacitor bit cell
corresponding to the data stored in the individual non-volatile logic element. To the individual
non-volatile logic element to a non-volatile storage state having the same data stored therein, at a
fifth time S5 the first plate line PL1 and the second plate line PL2 are switched low, the pass line
PASS is switched low at the sixth time S6, and the sense amplifier enable signal SAEN is
switched law at the seventh time S7. If clamp switches are used to ground the nodes of the
ferroelectric capacitors, at the seventh time a clear signal CLR is switched from low to high to
clamp the aspects of the individual non-volatile logic element to the electrical ground to help
maintain data integrity as discussed herein. This process includes a lower total number of
transitions than what is needed for distinct and separate read and write operations (read, then
write). This lowers the overall energy consumption.

[0074] Bitcell 400 is designed to maximize read differential across Q/QB in order to
provide a highly reliable first generation of NVL products. Two FeCaps are used on cach side
rather than using one FeCap and constant BL capacitance as a load because this doubles the
differential voltage that is available to the sense amp. A sense amp is placed inside the bitcell to
prevent loss of differential due to charge sharing between node Q and the BL capacitance and to
avoid voltage drop across the transfer gate. The sensed voltages are around VDD/2, and a HVT
transfer gate takes a long time to pass them to the BL. Bitcell 400 helps achieve twice the signal
margin of a regular FRAM bitcell known in the art, while not allowing any DC stress across the
FeCaps.

[0075] The timing of signals shown in FIGS. 5 and 6 are for illustrative purposes.
Various embodiments may signal sequences that vary depending on the clock rate, process
parameters, device sizes, etc. For example, in another embodiment, the timing of the control
signals may operate as follows. During time period S1: PASS goes from 0 to 1 and PL1/PL2 go
from 0 to 1. During time period S2: SAEN goes from 0 to 1, during which time the sense amp
may perform level shifting as will be described later, or provides additional drive strength for a
non-level shifted design. During time period S3: PL1/PL2 go from 1 to 0 and the remainder of
the waveforms remain the same, but are moved up one clock cycle. This sequence is one clock

cycle shorter than that illustrated in FIG. 6.
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[0076] In another alternative, the timing of the control signals may operate as follows.
During time period S1: PASS goes from 0 to 1 (BL/BLB, Q/QB are Ov and VDDL respectively).
During time period S2: SAEN goes from 0 to 1 (BL/BLB, Q/QB are Ov and VDDN
respectively). During time period S3: PL1/PL2 go from 0 to 1 (BL/Q is coupled above ground by
PL1/PL2 and is driven back low by the SA and BL drivers). During time period S4: PL1/PL2 go
from 1 to 0 and the remainder of the waveforms remain the same.

[0077] FIGS. 8-9 are a schematic and timing diagram illustrating another embodiment of
a ferroelectric nonvolatile bit cell 800, a 2C-3T self-referencing based NVL bitcell. The
previously described 4-FeCap based bitcell 400 uses two FeCaps on each side of a sense amp to
get a differential read with double the margin as compared to a standard 1C-1T FRAM bitcell.
However, a 4-FeCap based bitcell has a larger arca and may have a higher variation because it
uses more FeCaps.

[0078] Bitcell 800 helps achieve a differential 4-FeCap like margin in lower area by
using itself as a reference, referred to herein as self-referencing. By using fewer FeCaps, it also
has lower variation than a 4 FeCap bitcell. Typically, a single sided cell needs to use a reference
voltage that is in the middle of the operating range of the bitcell. This in turn reduces the read
margin by half as compared to a two sided cell. However, as circuit fabrication process moves,
the reference value may become skewed, further reducing the read margin. A self-reference
scheme allows comparison of a single sided cell against itself, thereby providing a higher
margin. Tests of the self-referencing cell described herein have provided at least double the
margin over a fixed reference cell.

[0079] Bitcell 800 has two FeCaps C1, C2 that are connected in series to form node Q
804. Plate line 1 (PL1) is coupled to FeCap C1 and plate line 2 (PL2) is coupled to FeCap C2.
The plate lines are use to provide biasing to the FeCaps during reading and writing operations.
Pass gate 802 is configured to couple node Q to bitline B. Pass gate 802 is implemented using a
PMOS device and an NMOS device connected in parallel. This arrangement reduces voltage
drop across the pass gate during a write operation so that nodes Q, QB are presented with a
higher voltage during writes and thereby a higher polarization is imparted to the FeCaps.
Alternatively, an NMOS pass gate may be used with a boosted word line voltage. In this case,
the PASS signal would be boosted by one NFET Vt (threshold voltage). However, this may lead

to reliability problems and excess power consumption. Using a CMOS pass gate adds additional
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arca to the bit cell but improves speed and power consumption. Clamp transistor MC 806 is
coupled to node Q. Clamp transistor 806 is configured to clamp the Q node to a voltage that is
approximately equal to the low logic voltage on the plate lines in response to clear signal CLR
during non-access time periods s0, which in this embodiment 0 volts, ground. In this manner,
during times when the bit cell is not being accessed for reading or writing, no voltage is applied
across the FeCaps and therefore TDDB and unintended partial depolarization is essentially
eliminated.

[0080] The initial state of node Q, plate lines PLL1 and PL2 are all 0, as shown in FIG. 9
at time period s0, so there is no DC bias across the FeCaps when the bitcell is not being
accessed. To begin a read operation, PL1 is toggled high while PL2 is kept low, as shown during
time period s1. A signal 902 develops on node Q from a capacitance ratio based on the retained
polarization of the FeCaps from a last data value previously written into the cell, as described
above with regard to equation 1. This voltage is stored on a read capacitor 820 external to the
bitcell by passing the voltage though transfer gate 802 onto bit line BL and then through transfer
gate 822 in response to a second enable signal EN1. Note: BL and the read capacitors are
precharged to VDD/2 before the pass gates 802, 822, and 823 are enabled in order to minimize
signal loss via charge sharing when the recovered signals on Q are transferred via BL to the read
storage capacitors 820 and 821. Then, PL1 is toggled back low and node Q is discharged using
clamp transistor 806 during time period s2. Next, PL2 is toggled high keeping PL1 low during
time period s3. A new voltage 904 develops on node Q, but this time with the opposite capacitor
ratio. This voltage is then stored on another external read capacitor 821 via transfer gate 823.
Thus, the same two FeCaps are used to read a high as well as low signal. Sense amplifier 810 can
then determine the state of the bitcell by using the voltages stored on the external read capacitors
820, 821.

[0081] Typically, there will be an array of bit cells 800. One column of bit cells 800-
800n is illustrated in FIG. 8 coupled via bit line 801 to read transfer gates 822, 823. There may
then be multiple columns of similar bitcells to form an n row by m column array. For example, in
SoC 100, the NVL arrays are 8 x 32; however, as discussed earlier, different configurations may
be implemented. The read capacitors and sense amps may be located in the periphery of the

memory array, for example.
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[0082] FIG. 10 is a block diagram illustrating NVL array 110 in more detail. Embedding
non-volatile elements outside the controlled environment of a large array presents reliability and
fabrication challenges. As discussed earlier with reference to FIG. 1, adding testability features
to individual NVL FFs may be prohibitive in terms of arca overhead. To amortize the test
feature costs and improve manufacturability, SoC 100 is implemented using 256b mini-NVL
arrays 110, of FeCap based bitcells dispersed throughout the logic cloud to save state of the
various flip flops 120 when power is removed. Each cloud 102-104 of FFs 120 includes an
associated NVL array 110. A central NVL controller 106 controls all the arrays and their
communication with FFs 120.

[0083] While an NVL array may be implemented in any number of n rows of m column
configurations, in this example, NVL array 110 is implemented with an array 1040 of eight rows
and thirty-two bit columns of bitcells. Each individual bit cell, such as bitcell 1041, is coupled to
a set of control lines provided by row drivers 1042. The control signals described earlier,
including plate lines (PL1, PL2), sense amp enable (SEAN), transfer gate enable (PASS), and
clear (CLR) are all driven by the row drivers. There is a set of row drivers for each row of
bitcells.

[0084] Each individual bit cell, such as bitcell 1041 is also coupled via the bitlines to a
set of input/output (10) drivers 1044. In this implementation, there are thirty-two sets of 10
drivers, such as 10 driver set 1045. Each driver set produces an output signal 1047 that provides
a data value when a row of bit lines is read.  Each bitline runs the length of a column of bitcells
and couples to an 10 driver for that column. Each bitcell may be implemented as 2C-3T bitcell
800, for example. In this case, a single bitline will be used for each column, and the sense amps
and read capacitors will be located in 10 driver block 1044. In another implementation of NVL
array 110, each bitcell may be implemented as 4C-12T bit cell 400. In this case, the bitlines will
be a differential pair with two 10 drivers for each column. A comparator receives the differential
pair of bitlines and produces a final single bit line that is provided to the output latch. Other
implementations of NVL array 110 may use other known or later developed bitcells in
conjunction with the row drivers and 1O drivers that will be described in more detail below.
[0085] Timing logic 1046 generates timing signals that are used to control the read
drivers to generate the sequence of control signals for each read and write operation. Timing

logic 1046 may be implemented using both synchronous or asynchronous state machines, or
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other known or later developed logic technique. One potential alternative embodiment utilizes a
delay chain with multiple outputs that “tap” the delay chain at desired intervals to generate
control signals. Multiplexors can be used to provide multiple timing options for each control
signal. Another potential embodiment uses a programmable delay generator that produces edges
at the desired intervals using dedicated outputs that are connected to the appropriate control
signals.

[0086] FIG. 11 is a more detailed schematic of a set of input/output circuits 1150 used in
the NVL array of FIG. 10. Referring back to FIG. 10, each 10 set 1045 of the thirty-two drivers
in IO block 1044 is similar to 1O circuits 1150. 1/O block 1044 provides several features to aid
testability of NVL bits.

[0087] Referring now to FIG. 11, a first latch (L1) 1151 serves as an output latch during
a read and also combines with a second latch (L2) 1152 to form a scan flip flop. The scan
output (SO) signal is routed to multiplexor 1153 in the write driver block 1158 to allow writing
scanned data into the array during debug. Scan output (SO) is also coupled to the scan input (SI)
of the next set of 10 drivers to form a thirty-two bit scan chain that can be used to read or write a
complete row of bits from NVL array 110. Within SoC 100, the scan latch of each NVL array is
connected in a serial manner to form a scan chain to allow all of the NVL arrays to be accessed
using the scan chain. Alternatively, the scan chain within each NVL array may be operated in a
parallel fashion (N arrays will generate N chains) to reduce the number of internal scan flop bits
on cach chain in order to speed up scan testing. The number of chains and the number of NVL
arrays per chain may be varied as needed. Typically, all of the storage latches and flipflops
within SoC 100 include scan chains to allow complete testing of SoC 100. Scan testing is well
known and does not need to be described in more detail herein. In this embodiment, the NVL
chains are segregated from the logic chains on a chip so that the chains can be exercised
independently and NVL arrays can be tested without any dependencies on logic chain
organization, implementation, or control. The maximum total length of NVL scan chains will
always be less than the total length of logic chains since the NVL chain length is reduced by a
divisor equal to the number of rows in the NVL arrays. In the current embodiment, there are §
entries per NVL array, so the total length of NVL scan chains is 1/ 8™ the total length of the logic
scan chains. This reduces the time required to access and test NVL arrays and thus reduces test

cost. Also, it eliminates the need to determine the mapping between logic flops, their position on
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logic scan chains and their corresponding NVL array bit location (identifying the array, row, and
column location), greatly simplifying NVL test, debug, and failure analysis.

[0088] While scan testing is useful, it does not provide a good mechanism for production
testing of SoC 100 since it may take a significant amount of time to scan in hundreds or
thousands of bits for testing the various NVL arrays within SoC 100. This is because there is no
direct access to bits within the NVL array. Each NVL bitcell is coupled to an associated flip-flop
and is only written to by saving the state of the flip flop. Thus, in order to load a pattern test into
an NVL array from the associated flipflops, the corresponding flipflops must be set up using a
scan chain. Determining which bits on a scan chain have to be set or cleared in order to control
the contents of a particular row in an NVL array is a complex task as the connections are made
based on the physical location of arbitrary groups of flops on a silicon die and not based on any
regular algorithm. As such, the mapping of flops to NVL locations need not be controlled and is
typically somewhat random.

[0089] An improved testing technique is provided within 10 drivers 1150. NVL
controller 106, referring back to FIG. 1, has state machine(s) to perform fast pass/fail tests for all
NVL arrays on the chip to screen out bad dies. In one such approach, at least one non-volatile
logic controller is configured to control a built-in-self-test mode where all zeros or all ones are
written to at least a portion of an NVL array of the plurality of NVL arrays and then it is
determined whether data read from the at least the portion of the NVL array is all ones or all
zeros. This is done by first writing all 0’s or 1’s to a row using all 0/1 write driver 1180,
applying an offset disturb voltage (V_Off), then reading the same row using parallel read test
logic 1170. Signal corr 1 from AND gate G1 goes high if the data output signal (OUT) from
data latch 1151 is high, and signal corr 1 from an adjacent column's 10 driver's parallel read test
logic AND gate G1 is high. In this manner, the G1 AND gates of the thirty-two sets of 1/0O
blocks 1150 in NVL array 110 implement a large 32 input AND gate that tell the NVL controller
if all outputs are high for the selected row of NVL array 110. OR gate GO does the same for
reading 0’s. In this manner, the NVL controller may instruct all of the NVL arrays within SoC
100 to simultancously perform an all ones write to a selected row, and then instruct all of the
NVL arrays to simultancously read the selected row and provide a pass fail indication using only
a few control signals without transferring any explicit test data from the NVL controller to the

NVL arrays. In typical memory array BIST (Built In Self Test) implementations, the BIST
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controller must have access to all memory output values so that each output bit can be compared
with the expected value. Given there are many thousands of logic flops on typical silicon SOC
chips, the total number of NVL array outputs can also measure in the thousands. It would be
impractical to test these arrays using normal BIST logic circuits due to the large number of data
connections and data comparators required. The NVL test method can then be repeated eight
times, for NVL arrays having eight rows (the number of repetitions will vary according to the
array organization. In one example, a 10 entry NVL array implementation would repeat the test
method 10 times), so that all of the NVL arrays in SoC 100 can be tested for correct all ones
operation in only eight write cycles and eight read cycles. Similarly, all of the NVL arrays in
SoC 100 can be tested for correct all zeros operation in only eight write cycles and eight read
cycles. The results of all of the NVL arrays may be condensed into a single signal indicating
pass or fail by an additional AND gate and OR gate that receive the corr 0 and corr 1 signals
from cach of the NVL arrays and produces a single corr 0 and corr 1 signal, or the NVL
controller may look at each individual corr 0 and corr_1 signal.

[0090] All 0/1 write driver 1180 includes PMOS devices M1, M3 and NMOS devices
M2, M4. Devices M1 and M2 are connected in series to form a node that is coupled to the
bitline BL, while devices M3 and M4 are connected in series to form a node that is coupled to
the inverse bitline BLB. Control signal "all 1 A" and inverse "all 1 B" are generated by NVL
controller 106. When asserted during a write cycle, they activate device devices M1 and M4 to
cause the bit lines BL and BLB to be pulled to represent a data value of logic 1. Similarly,
control signal "all 0 A" and inverse "all 0 B" are generated by NVL controller 106. When
asserted during a write cycle, they activate devices M2 and M3 to cause the bit lines BL and
BLB to be pulled to represent a data value of logic 0. In this manner, the thirty-two drivers are
operable to write all ones into a row of bit cells in response to a control signal and to write all
zeros into a row of bit cells in response to another control signal. One skilled in the art can easily
design other circuit topologies to accomplish the same task. The current embodiment is preferred
as it only requires 4 transistors to accomplish the required data writes.

[0091] During a normal write operation, write driver block 1158 receives a data bit value
to be stored on the data in signal. Write drivers 1156, 1157 couple complimentary data signals
to bitlines BL, BLB and thereby to the selected bit cell. Write drivers 1156, 1157 are enabled by
the write enable signal STORE.
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[0092] FIG. 12A is a timing diagram illustrating an offset voltage test during a read
cycle. To apply a disturb voltage to a bitcell, state s1 is modified during a read. This FIG.
illustrates a voltage disturb test for reading a data value of "0" (node Q); a voltage disturb test for
a data value of "1" is similar, but injects the disturb voltage onto the opposite side of the sense
amp (node QB). Thus, the disturb voltage in this embodiment is injected onto the low voltage
side of the sense amp based on the logic value being read. Transfer gates 1154, 1155 are coupled
to the bit line BL, BLB. A digital to analog converter, not shown (may be on-chip, or off-chip in
an external tester, for example), is programmed by NVL controller 106, by an off-chip test
controller, or via a external production tester to produce a desired amount of offset voltage
V_OFF. NVL controller 106 may assert the Vcon control signal for the bitline side storing a “0”
during the s1 time period to thereby enable Vcon transfer gate 1154, 1155, discharge the other
bit-line using M2/M4 during s1, and assert control signal PASS during sl to turn on transfer
gates 402, 403. This initializes the voltage on node Q/QB of the “0” storing side to offset
voltage V_Off, as shown at 1202. This pre-charged voltage lowers the differential available to
the SA during s3, as indicated at 1204, and thereby pushes the bitcell closer to failure. For fast
production testing, V_Off may be set to a required margin value, and the pass/fail test using GO-
1 may then be used to screen out any failing die.

[0093] FIG. 12B illustrates a histogram generated during a sweep of offset voltage. Bit
level failure margins can be studied by sweeping V_Off and scanning out the read data bits using
a sequence of read cycles, as described above. In this example, the worst case read margin is
550mv, the mean value is 597mv, and the standard deviation is 22mv. In this manner, the
operating characteristics of all bit cells in each NVL array on an SoC may be easily determined.
[0094] As discussed above, embedding non-volatile elements outside the controlled
environment of a large array presents reliability and fabrication challenges. The NVL bitcell
should be designed for maximum read signal margin and in-situ testability as is needed for any
NV-memory technology. However, NVL implementation cannot rely on SRAM like built in self
test (BIST) because NVL arrays are distributed inside the logic cloud. The NVL implementation
described above includes NVL arrays controlled by a central NVL controller 106. While
screening a die for satisfactory behavior, NVL controller 106 runs a sequence of steps that are
performed on-chip without any external tester interference. The tester only needs to issue a start

signal, and apply an analog voltage which corresponds to the desired signal margin. The
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controller first writes all Os or 1Is to all bits in the NVL array. It then starts reading an array one
row at a time. The NVL array read operations do not necessarily immediately follow NVL array
write operations. Often, high temperature bake cycles are inserted between data write operations
and data read operations in order to accelerate time and temperature dependent failure
mechanisms so that defects that would impact long term data retention can be screened out
during manufacturing related testing. As described above in more detail, the array contains logic
that ANDs and ORs all outputs of the array. These two signals are sent to the controller. Upon
reading each row, the controller looks at the two signals from the array, and based on knowledge
of what it previously wrote, decides it the data read was correct or not in the presence of the
disturb voltage. If the data is incorrect, it issues a fail signal to the tester, at which point the tester
can eliminate the die. If the row passes, the controller moves onto the next row in the array. All
arrays can be tested in parallel at the normal NVL clock frequency. This enables high speed on-
chip testing of the NVL arrays with the tester only issuing a start signal and providing the desired
read signal margin voltage while the NVL controller reports pass at the end of the built in testing
procedure or generates a fail signal whenever the first failing row is detected. Fails are reported
immediately so the tester can abort the test procedure at the point of first failure rather than waste
additional test time testing the remaining rows. This is important as test time and thus test cost
for all non-volatile memories (NVM) often dominates the overall test cost for an SOC with
embedded NVM. If the NVL controller activates the “done” signal and the fail signal has not
been activated at any time during the test procedure, the die undergoing testing has passed the
required tests..

[0095] For further failure analysis, the controller may also have a debug mode. In this
mode, the tester can specify an array and row number, and the NVL controller can then read or
write to just that row. The read contents can be scanned out using the NVL scan chain. This
method provides read or write access to any NVL bit on the die without CPU intervention or
requiring the use of a long complicated SOC scan chains in which the mapping of NVL array
bits to individual flops is random. Further, this can be done in concert with applying an analog
voltage for read signal margin determination, so exact margins for individual bits can be

measured.
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[0096] These capabilities help make NVL practical because without testability features it
would be risky to use non-volatile logic elements in a product. Further, pass/fail testing on-die
with minimal tester interaction reduces test time and thereby cost.

[0097] NVL implementation using mini-arrays distributed in the logic cloud means that a
sophisticated error detection method like ECC would require a significant amount of additional
memory columns and control logic to be used on a per array basis, which could be prohibitive
from an area standpoint. However, in order to provide an enhanced level of reliability, the NVL
arrays of SoC 100 may include parity protection as a low cost error detection method, as will
now be described in more detail.

[0098] FIG. 13 is a schematic illustrating parity generation in NVL array 110 that
illustrates an example NVL array having thirty-two columns of bits (0:31), that exclusive-ors the
input data value DATA IN 1151 with the output of a similar XOR gate of the previous column’s
10 driver. Each IO driver section, such as section 1350, of the NVL array may contain an XOR
gate 1160, referring again to FIG. 11A. During a row write, the output of XOR gate 1160 that is
in column 30 is the overall parity value of the row of data that is being written in bit columns
0:30 and is used to write parity values into the last column by feeding its output to the data input
of column 31 the NVL mini-array, shown as XOR IN in FIG. 11B.

[0099] In a similar manner, during a read, XOR gate 1160 exclusive-ors the data value
DATA _OUT from read latch 1151 via mux 1161 (see FIG. 11) with the output of a similar XOR
gate of the previous column’s 10 driver. The output of XOR gate 1160 that is in bit column 30 is
the overall parity value for the row of data that was read from bit columns 0:30 and is used to
compare to a parity value read from bit column 31 in parity error detector 1370. If the overall
parity value determined from the read data does not match the parity bit read from column 31,
then a parity error is declared.

[00100] When a parity error is detected, it indicates that the stored FF state values are not
trustworthy. Since the NVL array is typically being read when the SoC is restarting operation
after being in a power off state, then detection of a parity error indicates that a full boot operation
needs to be performed in order to regenerate the correct FF state values.

[00101] However, if the FF state was not properly stored prior to turning off the power or
this is a brand new device, for example, then an indeterminate condition may exist. For example,

if the NVL array is empty, then typically all of the bits may have a value of zero, or they may all
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have a value of one. In the case of all zeros, the parity value generated for all zeros would be
zero, which would match the parity bit value of zero. Therefore, the parity test would incorrectly
indicate that the FF state was correct and that a boot operation is not required, when in fact it
would be required. In order to prevent this occurrence, an inverted version of the parity bit may
be written to column 31 by bit line driver 1365, for example. Referring again to FIG. 11A, note
that while bit line driver 1156 for columns 0-30 also inverts the input data bits, mux 1153 inverts
the data_in bits when they are received, so the result is that the data in columns 0-30 is stored un-
inverted. In another embodiment, the data bits may be inverted and the parity error not inverted,
for example.

[00102] In the case of all ones, if there is an even number of columns, then the calculated
parity would equal zero, and an inverted value of one would be stored in the parity column.
Therefore, in an NVL array with an even number of data columns with all ones would not detect
a parity error. In order to prevent this occurrence, NVL array 110 is constrained to have an odd
number of data columns. For example, in this embodiment, there are thirty-one data columns
and one parity column, for a total of thirty-two bitcell columns.

[00103] In some embodiments, when an NVL read operation occurs, control logic for the
NVL array causes the parity bit to be read, inverted, and written back. This allows the NVL
array to detect when prior NVL array writes were incomplete or invalid/damaged. Remnant
polarization is not completely wiped out by a single read cycle. Typically, it take 5 - 15 read
cycles to fully depolarize the FeCaps or to corrupt the data enough to reliably trigger an NVL
read parity. For example, if only four out of eight NVL array rows were written during the last
NVL store operation due to loss of power, this would most likely result in an incomplete capture
of the prior machine state. However, because of remnant polarization, the four rows that were
not written in the most recent state storage sequence will likely still contain stale data from back
in time, such as two NVL store events ago, rather than data from the most recent NVL data store
event. The parity and stale data from the four rows will likely be read as valid data rather than
invalid data. This is highly likely to cause the machine to lock up or crash when the machine
state is restored from the NVL arrays during the next wakeup/power up event. Therefore, by
writing back the parity bit inverted after every entry is read, cach row of stale data is essentially

forcibly invalidated.
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[00104] Writing data back to NVL entries is power intensive, so it is preferable to not
write data back to all bits, just the parity bit. The current embodiment of the array disables the
PL1, PL2, and sense amp enable signals for all non-parity bits (i.e. Data bits) to minimize the
parasitic power consumption of this feature.

[00105] In this manner, each time the SoC transitions from a no-power state to a power-on
state, a valid determination can be made that the data being read from the NVL arrays contains
valid FF state information. If a parity error is detected, then a boot operation can be performed
in place of restoring FF state from the NVL arrays.

[00106] Referring back to FIG. 1, low power SoC 100 has multiple voltage and power
domains, such as VDDN _FV, VDDN _CV for the NVL arrays, VDDR for the sleep mode
retention latches and well supplies, and VDDL for the bulk of the logic blocks that form the
system microcontroller, various peripheral devices, SRAM, ROM, etc., as described earlier with
regard to Table 1 and Table 2. FRAM has internal power switches and is connected to the always
on supply VDDZ In addition, the VDDN_FV domain may be designed to operate at one voltage,
such as 1.5 volts needed by the FeCap bit cells, while the VDDL and VDDN_CV domain may
be designed to operate at a lower voltage to conserve power, such as 0.9 - 1.5 volts, for example.
Such an implementation requires using power switches 108, level conversion and isolation in
appropriate arcas. Aspects of isolation and level conversion needed with respect to NVL blocks
110 will now be described in more detail. The circuits are designed such that VDDL/VDDN_CV
can be any valid voltage less than or equal to VDDN_FV and the circuit will function correctly.
[00107] FIG. 14 is a block diagram illustrating power domains within NVL array 110.
Various block of logic and memory may be arranged as illustrated in Table 3.

[00108] Power domains VDDL, VDDN CV, VDDN_FV, and VDDR described in Table
3 are controlled using a separate set of power switches, such as switches 108 described earlier.
However, isolation may be needed for some conditions. Data output buffers within 10 buffer
block 1044 are in the NVL logic power domain VDDN_CV and therefore may remain off while
domain VDDR (or VDDL depending on the specific implementation) is ON during normal
operation of the chip. ISO-Low isolation is implemented to tie all such signals to ground during
such a situation. While VDDN_CV is off, logic connected to data outputs in VDDR (or VDDL
depending on the specific implementation) domain in random logic area may generate short

circuit current between power and ground in internal circuits if any signals from the VDDN_CV
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domain are floating (not driven when VDDN _CV domain is powered down) if they are not
isolated. The same is applicable for correct 0/1 outputs and scan out output of the NVL arrays.
The general idea here is that any outputs of the NVL array will be isolated when the NVL array
has no power given to it. In case there is always ON logic present in the chip, all signals going

Full Chip | Voltage

Voltage level

Domain

VDD 0.9-1.5 | Always ON supply for VDDL, VDDR, VDDN_ CV power
switches, and always ON logic (if any)

VDDZ 1.5 Always on 1.5V supply for FRAM, and for VDDN FV
power switches. FRAM has internal power switches.

VDDL 0.9 -1.5 | All logic, and master stage of all flops, SRAM, ROM, Write

multiplexor, buffers on FF outputs, and mux outputs:
Variable logic voltage; e.g. 0.9 to 1.5V (VDDL). This supply
is derived from the output of VDDL power switches

VDDN CV 0.9-1.5 | NVL array control and timing logic, and 1O circuits, NVL
controller. Derived from VDDN CV power switches.

VDDN FV 1.5 NVL array Wordline driver circuits 1042 and NVL bitcell
array 1040: Same voltage as FRAM. Derived from
VDDN FV power switches.

VDDR 0.9 - 1.5 | This is the data retention domain and includes the slave stage
of retention flops, buffers on NVL clock, flop retention
enable signal buffers, and NVL control outputs such as flop
update control signal buffers, and buffers on NVL data
outputs. Derived from VDDR power switches.

Table 3 - example full chip power domains

from VDDL or VDDN_CV to VDD must be isolated using input isolation at the VDD domain

periphery. Additional built-in isolation exists in NVL flops at the ND input. Here, the input goes
to a transmission gate, whose control signal NU is driven by an always on signal. When the input
is expected to be indeterminate, NU is made low, thereby disabling the ND input port. Similar
built-in isolation exists on data inputs and scan-in of the NVL array. This isolation would be
needed during NVL restore when VDDL is OFF. Additionally, signals NU and NVL data input
multiplexor enable signals (mux_sel) must be buffered only in the VDDR domain. The same
applies for the retention enable signal.

[00109] To enable the various power saving modes of operation, VDDL and VDDN*
domain are shut off at various times, and isolation is makes that possible without burning short

circuit current.
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[00110] Level conversion from the lower voltage VDDL domain to the higher voltage
VDDN domain is needed on control inputs of the NVL arrays that go to the NVL bitcells, such
as: row enables, PL1, PL2, restore, recall, and clear, for example. This enables a reduction in
system power dissipation by allowing blocks of SOC logic and NVL logic gates that can operate
at a lower voltage to do so. For each row of bitcells in bitcell array 1040, there is a set of word
line drivers 1042 that drive the signals for each row of bitcells, including plate lines PL1, PL2,
transfer gate enable PASS, sense amp enable SAEN, clear enable CLR, and voltage margin test
enable VCON, for example. The bitcell array 1040 and the wordline circuit block 1042 are
supplied by VDDN. Level shifting on input signals to 1042 are handled by dedicated level
shifters (see FIG. 15), while level shifting on inputs to the bitcell array 1040 are handled by
special sequencing of the circuits within the NVL bitcells without adding any additional
dedicated circuits to the array datapath or bitcells.

[00111] FIG. 15 is a schematic of a level converter 1500 for use in NVL array 110. FIG.
15 illustrates one wordline driver that may be part of the set of wordline drivers 1402. Level
converter 1500 includes PMOS transistors P1, P2 and NMOS transistor N1, N2 that are formed
in region 1502 in the 1.5 volt VDDN domain for wordline drivers 1042. However, the control
logic in timing and control module 1046 is located in region 1503 in the 1.2v VDDL domain
(1.2v 1s used to represent the variable VDDL core supply that can range from 0.9v to 1.5v). 1.2
volt signal 1506 is representative of any of the row control signals that are generated by control
module 1046, for use in accessing NVL bitcell array 1040. Inverter 1510 forms a complimentary
pair of control signals 1511, 1512 in region 1503 that are then routed to transistors N1 and N2 in
level converter 1500. In operation, when 1.2 volt signal 1506 goes high, NMOS device N1 pulls
the gate of PMOS device P2 low, which causes P2 to pull signal 1504 up to 1.5 volts. Similarly,
when 1.2 volt signal 1506 goes low, complimentary signal 1512 causes NMOS device N2 to pull
the gate of PMOS device P1 low, which pulls up the gate of PMOS device P2 and allows signal
1504 to go low, approximately zero volts. The NMOS devices must be stronger than the PMOS
so the converter doesn't get stuck. In this manner, level shifting may done across the voltage
domains and power may be saved by placing the control logic, including inverter 1510, in the
lower voltage domain 1503. For each signal, the controller is coupled to cach of level converter

1500 by two complimentary control signals 1511, 1512.
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[00112] FIG. 16 is a timing diagram illustrating operation of level shifting using a sense
amp within a ferroelectric bitcell. Input data that is provided to NVL array 110 from multiplexor
212, referring again to FIG. 2, also needs to be level shifted from the 1.2v VDDL domain to 1.5
volts needed for best operation of the FeCaps in the 1.5 volt VDDN domain during write
operations. This may be done using the sense amp of bit cell 400, for example. Referring again
to FIG. 4 and to FIG. 13, note that each bit line BL, such as BL 1352, which comes from the 1.2
volt VDDL domain, is coupled to transfer gate 402 or 403 within bitcell 400. Sense amp 410
operates in the 1.5v VDDN power domain. Referring now to FIG. 16, note that during time
period s2, data is provided on the bit lines BL, BLB and the transfer gates 402, 403 are enabled
by the pass signal PASS during time periods s2 to transfer the data bit and its inverse value from
the bit lines to differential nodes Q, QB. However, as shown at 1602, the voltage level
transferred is only limited to less than the 1.5 volt level because the bit line drivers are located in
the 1.2 v VDDL domain.

[00113] Sense amp 410 is enabled by sense amp enable signals SAEN, SAENB during
time period s3, s4 to provide additional drive, as illustrated at 1604, after the write data drivers,
such as write driver 1156, 1157, have forced adequate differential 1602 on Q/QB during time
period s2. Since the sense amp is supplied by a higher voltage (VDDN), the sense amp will
respond to the differential established across the sense amp by the write data drivers and will
clamp the logic 0 side of the sense amp to VSS (Q or QB) while the other side containing the
logic 1 is pulled up to VDDN voltage level. In this manner, the existing NVL array hardware is
reused to provide a voltage level shifting function during NVL store operations.

[00114] However, to avoid a short from the sense amp to the 1.2v driver supply, the write
data drivers are isolated from the sense amp at the end of time period s2 before the sense amp is
turned on during time periods s3, s4. This may be done by turning off the bit line drivers by de-
asserting the STORE signal after time period s2 and/or also by disabling the transfer gates by de-
asserting PASS after time period s2.

[00115] Using the above described arrangements, various configurations are possible to
maximize power savings or usability at various points in a processing or computing devices
operation cycle. In one such approach, a computing device can be configured to operate
continuously across a series of power interruptions without loss of data or reboot. With

reference to the example illustrated in FIG. 17, a processing device 1700 as described above
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includes a plurality of non-volatile logic element arrays 1710, a plurality of volatile storage
elements 1720, and at least one non-volatile logic controller 1730 configured to control the
plurality of non-volatile logic element arrays 1710 to store a machine state represented by the
plurality of volatile storage elements 1720 and to read out a stored machine state from the
plurality of non-volatile logic element arrays 1710 to the plurality of volatile storage elements
1720. A voltage or current detector 1740 is configured to sense a power quality from an input
power supply 1750.

[00116] A power management controller 1760 is in communication with the voltage or
current detector 1740 to receive information regarding the power quality from the voltage or
current detector 1710. The power management controller 1760 is also configured to be in
communication with the at least one non-volatile logic controller 1710 to provide information
effecting storing the machine state to and restoration of the machine state from the plurality of
non-volatile logic element arrays 1710.

[00117] A voltage regulator 1770 is connected to receive power from the input power
supply 1750 and provide power to an output power supply rail 1755 configured to provide power
to the processing device 1700. The voltage regulator 1770 is further configured to be in
communication with the power management controller 1760 and to disconnect the output power
supply rail 1755 from the input power supply 1750, such as through control of a switch 1780, in
response to a determination that the power quality is below a threshold.

[00118] The power management controller 1760 and the voltage or current detector 1740
work together with the at least one non-volatile logic controller 1730 and voltage regulator 1770
to manage the data backup and restoration processes independent of the primary computing path.
In one such example, the power management controller 1760 is configured to send a signal to
effect stoppage of clocks for the processing device 1700 in response to the determination that the
power quality is below the threshold. The voltage regulator 1770 can then send a disconnect
signal to the power management controller 1760 in response to disconnecting the output power
supply rail 1755 from the input power supply 1750. The power management controller 1760
sends a backup signal to the at least one non-volatile logic controller 1710 in response to
receiving the disconnect signal. Upon completion of the backup of system state into NVL
arrays, the power can be removed from the SOC, or can continue to degrade without further

concern for loss of machine state.
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[00119] The individual elements that make the determination of power quality can vary in
different approaches. For instance, the voltage regulator 1770 can be configured to detect the
power quality’s rising above the threshold and, in response, to send a good power signal to the
power management controller 1760. In response, the power management controller 1760 is
configured to send a signal to provide power to the plurality of non-volatile logic element arrays
1710 and the at least one non-volatile logic controller 1730 to facilitate restoration of the
machine state. The power management controller 1760 is configured to determine that power up
is complete and, in response, send a signal to effect release of clocks for the processing device
1700 wherein the processing device 1700 resumes operation from the machine state prior to the
determination that the power quality was below the threshold.

[00120] To assure that the processing device 1700 has enough power to complete a
backup process, a charge storage element 1790 is configured to provide temporary power to the
processing device 1700 sufficient to power it long enough to store the machine state in the
plurality of non-volatile logic element arrays 1710 after the output power supply rail 1755 is
disconnected from the input power supply 1750. The charge storage element 1790 may be at
least one dedicated on-die (or off-die) capacitor designed to store such emergency power. In
another approach, the charge storage element 1790 may be circuitry in which naturally occurring
parasitic charge builds up in the die where the dissipation of the charge from the circuitry to
ground provides sufficient power to complete a backup operation.

[00121] The architecture described above can facilitate a number of operation
configurations that improve overall processing device function over previous designs. In one
such example, SOC’s often have more functions than are required for any specific customer
application. Saving and restoring machine state for the entire system every time the SOC is
powered down and up can potentially be wasting time and energy if all functions are not needed.
[00122] To address this concern, a version of the processing or computing device
described above can be configured to receive programming instructions stored in one or more
NVL arrays that are designated to be the first to be restored. Those instructions then provide a
blueprint for further restoration from the other NVL arrays, which restoration will enable only
those functions as needed, with the restoration process itself designed to match particular wakeup
power and timing needs. At least one non-volatile logic controller is configured to receive

signals through a user interface to designate individual first ones of the plurality of non-volatile
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logic element arrays to restore first in response to the computing device apparatus’s entering a
wakeup or restoration mode. The individual first ones of the plurality of non-volatile logic
element arrays include instructions for an order in which other ones of the plurality of non-
volatile logic element arrays are to be restored next. For example, the at least one non-volatile
logic controller can be configured to control an order in which individual ones of the plurality of
non-volatile logic element arrays to restore in response the instructions from the individual first
ones of the plurality of non-volatile logic element arrays. Moreover, the at least one non-volatile
logic controller can be configured to control the order in which other ones of the plurality of non-
volatile logic element arrays are to be restored including controlling restoration of the data from
the plurality of non-volatile logic element arrays in serial, in parallel, or in combinations thereof.
So configured, the processing device can be set to have one or more NVL arrays restored first,
which arrays are pre-configured to guide further wakeup of the device through directed
restoration from particular NVL arrays. Certain NVL arrays can be skipped if the functions
stored therein are not needed, and the order of restoration of others can be tailored to a particular
wakeup time and power concern through restoration in parallel, serial, or combinations thereof.
[00123] In another approach, the at least one non-volatile logic controller is further
configured to associate individual one or more functions with individual ones of the plurality of
non-volatile logic element arrays. The individual ones of the at least one function may include
any one of a plurality of peripheral functions for the computing device apparatus. Accordingly,
individual NVL arrays can be designated to store information for a particular function. If a given
function is not needed for a particular processing device or process, the processing device can be
configured to block access to that NVL array. For instance, the computing device apparatus can
be configured to receive signals through the user interface to render the at least one of the
associated individual ones of the plurality of non-volatile logic element arrays inaccessible by
arrangement of configuration bits that direct operation of the at least one non-volatile logic
controller during a restoration process.

[00124] More specifically, control of individual NVL arrays as described above, in one
example, can be accomplished by controlling a domain that contains multiple NVL arrays. In
this example, multiple NVL domains in a given processing device may contain more than one

NVL array. During a restoration process, configuration bits are set that direct which of a
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plurality of NVL domains are enabled or restored first. An example of such a system having
multiple NVL arrays in a given NVL domain will be described with reference to FIG. 18.

[00125] In FIG. 18, a given cloud 1805 of volatile storage elements 230 and 237 includes
a plurality 1810 of NVL arrays 1812 and 1814 associated with the volatile storage elements 230
and 237. In one approach, a multiplexer 212 is connected to variably connect individual ones of
the volatile storage elements 230 and 237 to one or more corresponding individual ones of the
non-volatile logic element arrays 1812 and 1814. In this approach, the at least one non-volatile
logic controller 1806 is further configured to store the first program data or the second program
data to the plurality of non-volatile logic element arrays 1812 and 1814 by controlling the
multiplexer 212 to connect individual ones of the plurality of volatile storage elements 230 and
237 to either the first set 1812 of non-volatile logic element arrays or the second set 1814 of non-
volatile logic element arrays based on whether the first program or the second program is
executing in the computing device apparatus. A second multiplexer 1822 is connected to
variably connect outputs of individual ones of the non-volatile logic element arrays 1812 and
1814 to inputs of one or more corresponding individual ones of the volatile storage elements 230
and 237. Here, the at least one non-volatile logic controller 1806 is further configured to restore
the first program data or the second program data to the plurality of volatile storage elements 230
and 237 by controlling the multiplexer 1822 to connect inputs of individual ones of the plurality
of volatile storage elements 230 and 237 to outputs of either the first set 1812 of non-volatile
logic element arrays or the second set 1814 of non-volatile logic element arrays based on
whether the first program or the second program is to be executed in the computing device
apparatus. Generally speaking, in this example, the NVL arrays receive signals from the
associated NVL controller during both read and write, whereas the first multiplexer 212 receives
signals during a write to NVL array process and the second multiplexer 1822 receives signals
during a read from NVL arrays process.

[00126] Such a system can be configured to control order of enablement and read/write of
both NVL domains and individual NVL arrays within those domains. In one approach, the
computing device includes a plurality of non-volatile logic element array domains wherein at
least one of the non-volatile logic element array domains comprises two or more non-volatile
logic element arrays. The at least one non-volatile logic controller is configured to first read

configuration bits that direct which of the plurality of non-volatile logic element array domains
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are enabled first in response to the computing device apparatus’s entering a wakeup or backup
mode. This aspect allows the device to power up and enable for processing only certain domains
based on the needs of a given design. Also, the at least one non-volatile logic controller is
further configured to read configuration bits that direct an order in which the first enabled of the
plurality of non-volatile logic element array domains are restored or backed up in response to the
computing device apparatus’s entering a wakeup or backup mode. Accordingly, after enabling
the NVL domains at backup or wakeup, the order in which the NVL domains are read or written
to can be controlled.

[00127] In a further configuration, the at least one non-volatile logic controller reads
configuration bits that direct whether and which individual ones of the two or more non-volatile
logic element arrays in at least one of the first enabled of the plurality of non-volatile logic
clement array domains to restore or backup in parallel in response to the computing device
apparatus’s entering a wakeup or backup mode. Thus, not only the order, but also whether the
NVL arrays are handled in parallel, serial, or a combination thereof, can be controlled. By one
approach, individual non-volatile arrays of the ones of the first enabled of the plurality of non-
volatile logic element array domains include instructions for an order in which other non-volatile
logic element arrays are to be restored next, whereby the system can self-direct its backup or
wake up procedure. In such an approach, the at least one non-volatile logic controller can
control an order in which the first enabled of the plurality of non-volatile logic element array
domains are restored or backed up in response to the instructions from the individual non-volatile
arrays of the ones of the first enabled of the plurality of non-volatile logic element array domains
[00128] Turning to FIG. 19, an example operation of a processing device having NVL
sequencing control during wakeup and backup as described above will be discussed. The
method includes operating 1902 a processing device using a plurality of volatile storage elements
to execute at least one function. Optionally, individual ones of the at least one function are
associated 1904 with individual ones of a plurality of non-volatile logic element. For example,
any one of a plurality of peripheral functions for the processing device may be designated. In
response to the processing device’s entering a backup mode, the method includes storing 1906 in
the individual ones of the plurality of non-volatile logic element arrays a machine state of the

processing device stored in the individual ones of the plurality of volatile storage elements for
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the associated individual ones of the at least one function in response to the processing device
entering the backup mode.

[00129] Individual first ones of a plurality of non-volatile logic element arrays are
designated 1906 to restore first in response to the processing device’s entering a wakeup or
restoration mode. An order of restoration of data from the plurality of non-volatile logic element
arrays is controlled based on instructions restored from the individual first ones of a plurality of
non-volatile logic element arrays. For example, the order of restoration may include restoring
the data from the plurality of non-volatile logic element arrays in serial, in parallel, or in
combinations thereof. The order can be controlled by, in response to receiving the instructions
from the individual first ones of a plurality of non-volatile logic element arrays, arranging
configuration bits that direct operation of the at least one non-volatile logic controller during the
wakeup or recovery mode to effect controlling the order in which the data from the individual
ones of the at least one function are restored from the plurality of non-volatile logic element
arrays in response to the processing device’s entering a recovery mode.

[00130] Optionally, the method may include controlling 1910 an order in which data from
the individual ones of the at least one function are stored in the plurality of non-volatile logic
clement arrays in response to the processing device’s entering a backup mode. So configured, a
user of the processing device has control over the backup and wakeup options for various
processing device features.

[00131] FIG. 20 illustrates an example method of operation for a system where more than
one NVL array can be disposed within a given NVL domain. The method includes operating
2002 a processing device using a plurality of volatile storage elements to execute at least one
function. Optionally, individual ones of the at least one function are associated 2004 with
individual ones of a plurality of non-volatile logic element as described above. In this example
method, a plurality of non-volatile logic element array domains, wherein at least one of the non-
volatile logic element array domains comprises two or more non-volatile logic element arrays,
store 2006 a machine state of the processing device stored in the plurality of volatile store
elements in response to the processing device entering a backup mode. At 2008, configuration
bits are read to direct which of the plurality of non-volatile logic element array domains are
enabled first in response to the processing device’s entering a wakeup or backup mode. At 2010,

configuration bits are read to direct an order in which the first enabled of the plurality of non-
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volatile logic element array domains are restored or backed up in response to the computing
device apparatus’s entering a wakeup or backup mode. The method can also include reading
2012 configuration bits to direct an order of and whether and which individual ones of the two or
more non-volatile logic element arrays in at least one of the first enabled of the plurality of non-
volatile logic element array domains to restore or backup in parallel in response to the processing
device’s entering a wakeup or backup mode. For instance, the order of restoration or backing up
can be controlled in response to instructions from the individual non-volatile arrays of the ones
of the first enabled of the plurality of non-volatile logic element array domains.

[00132] So configured, NVL arrays can be controlled by virtue of being a part of NVL
domains, and NVL arrays within a given domain can be independently controlled. Such ready
configuration can enable any of a number of function, power, and time management
configurations as may be needed.

System Example

[00133] FIG. 21 is a block diagram of another SoC 2100 that includes NVL arrays, as

described above. SoC 2100 features a Cortex-MO processor core 2102, universal asynchronous
receiver/transmitter (UART) 2104 and SPI (serial peripheral interface) 2106 interfaces, and
10KB ROM 2110, 8KB SRAM 2112, 64KB (Ferroelectric RAM) FRAM 2114 memory blocks,
characteristic of a commercial ultra low power (ULP) microcontroller. The 130nm FRAM
process based SoC uses a single 1.5V supply, an 8MHz system clock and a 125MHz clock for
NVL operation. The SoC consumes 75uA/MHz & 170uA/MHz while running code from SRAM
& FRAM respectively. The energy and time cost of backing up and restoring the entire system
state of 2537 FFs requires only 4.72nJ & 320ns and 1.34nJ & 384ns respectively, which sets the
industry benchmark for this class of device. SoC 2100 provides test capability for each NVL bit,
as described in more detail above, and in-situ read signal margin of 550mV.

[00134] SoC 2100 has 2537 FFs and latches served by 10 NVL arrays. A central NVL
controller controls all the arrays and their communication with FFs, as described in more detail
above. The distributed NVL mini-array system architecture helps amortize test feature costs,
achieving a SoC area overhead of only 3.6% with exceptionally low system level sleep/wakeup
energy cost of 2.2pJ/0.66pJ per bit.

[00135] Although the invention finds particular application to microcontrollers (MCU)

implemented, for example, in a System on a Chip (SoC), it also finds application to other forms
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of processors. A SoC may contain one or more modules which each include custom designed
functional circuits combined with pre-designed functional circuits provided by a design library.
[00136] While the invention has been described with reference to illustrative
embodiments, this description is not intended to be construed in a limiting sense. Various other
embodiments of the invention will be apparent to persons skilled in the art upon reference to this
description. For example, other portable, or mobile systems such as remote controls, access
badges and fobs, smart credit/debit cards and emulators, smart phones, digital assistants, and any
other now known or later developed portable or embedded system may embody NVL arrays as
described herein to allow nearly immediate recovery to a full operating state from a completely
powered down state.

[00137] While embodiments of retention latches coupled to a nonvolatile FeCap bitcell are
described herein, in another embodiment, a nonvolatile FeCap bitcell from an NVL array may be
coupled to flip-flop or latch that does not include a low power retention latch. In this case, the
system would transition between a full power state, or otherwise reduced power state based on
reduced voltage or clock rate, and a totally off power state, for example. As described above,
before turning off the power, the state of the flipflops and latches would be saved in distributed
NVL arrays. When power is restored, the flipflops would be initialized via an input provided by
the associated NVL array bitcell.

[00138] The techniques described in this disclosure may be implemented in hardware,
software, firmware, or any combination thereof. If implemented in software, the software may
be executed in one or more processors, such as a microprocessor, application specific integrated
circuit (ASIC), field programmable gate array (FPGA), or digital signal processor (DSP). The
software that executes the techniques may be initially stored in a computer-readable medium
such as compact disc (CD), a diskette, a tape, a file, memory, or any other computer readable
storage device and loaded and executed in the processor. In some cases, the software may also
be sold in a computer program product, which includes the computer-readable medium and
packaging materials for the computer-readable medium. In some cases, the software instructions
may be distributed via removable computer readable media (e.g., floppy disk, optical disk, flash
memory, USB key), via a transmission path from computer readable media on another digital

System, etc.
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[00139] Although method steps may be presented and described herein in a sequential
fashion, one or more of the steps shown and described may be omitted, repeated, performed
concurrently, and/or performed in a different order than the order shown in the figures and/or
described herein. Accordingly, embodiments of the invention should not be considered limited
to the specific ordering of steps shown in the figures and/or described herein.

[00140] It is therefore contemplated that the claims will cover any such modifications of

the embodiments as fall within the true scope of the invention.
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CLAIMS
What is Claimed is:

1. A computing device apparatus providing non-volatile logic based computing, the

apparatus comprising:

a plurality of non-volatile logic element array domains wherein at least one of the non-volatile
logic element array domains comprises two or more non-volatile logic element arrays;

a plurality of volatile storage elements;

at least one non-volatile logic controller configured to control the plurality of non-volatile logic
element array domains to store a machine state represented by the plurality of volatile storage
elements and to read out a stored machine state from the plurality of non-volatile logic
element array domains to the plurality of volatile storage elements;

wherein the at least one non-volatile logic controller is further configured to read configuration
bits that direct which of the plurality of non-volatile logic element array domains are enabled
first in response to the computing device apparatus’s entering a wakeup or backup mode;

wherein the at least one non-volatile logic controller is further configured to read configuration
bits that direct an order in which the first enabled of the plurality of non-volatile logic
element array domains are restored or backed up in response to the computing device
apparatus’s entering a wakeup or backup mode.

2. The computing device apparatus of claim 1 wherein the at least one non-volatile logic

controller is further configured to read configuration bits that direct whether and which

individual ones of the two or more non-volatile logic element arrays in at least one of the first

enabled of the plurality of non-volatile logic element array domains to restore or backup in

parallel in response to the computing device apparatus’s entering a wakeup or backup mode.

3. The computing device apparatus of claim 1 wherein individual non-volatile arrays of the

ones of the first enabled of the plurality of non-volatile logic element array domains include

instructions for an order in which other non-volatile logic element arrays are to be restored next.

4. The computing device apparatus of claim 3 wherein the at least one non-volatile logic

controller is further configured to control an order in which the first enabled of the plurality of

non-volatile logic element array domains are restored or backed up in response to the instructions
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from the individual non-volatile arrays of the ones of the first enabled of the plurality of non-

volatile logic element array domains.

5. The computing device apparatus of claim 1 wherein the at least one non-volatile logic

controller is further configured to associate individual one or more functions with individual

ones of the plurality of non-volatile logic element arrays.

6. The computing device apparatus of claim 1 wherein the individual ones of the at least one

function comprise any one of a plurality of peripheral functions for the computing device

apparatus.

7. A method comprising:

operating a processing device using a plurality of volatile storage clements to execute at least one
function;

storing in a plurality of non-volatile logic element array domains, wherein at least one of the
non-volatile logic element array domains comprises two or more non-volatile logic element
arrays, a machine state of the processing device stored in the plurality of volatile store
elements in response to the processing device entering a backup mode;

reading configuration bits to direct which of the plurality of non-volatile logic element array
domains are enabled first in response to the processing device’s entering a wakeup or backup
mode;

reading configuration bits to direct an order in which the first enabled of the plurality of non-
volatile logic element array domains are restored or backed up in response to the computing
device apparatus’s entering a wakeup or backup mode.

8. The method of claim 7 further comprising reading configuration bits to direct an order of

and whether and which individual ones of the two or more non-volatile logic element arrays in at

least one of the first enabled of the plurality of non-volatile logic element array domains to

restore or backup in parallel in response to the processing device’s entering a wakeup or backup

mode.

9. The method of claim 7 further comprising controlling the order of restoration or backing

up in response to instructions from the individual non-volatile arrays of the ones of the first

enabled of the plurality of non-volatile logic element array domains.

10. The method of claim 7 further comprising associating individual ones of the at least one

function with individual ones of the plurality of non-volatile logic element arrays.
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11.  The method of claim 10 wherein the associating the at least one function with individual
ones of the plurality of non-volatile logic element arrays further comprises designating any one
of a plurality of peripheral functions for the processing device.
12. A method comprising:
operating a processing device using a plurality of volatile storage elements to execute at least one
function;
storing in a plurality of non-volatile logic element array domains, wherein at least one of the
non-volatile logic element array domains comprises two or more non-volatile logic element
arrays, a machine state of the processing device stored in the plurality of volatile store
elements in response to the processing device entering a backup mode;
reading configuration bits to direct which of the plurality of non-volatile logic element array
domains are enabled first in response to the processing device’s entering a wakeup or backup
mode;
reading configuration bits to direct an order in which the first enabled of the plurality of non-
volatile logic element array domains are restored or backed up in response to the computing
device apparatus’s entering a wakeup or backup mode;
reading configuration bits to direct an order of and whether and which individual ones of the two
or more non-volatile logic element arrays in at least one of the first enabled of the plurality of
non-volatile logic element array domains to restore or backup in parallel in response to the
processing device’s entering a wakeup or backup mode;
controlling the order of restoration or backing up in response to instructions from the individual
non-volatile arrays of the ones of the first enabled of the plurality of non-volatile logic
clement array domains.
13.  The method of claim 12 further comprising associating individual ones of the at least one
function with individual ones of the plurality of non-volatile logic element arrays.
14.  The method of claim 14 wherein the associating the at least one function with individual
ones of the plurality of non-volatile logic element arrays further comprises designating any one

of a plurality of peripheral functions for the processing device.
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