wo 2011/105044 A1 | I 0K 00O OO OO

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

.. TN
(19) World Intellectual Property Organization /g3 [} 1M1 AN A0 00100000 O 0
ernational Bureau S,/ ‘ 0 |
. L MEY (10) International Publication Number
(43) International Publication Date \,!:,: #
1 September 2011 (01.09.2011) WO 2011/105044 Al
(51) International Patent Classification: Ohta-ku, Tokyo, 1468501 (JP). YOSHII, Hiroto [JP/JP];
GO6T 1/00 (2006.01) GO01B 11/26 (2006.01) C/O CANON KABUSHIKI KAISHA, 30-2, Shimo-
GO01B 11/00 (2006.01) GO6T 19/00 (2011.01) maruko 3-chome, Ohta-ku, Tokyo, 1468501 (JP).
(21) International Application Number: (74) Agents: ABE, Takuma et al.; C/O CANON KABUSHI-
PCT/JP2011/000965 KI KAISHA, 30-2, Shimomaruko 3-chome, Ohta-ku,

. - Tokyo, 1468501 (JP).
(22) International Filing Date:
22 February 2011 (22.02.2011) (81) Designated States (unless otherwise indicated, for every
kind of national protection available). AE, AG, AL, AM,

(25) Filing Language: English AO, AT, AU, AZ, BA, BB, BG, BH, BR, BW, BY, BZ,
(26) Publication Language: English CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM, DO,
o DZ, EC, EE, EG, ES, FL, GB, GD, GE, GH, GM, GT,

(30) Priority Data: HN, HR, HU, ID, IL, IN, IS, KE, KG, KM, KN, KP, KR,
2010-040596 25 February 2010 (25.02.2010) JpP KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD, ME,

(71) Applicant (for all designated States except US): CANON MG, MK, MN, MW, MX, MY, MZ, NA, NG, NL, NO,
KABUSHIKI KAISHA [JP/JP]; 30-2, Shimomaruko 3- NZ, OM, PE, PG, PH, PL, PT, RO, RS, RU, SC, SD, SE,
chome, Ohta-ku, Tokyo, 1468501 (IP). SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN, TR, TT,

TZ,UA, UG, US,UZ, VC, VN, ZA, ZM, ZW.
(72) Inventors; and A .
(75) Inventors/Applicants (for US only): MITARAL Yusuke (84) Designated States (unless otherwise indicated, for every

[JP/JP] C/O CANON KABUSHIKI KAISHA. 30-2. Shi- kind ofregional p}"Ol@C’ﬁOI’Z avaz'lable): ARIPO (BW, GH,
momaruko 3-chome, Ohta-ku, Tokyo, 1468501 (JP). GM, KE, LR, LS, MW, MZ, NA, SD, SL, SZ, TZ, UG,
MATSUGU, Masakazu [JPJP], C/O CANON ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, MD, RU, TJ,

TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,

KABUSHIKI KAISHA, 30-2, Shimomaruko 3-chome,
EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU,

[Continued on next page]

(54) Title: INFORMATION PROCESSING METHOD AND INFORMATION PROCESSING APPARATUS

[Fig. 1] (57) Abstract: A multi view-point image composed ot a great num-
ber of images according to a shape of an object is generated or an
information processing method used for generating a three-dimen-
sional model or performing image processing of arbitrary view-
point object recognition is provided, and based on a plurality of
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of view points by an imaging means, a relative position and orienta-
tion with respect to the object relative to the imaging means for
each of the plurality of view points is calculated, and based on the
calculated plurality of relative positions and orientations, a missing
position and orientation of the imaging means in a direction in
which imaging by the imaging means is missing is calculated, and
an image used for displaying the calculated missing position and
orientation on a display means is generated.
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Description

Title of Invention: INFORMATION PROCESSING METHOD
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[0005]

[0006]

AND INFORMATION PROCESSING APPARATUS
Technical Field

The present invention relates to a method for generating a multi view-point image
composed of a great number of images of a three-dimensional object captured from a

plurality of different view points.

Background Art

In generating a three-dimensional model by using an image which is obtained by
imaging a three-dimensional object, a great number of images captured from various
view points are necessary. Further, with respect to recognition of a three-dimensional
object by using an image which is obtained by imaging the three-dimensional object
from an arbitrary view point or with respect to learning of a classifier that recognizes
the three-dimensional object, it is useful to use a great number of images captured from
various view points. The learning of the classifier is to set or adjust a parameter of the
classifier by using a great amount of data that continually increases according to
learning. According to learning, optimum control is realized while adjustment is being
made. Various methods have been proposed so far as a method for acquiring a great
number of images obtained by imaging an object from various view points.

Japanese Patent Laid-Open No. 2007-72537 discusses an imaging apparatus
including a plurality of imaging apparatuses and a rotation base where an object is
mounted. The imaging apparatus references a feature point of the object. According to
such an apparatus, the orientation of the object can be changed and a complete
periphery image of the object can be captured.

Japanese Patent Laid-Open No. 2004-139294 discusses a multi view-point image
processing program using a plurality of markers each of which serves as a reference of
a view point position. According to such a method, as is with patent literature 1,
without using a large-scale imaging apparatus, images of an object captured according
to imaging from various view points can be acquired.

Regarding generation of a highly-accurate three-dimensional model or learning of a
classifier that performs arbitrary view-point object recognition, it is desirable if a great
number of images can be acquired which is performed by imaging the object evenly
from various view points. However, with respect to the above-described method, an
optimum method for evenly imaging the object from various view points is not
provided or a simple method for realizing such imaging is not provided.

Further, with respect to generation of an improved three-dimensional model or
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improved learning of a classifier that performs arbitrary view-point object recognition,
it is useful if the image is acquired according to a shape of the object. For example, it is
useful if an image of a portion whose structure is complex is acquired in detail from a
number of view points. However, the portion of the view points which should be
densely arranged in capturing a portion of the object is not clear. Further, even if a
portion where view points should be densely arranged is given, a method for simply
acquiring such an image is not provided.

Citation List

Patent Literature

PTL 1: Japanese Patent Laid-Open No. 2007-72537
PTL 2: Japanese Patent Laid-Open No. 2004-139294
PTL 3: Japanese Patent Laid-Open No. 2007-156528
PTL 4: Japanese Patent Laid-Open No. 2000-194859

Non Patent Literature
NPL 1: V.Lepetit, F.Moreno-Noguer, P.Fua "EPnP: An Accurate O(n) Solution to the
PnP Problem", International Journal of Computer Vision, Vol.81, No.2, pp.155-166,
2008
NPL 2: G.Reitmayr, T.W.Drummond, "Going out: Robust Model-based Tracking for
Outdoor Augmented Reality", IEEE/ACM International Symposium on Mixed and
Augmented Reality, pp.109-118, 2006
NPL 3: Shingo Ando, Yoshinori Kusachi, Akira Suzuki, Kenichi Arakawa, "Pose Es-
timation of 3D Object Using Support Vector Regression”, Journal of The Institute of
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Summary of Invention

In the present invention, an image which is missing in object recognition is presented
by using a great number of images obtained by imaging an object from various view
points.

In accordance with a first aspect of the present invention, an information processing
apparatus includes a relative position and orientation calculation means configured to
calculate, based on a plurality of images captured by imaging an object from a plurality

of view points by an imaging means, a relative position and orientation with respect to
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the object relative to the imaging means for each of the plurality of view points, a
missing position and orientation calculation means configured to calculate a missing
position and orientation of the imaging means from which imaging by the imaging
means is missing based on the calculated plurality of relative positions and ori-
entations, and a missing view-point image generation means configured to generate an
image used for displaying the calculated missing position and orientation on a display

means.
In accordance with another aspect of the present invention, an information processing

method performed by an information processing apparatus includes a relative position
and orientation calculation means of the information processing apparatus calculating,
based on a plurality of images captured by imaging an object from a plurality of view
points by an imaging means, a relative position and orientation with respect to the
object relative to the imaging means for each of the plurality of view points, a missing
position and orientation calculation means of the information processing apparatus cal-
culating a missing position and orientation of the imaging means from which imaging
by the imaging means is missing based on the calculated plurality of relative positions
and orientations, and a missing view-point image generation means of the information
processing apparatus generating an image used for display of the calculated missing
position and orientation on a display means.

In accordance with a still further aspect of the present invention, a program causes a
computer to execute each step of one of the video information processing methods
described above.

In accordance with another aspect of the present invention, a recording medium
stores a program causing a computer to execute each step of one of the video in-
formation processing methods described above.

Further features of the present invention will be apparent from the following de-
scription of exemplary embodiments with reference to the attached drawings.

Brief Description of Drawings

[fig.1]Fig. 1 is a configuration diagram according to a first exemplary embodiment.
[fig.2]Fig. 2 illustrates a definition of a measurement coordinate system according to
the first exemplary embodiment.

[fig.3]Fig. 3 illustrates definition of a camera coordinate system and an image co-
ordinate system according to the first exemplary embodiment.

[fig.4]Fig. 4 is a flowchart illustrating processing according to the first exemplary em-
bodiment.

[fig.5]Fig. 5 is a flowchart illustrating processing performed by a missing position and

orientation calculation unit according to the first exemplary embodiment.
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[fig.6]Fig. 6 illustrates an example of an image displayed on a display unit according to
the first exemplary embodiment.

[fig.7]Fig. 7 is a configuration diagram according to a second exemplary embodiment.
[fig.8]Fig. 8 is a flowchart illustrating processing according to the second exemplary
embodiment.

[fig.9A]Fig. 9A illustrates an example of an image processed by an image nor-
malization unit according to the second exemplary embodiment.

[fig.9B]Fig. 9B illustrates an example of an image processed by an image nor-
malization unit according to the second exemplary embodiment.

[fig.9C]Fig. 9C illustrates an example of an image processed by an image nor-
malization unit according to the second exemplary embodiment.

[fig.9D]Fig. 9D illustrates an example of an image processed by an image nor-
malization unit according to the second exemplary embodiment.

[fig.10]Fig. 10 is a flowchart illustrating processing performed by the missing position
and orientation calculation unit according to the second exemplary embodiment.
[fig.11]Fig. 11 is a configuration diagram according to a third exemplary embodiment.
[fig.12]Fig. 12 is a flowchart illustrating processing according to the third exemplary
embodiment.

[fig.13]Fig. 13 illustrates an example of missing view point determination based on
comparison of two images.

[fig.14]Fig. 14 illustrates an example of missing view point determination based on an
orientation estimation result.

[fig.15]Fig. 15 is a flowchart illustrating processing performed by the missing position
and orientation calculation unit according to the third exemplary embodiment.
Description of Embodiments

It should be noted that the relative arrangement of the components, the numerical ex-
pressions and numerical values set forth in these embodiments do not limit the scope of
the present invention unless it is specifically stated otherwise.

Exemplary Embodiments of the present invention will now be described in detail
below with reference to the accompanying drawings.

According to a first exemplary embodiment, a multi view-point image is generated
from a great number of images obtained by evenly imaging an object being a mea-
surement object from various view points.

Fig. 1 is a configuration diagram according to the present embodiment. The present
embodiment includes an imaging unit 101, an image input unit 102, a relative position
and orientation calculation unit 103, a multi view-point image storage unit 104, a

missing position and orientation calculation unit 105, a missing view-point image
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generation unit 106, and a display unit 107. Further, on a measurement base 111 set in
the real space, an object 112 being a measurement object is set on a support 113. A
plurality of markers 121, 122, ..., 128 are arranged in the periphery of the object 112.
Further, the eight markers of the markers 121 to 128 correspond to color 1, color 2, . . .
, color 8 respectively.

The imaging unit 101 performs imaging of the object 112. For example, imaging of
the object 112 mounted on the support 113 is performed by a camera operated by a
user. The imaging unit 101 can externally output the image which has been captured.
For example, the imaging unit is a digital still camera or a camcorder including an
image sensor, such as a charge-coupled device (CCD), and a lens. The captured image
is transmitted to the image input unit 102 when, for example, the user presses a shutter
button of the digital still camera.

The image input unit 102 inputs the image transmitted from the imaging unit 101.
The image input by the image input unit 102 is transmitted to the relative position and
orientation calculation unit 103.

The relative position and orientation calculation unit 103 calculates a relative
position and orientation of the object 112 which is a measurement object, and the
imaging unit 101. The relative position and orientation of the object 112 and the
imaging unit 101 calculated by the relative position and orientation calculation unit
103 is transmitted to the multi view-point image storage unit 104.

The multi view-point image storage unit 104 stores the imaging orientation data
obtained by the relative position and orientation calculation unit 103 in association
with the image according to which the measurement of the imaging orientation has
been performed. The storing operation is repeated until the number of the imaging ori-
entation data pieces reaches a predetermined number. The recorded imaging ori-
entation data is transmitted to the missing position and orientation calculation unit.

The missing position and orientation calculation unit 105 calculates an imaging-
missing view point at the current stage based on a great amount of imaging orientation
data obtained by imaging up to the current stage and stored in the multi view-point
image storage unit 104.

The missing view-point image generation unit 106 generates an image showing the
view point which is missing from the imaging orientation data of the missing view
points calculated by the missing position and orientation calculation unit 105.

The display unit 107 displays the display image generated by the missing view-point
image generation unit 106.

Fig. 2 illustrates a definition of a measurement coordinate system according to the
present embodiment. The support 113 is where a measurement object is mounted. The

support 113 is provided on the measurement base 111. The point of origin of the mea-
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surement coordinate system is a contact position 200 where the support 113 contacts
the measurement base 111, and the axes are an x-axis 201, a y-axis 202, and a z-axis
203.

When the image captured by the imaging unit 101 is processed, the markers are
uniquely identified. For example, if the markers have different colors and their three-
dimensional positions are known, a color unique to each marker is extracted from the
image captured by the imaging unit 101. According to this processing, a marker in the
image can be identified and the position of the marker in the image can be detected. A
three-dimensional position of each marker is fixed and a center position of the markers
in the measurement coordinate system is measured in advance.

Fig. 3 illustrates a definition of a camera coordinate system and an image coordinate
system. As is with the measurement coordinate system, a three-dimensional camera co-
ordinate system is defined with respect to the imaging unit 101. Further, an image
plane 302 which is a virtual plane corresponding to the captured image is defined, and
a two-dimensional image coordinate system of the image plane is defined. A principal
point of the lens of the imaging unit 101 in the camera coordinate system is a point of
origin 310. The direction corresponding to the right direction with respect to the
captured image is defined as an x'-axis 311, the direction corresponding to the upper
direction is defined as a y'-axis 312, and the axis parallel to the optical axis of the lens
and in a direction opposite to an imaging direction 301 of the imaging unit 101 is
defined as a z'-axis 313. Further, the image coordinate system is defined, as is il-
lustrated in Fig. 3, as a two-dimensional coordinate system. In this image coordinate
system, the center of an image plane 302 is defined as a point of origin 320, the
direction corresponding to the right direction of the image is defined as an x"-axis 321,
and the direction corresponding to the upper direction is defined as a y"-axis 322.

Fig. 4 is a flowchart illustrating processing according to the present embodiment. An
example of a multi view-point image generation method will be described.

In step S401, the image input unit 102 inputs an image transmitted from the imaging
unit 101 to the relative position and orientation calculation unit 103. The image
obtained by imaging the object 112 needs to include at least four markers in the image.
The image input by the image input unit 102 is transmitted to the relative position and
orientation calculation unit 103 and the processing proceeds to step S402.

In step S402, the relative position and orientation calculation unit 103 calculates a
relative position and orientation of the object 112 which is a measurement object and
the imaging unit 101. In other words, by processing the image transmitted from the
image input unit 102, the relative position and orientation calculation unit 103
measures a position and orientation of the imaging unit when the imaging unit captured

the image.
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When the image is transmitted, the relative position and orientation calculation unit
extracts the colors 1 to 8, each of which is unique to each marker, and determines
whether each marker is included in the image. To be more precise, a hue is obtained
from RGB values of each pixel and if the obtained hue and the hue of the color to be
extracted are within a predetermined range, that pixel is extracted. If a pixel of a corre-
sponding color is extracted from the image, it is determined that a marker corre-
sponding to that color is included in the image. Then, a barycentric position (position
(x", y") in the above-described image coordinate system) with respect to the image of
the pixel corresponding to the color of the marker is obtained. According to this
processing, positions of four or more markers, whose three-dimensional positions in
the measurement coordinate system are known, in the image coordinate system can be
obtained. Further, if a focal length of the lens is known as f [mm], according to a
technique discussed in nonpatent literature 1, a relative position and orientation of the
camera coordinate system with respect to the measurement coordinate system can be
obtained.

A relative position and orientation of two three-dimensional coordinate systems is
expressed by two components of the coordinate system, which are a translational
component and a rotational component. The translational component is a translational
mobile component between two points of origin of the two three-dimensional co-
ordinates and is expressed by a translational mobile component (Tx, Ty, Tz) from a
point of origin 40 of the measurement coordinate system to the point of origin 310 of
the camera coordinate system. The rotational component is expressed by an axis of
rotation and an amount of rotation with respect to the axis of rotation. To be more
precise, the relative position and orientation of the two three-dimensional coordinate
systems is expressed by the amount of rotation when the x-axis 201, the y-axis 202,
and the z-axis 203 of the measurement coordinate system are in the same directions as
the x'-axis 311, the y'-axis 312, and the z'-axis 313 of the camera coordinate system re-
spectively. In other words, the measurement coordinate system is expressed by a
direction of the axis of rotation (Rx, Ry, Rz) and a rotation angle "theta" when the
measurement coordinate system is rotated on the axis of rotation which passes through
the origin of the measurement coordinate system. Since the rotational component
consists of four parameters and the parameters are normalized so that (Rx, Ry, Rz) that
express the direction of the axis of rotation satisfy Rx2 + Ry2 + Rz2 = 1, the actual
degree of freedom will be the same as the degree of freedom of the rotation. The
measured relative position and orientation is expressed by the translational component
(Tx, Ty, Tz) and the rotational component between the coordinate systems. The ro-
tational component is expressed by the direction of the axis of rotation (Rx, Ry, Rz)

and the rotation angle "theta". The relative position and orientation is used as the
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imaging orientation data.

The relative position and orientation of the object 112 and the imaging unit 101
calculated by the relative position and orientation calculation unit 103 is transmitted to
the multi view-point image storage unit 104 and then the processing proceeds to step
S403.

In step S403, the multi view-point image storage unit 104 stores the imaging ori-
entation data obtained by the relative position and orientation calculation unit 103 in
association with the image according to which the measurement of the imaging ori-
entation has been performed. In other words, the image of the object 112 which has
been captured by the user and the position and orientation of the imaging unit 101
when the image has been captured are stored in the multi view-point image storage unit
104. When they are stored, they are associated to each other. This process is repeated
until the number of the data pieces of the imaging orientation data stored in association
reaches a predetermined number, and then the processing proceeds to step S404. The
imaging is repeated until, for example, about 60 pieces of data are obtained.

In step S404, the missing position and orientation calculation unit 105 calculates the
imaging-missing view point at the current stage based on a great amount of imaging
orientation data captured by that time and stored in the multi view-point image storage
unit 104.

Fig. 5 is a flowchart illustrating processing performed by the missing position and
orientation calculation unit. Details of the actual processing performed by the missing
position and orientation calculation unit 105 in step S404 will be described.

Step S501 is an approximately uniform direction calculation step. In this step, virtual
view points are approximately uniformly arranged on a sphere in a virtual three-
dimensional space having the object 112 at the center. To be more precise, a virtual co-
ordinate system is set in a virtual three-dimensional space, and it is assumed that a
sphere with radius 1 having the point of origin of the virtual coordinate system at the
center is provided. Points of a predetermined number M are approximately uniformly
arranged on the surface of the sphere. Then, a direction in which the imaging is
possible is calculated

For example, according to a technique discussed in Japanese Patent Laid-Open No.
2007-156528, the points can be approximately uniformly arranged on the surface of
the sphere. The points of the predetermined number M approximately uniformly
arranged on the surface of the sphere may be an arbitrary number from, for example,
20 to about 100, and M = 60 is employed in the present embodiment. Thus, 60 points
are arranged on the surface of the sphere. Positions of these points in the virtual co-
ordinate system in the virtual three-dimensional space are set as (Pxi, Pyi, Pzi)(i=1, 2,

., 60).
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Step S502 is a similar direction determination step. According to this step, it is de-
termined whether a point not yet used for imaging in a similar orientation exists. To be
more precise, it is determined whether imaging in the orientation similar to the imaging
orientation in the virtual three-dimensional space is already performed when it is
assumed that the imaging is performed with an angle toward the center of the sphere
from each point. First, it is simply assumed that the imaging unit 101 is arranged such
that the imaging is performed with an angle toward the center of the sphere from each
point. Then, the direction of an z'-axis 313 of the camera coordinate system illustrated
in Fig. 3 in the virtual coordinate system at that time is obtained. Since the imaging is
performed with an angle toward the center of the sphere from a point on the surface of
the sphere, in other words, since the negative direction of the z'-axis 313 of the camera
coordinate system passes through the center of the sphere, this direction will be the
position of each point in the virtual coordinate system. For example, if the imaging unit
101 is arranged such that the image of the center of the sphere is captured from a
certain point (Pxi, Pyi, Pzi), the direction of the z'-axis 313 of the camera coordinate
system in the virtual coordinate system will be simply (Pxi, Pyi, Pzi). Then, from this
direction and a plurality of imaging orientations whose imaging is already finished, a
direction with respect to the measurement coordinate system having highest similarity
with the direction of the z'-axis 313 of the camera coordinate system is searched and
the similarity is obtained. An inner product of each of the two directions can be used in
determining the similarity. Further, with respect to each imaging orientation whose
imaging is already finished, a direction (Qx, Qy, Qz) of the z'-axis 313 in the camera
coordinate system of the measurement coordinate system is obtained. If the rotational
components of the imaging orientation data are the direction of the axis of rotation
(Rx, Ry, Rz) and the rotation angle "theta", the direction (Qx, Qy, Qz) can be obtained

from the following equation (1).

&
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In other words, inner product of the direction (Pxi, Pyi, Pzi) corresponding to the
certain point arranged approximately uniformly on the surface of the sphere and the
direction (Qx, Qy, Qz) acquired according to the above-described equation (1) by
using a plurality pieces of imaging orientation data stored in the multi view-point
image storage unit 104 is obtained. From the obtained inner products, an inner product
with the largest value is obtained.

Then, it is determined whether the obtained greatest inner product value is equal to or
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greater than a predetermined reference value. If the greatest inner product value is
equal to or greater than the predetermined reference value, it is determined that the
imaging from the view point corresponding to the point arranged on the surface of the
sphere is sufficient. If the greatest inner product value is equal to or smaller than the
predetermined reference value, it is determined that the imaging from the view point
corresponding to the point is missing. The predetermined reference value used for the
determination can be an arbitrary value smaller than 1. For example, a value, 0.8, is
used.

Step S503 is a dissimilar direction calculation step. In this step, as an imaging-
missing view point, imaging orientation when the imaging is performed with an angle
toward the center of the sphere from a point on the surface of the sphere is obtained.
To be more precise, if it is determined that imaging is missing with respect to a certain
point on the surface of the sphere, a direction (Pxi, Pyi, Pzi) corresponding to the point
is determined as the imaging orientation corresponding to the imaging-missing view
point. According to such processing, an imaging-missing view point is calculated.

In step S405, it is determined whether a missing position and orientation exists. If it
is determined that imaging from view points corresponding to all the points arranged
approximately uniformly on the surface of the sphere is sufficient (NO in step S405),
the missing position and orientation calculation unit 105 determines that imaging of the
measurement object body is evenly performed from various view points, and the
processing ends.

On the other hand, if it is determined that imaging from a view point corresponding
to one of the points arranged approximately uniformly on the surface of the sphere is
missing (YES in step S405), the data (Pxi, Pyi, Pzi) corresponding to the imaging ori-
entation is transmitted to the missing view-point image generation unit 106, and the
processing proceeds to step S406.

In step S406, the missing view-point image generation unit 106 generates an image
presenting the missing view point based on the data of the imaging orientation
transmitted from the missing position and orientation calculation unit 105.

Fig. 6 illustrates an example of an image displayed on the display unit 107. An arrow
601 corresponds to an imaging orientation from an imaging-missing view point
transmitted from the missing position and orientation calculation unit 105. The arrow
601 is on a dotted line 602. The dotted line 602 connects the point of origin 40 of the
measurement coordinate system and the data (Pxi, Pyi, Pzi) regarding imaging ori-
entation from the imaging-missing view point. According to the arrow 601, the missing
view point can be confirmed. The missing view point can be expressed by a form other
than an arrow so long as the user can understand the missing view point.

The user that performs the imaging of the measurement object body performs
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imaging from the missing view point displayed on the display unit 107. An image
captured from the view point corresponding to the arrow 601 is transmitted from the
imaging unit 101 to the image input unit 102, and the processing returns to step S401.
In this manner, a multi view-point image composed of a great number of images
obtained by evenly performing imaging from various view points is stored and a multi
view-point image composed of a great number of images obtained by evenly
performing imaging from various view points can be generated.

In step S407, the display unit 107 displays the image generated by the missing view-
point image generation unit 106. In other words, the display unit 107 displays a
position to which the imaging unit 101 is to be set and imaging of the object 112 is to
be performed. The images of the object 112 captured evenly from various view points
are stored in the multi view-point image storage unit 104, and the processing is
continued until there are no missing view points.

According to the first exemplary embodiment, an example of a method for
generating a multi view-point image composed of a great number of images of the
measurement object body 112 captured evenly from various view points has been
described.

A multi view-point image composed of a great number of images of the mea-
surement object body 112 captured evenly from various view points is generated.
However, it may be more useful to minutely perform imaging from an area in the
vicinity of a predetermined view point depending on the measurement object. For
example, with respect to a view point used in imaging a complex portion of the three-
dimensional structure of the measurement object body, it is desirable to minutely
perform the imaging compared to imaging of a portion having a simple structure. For
example, by inputting data of a three-dimensional model of the measurement object
body in advance and analyzing the data, a complex portion of the three-dimensional
structure of the measurement object body is obtained. For example, if the measurement
object body is a polygon, the complexity of the structure can be evaluated according to
the number of sides of the polygon. Then, a view point used for imaging the complex
portion of the three-dimensional structure of the measurement object body is obtained.
Subsequently, out of a great number of points arranged approximately uniformly on
the surface of a virtual sphere, a point in the vicinity of a point corresponding to a view
point used for imaging the object body where the structure is complex is additionally
generated. In this manner, the density of the points on the surface of the sphere in the
vicinity of the view point that is used for imaging the complex portion of the structure
will be higher. By using the plurality of points arranged on the surface of the virtual
sphere, detailed images from view points used for capturing a complex portion of the

structure can be captured.
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In step S402, the relative position and orientation of the measurement object body
and the imaging unit 101 is directly obtained. The method for obtaining the position
and orientation of the imaging unit 101 is not limited to using a marker. For example,
the position and orientation can be obtained in a way different from a captured image.
By inputting a three-dimensional model of the measurement object body in advance
and by comparing the characteristics when the three-dimensional model is projected on
a two-dimensional image and the characteristics of the captured image, a relative
position and orientation can be obtained. Further, the relative position and orientation
of the imaging unit 101 and the object 112 can be obtained by estimating the relative
position and orientation of the imaging unit and the object 112 from a three-di-
mensional model by using a technique discussed in nonpatent literature 2.

According to a second exemplary embodiment, an information processing method
used for generating a multi view-point image used by a classifier will be described.
When an image of an object is input, the classifier recognizes the orientation of the
object. The information processing method is used for generating the multi view-point
image which is used for the learning of the classifier.

Fig. 7 is a configuration diagram according to the present embodiment. The present
embodiment includes the imaging unit 101, the image input unit 102, the relative
position and orientation calculation unit 103, an image normalization unit 701, the
multi view-point image storage unit 104, a classifier learning unit 702, the missing
position and orientation calculation unit 105, the missing view-point image generation
unit 106, and the display unit 107. Further, on the a measurement base 111 set in the
real space, the object 112 which is a measurement object is set on the support 113. In
the periphery of the object 112, a plurality of markers 121, 122, ..., 128 are arranged.
Further, the eight markers of the markers 121 to 128 correspond to the color 1, color 2,
..., color 8 respectively. Further, the color 9 is set for regions other than the regions
of the markers. The object 112 which is a measurement object does not include the
colors 1 to 9. In the following description, regarding the above-described con-
figuration, components different from those of the first exemplary embodiment are
described and description of similar portions are not repeated.

The imaging unit 101 performs imaging of the object 112. The captured image is
transmitted to the image input unit 102.

The image input unit 102 inputs the image transmitted from the imaging unit 101 to
the relative position and orientation calculation unit 103. The image input by the image
input unit 102 is transmitted to the relative position and orientation calculation unit
103.

The relative position and orientation calculation unit 103 calculates a relative

position and orientation of the object 112 which is a measurement object and the
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imaging unit 101. The relative position and orientation of the object 112 and the
imaging unit 101 calculated by the relative position and orientation calculation unit
103 is transmitted to the multi view-point image storage unit 104.

The image normalization unit 701 normalizes an image of the object 112 which is the
measurement object into a unified format. To be more precise, an image of the mea-
surement object is clipped from the input image. Then a gray-scale image of the
clipped image is generated and the generated image is normalized into a predetermined
size.

The multi view-point image storage unit 104 stores the imaging orientation data
obtained by the relative position and orientation calculation unit 103 in association
with the image according to which the measurement of the imaging orientation has
been performed. The storing operation is repeated until the number of the imaging ori-
entation data pieces reaches a predetermined number. The recorded imaging ori-
entation data is transmitted to the classifier learning unit 702.

Based on a great number of images and imaging orientation data stored in the multi
view-point image storage unit 104, the classifier learning unit 702 performs learning of
the classifier that estimates the orientation of the object 112 which is included in the
image.

The missing position and orientation calculation unit 105 calculates an imaging-
missing view point at the current stage based on a great amount of imaging orientation
data obtained by imaging by the current stage according to a result of estimation
performed by the classifier which has performed learning according to the classifier
learning unit 702.

The missing view-point image generation unit 106 generates an image showing the
view point which is missing from the imaging orientation data of the missing view
points calculated by the missing position and orientation calculation unit 105.

The display unit 107 displays the display image generated by the missing view-point
image generation unit 106.

Fig. 8 is a flowchart illustrating processing flow of a multi view-point image
generation method according to the present embodiment.

In step S801, the image input unit 102 inputs the image transmitted from the imaging
unit 101. The image input by the image input unit 102 is transmitted to the relative
position and orientation calculation unit 103 and then the processing proceeds to step
S802.

In step S802, the relative position and orientation calculation unit 103 calculates a
relative position and orientation of the object 112 which is a measurement object and
the imaging unit 101.

In step S803, the image normalization unit 701 normalizes an image of the object
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112 which is the measurement object into a unified format. To be more precise, an
image of the object 112 which is the measurement object is clipped from the input
image. Then a gray-scale image of the clipped image is generated and the generated
image is normalized into a predetermined size.

Fig. 9 illustrates an example of an image processed by the image normalization unit
701. Details of the actual processing performed by the image normalization unit 701 in
step S803 will be described. Fig. 9A illustrates an input image. Pixels of colors other
than colors 1 to 8 being colors of the markers and the color 9 being the color assigned
to the regions other than the regions of the markers in the input image, are extracted.
As a result of the extraction, an image that extracts only the region of the object 112
which is the measurement object in Fig. 9B is generated. From this image, a circum-
scribing square region 9 is extracted and clipped as illustrated in Fig. 9C. Then, the
color image of the clipped square region is changed into a gray scale image. As il-
lustrated in Fig. 9D, the size of the image is normalized by expanding or reducing the
image so that the width and the height of the clipped region is a predetermined length
w pixels. An arbitrary value can be used for the predetermined length w pixels. By ex-
tracting a region whose color is different from the colors of the markers and the color
other than the measurement system and is set to one color, the image normalization
unit 701 clips the region of the object 112 which is the measurement object. However,
the present invention is not limited to such a method and a different method can be
used so long as a region of an object which is a measurement object can be clipped.

In step S804, the multi view-point image storage unit 104 stores the image which has
undergone the normalization processing in association with the imaging orientation
data calculated by the relative position and orientation calculation unit 103.

In step S805, the classifier learning unit 702 performs learning of the classifier that
estimates the orientation of the object 112 included in the image based on a great
number of images and imaging orientation data stored in the multi view-point image
storage unit 104. With respect to the learning of the classifier, a plurality of images
which have undergone processing such as object clipping performed by a clipping
processing unit 702 and imaging orientation data corresponding to each of the images,
which are stored in the multi view-point image storage unit 104, are used as learning
data. For example, this classifier can be used for the estimation of orientation of a
three-dimensional object of the support vector regression method discussed in
nonpatent literature 3. The values predicted by the classifier use three values, that is,
roll, pitch, and yaw as estimated values of the orientation of the object 112. To be more
precise, the direction of the axis of rotation (Rx, Ry, Rz) and the value of the rotation
angle "theta" that represent the rotational component of the imaging orientation data

are estimated.
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For example, by using a great number of images (gray scale images of 100 x 100
pixels) stored in the multi view-point image storage unit 104 and according to main
component analysis, an eigenspace of the image group is obtained. Although the
eigenspace is of an arbitrary dimension, it is desirable to determine the dimension
using a cumulative contribution ratio. For example, a number of dimensions where the
cumulative contribution ratio is 90% or greater is used as a number of dimensions d
(<100 x 100) in the eigenspace. Then, data generated by projecting each of the great
number of images which are stored, to an eigenspace of d-dimension is used as input
data. The direction of the axis of rotation (Rx, Ry, Rz) that indicates a rotational
component of the imaging orientation data corresponding to each of the great number
of images and the rotation angle "theta" are used as target values when the learning of
the support vector regression method is performed. If a clipped image of the object 112
by the image normalization unit is input, in the classifier based on the support vector
regression method, an orientation of the measurement object body 112 is output. The
classifier learning unit 702 is not limited to a classifier using the support vector re-
gression method. For example, a classifier that estimates the orientation of the object
112 from an image of the object 112 which has been captured such as a parametric
eigenspace method discussed in nonpatent literature 4 can also be used.

In step S806, the missing position and orientation calculation unit 105 calculates an
imaging-missing view point at the current stage based on estimation capability of the
classifier at the time the classifier has performed learning according to a classifier
learning unit 702. For example, a predetermined number of points are approximately
uniformly arranged on the surface of the sphere in the virtual three-dimensional space.
A plurality of view points, from which imaging is performed with an angle toward the
center of the sphere, is prepared. The plurality of view points are hereinafter referred to
as virtual view points. Then, regarding each of the virtual view points, out of the
plurality pieces of imaging orientation data stored in the multi view-point image
storage unit 104, two view points closest to the virtual view point are selected. These
view points are hereinafter referred to as imaging-completed adjacent view points. An
inner product value in the z'-axis direction in the camera coordinate system indicates
the proximity of the view point. In this manner, the imaging-missing view point is
calculated.

Fig. 10 is a flowchart illustrating processing performed by the missing position and
orientation calculation unit. Details of actual processing performed by a missing
position and orientation calculation unit 123 in step S806 will be described.

In step S1001, a predetermined number of points are approximately uniformly
arranged on the surface of the sphere in the virtual three-dimensional space. A plurality

of view points, from which imaging is performed with an angle toward the center of
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the sphere, is prepared. The plurality of view points are hereinafter referred to as
virtual view points. Then, regarding each of the virtual view points, out of the plurality
pieces of imaging orientation data stored in the multi view-point image storage unit
104, two view points closest to the virtual view point are selected. These view points
are hereinafter referred to as imaging-completed adjacent view points. Regarding the
proximity of the view point, it may be determined that the higher the value of the inner
product in the z'-axis direction in the camera coordinate system, the closer the view
point. Then, by using the image of the measurement object body 112 corresponding to
the selected two imaging-completed adjacent view points, an estimated image of the
measurement object body 112 when imaging is performed from a position corre-
sponding to the virtual view point is generated. The estimated image is a virtual image
of the measurement object body 112 when the measurement object body is observed
from the above-described virtual view point. Any method can be used as the generation
method of the estimated image so long as it can generate the above-described virtual
image. Further, as is with the processing of the clip processing unit 702, a gray-scale
image having the width and height of w pixels can be generated.

In step S1002, the image of the measurement object body 112 which is captured from
the generated virtual view point is input to the classifier of the classifier learning unit
702, and the result of the orientation estimation performed by the classifier is obtained.
To be more precise, a composite image of a measurement object body corresponding to
imaging from a certain virtual view point is prepared, and with respect to the
composite image, the classifier that has undergone the learning is applied, and a result
of the orientation estimation of the object in the composite image is calculated.

In step S1003, if the result of the orientation estimation is not similar to the imaging
orientation of an imaging system 71 when the imaging of the object is performed from
a corresponding virtual view point, then it is determined that imaging is missing.
Whether the orientation and the imaging orientation are similar or not, can also be de-
termined according to whether a difference between the imaging orientation corre-
sponding to the virtual view point and the result of the orientation estimation is equal
to or smaller than a predetermined value. The difference between the two orientations
can be considered as a rotation angle of one orientation when it is rotated so that it
matches the other orientation.

Fig. 14 is a schematic diagram of an example of missing view point determination
based on the result of the orientation estimation.

For example, from two images 1401 and 1402 corresponding to the imaging-
completed adjacent view points, an image 1403 captured from a virtual view point
which is a point corresponding to the middle of them is generated by using, for

example, morphing. Then, the image is input to a discriminant function (e.g., mul-
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tivalued nonlinear kernel regression function) which outputs the orientation of the
object (direction of the axis of rotation and rotation angle) learned by using the
acquired image. Whether the imaging data taken from the middle of the view points is
missing is determined based on whether the orientation of the object which is output
(estimated value) is within a predetermined range. In other words, it is determined
whether an estimated orientation output 1404 of the middle of the view points (output
of the discriminant function) is correct as a middle of the view points, and the missing
view points are calculated. A curve in Fig. 14 schematically shows values
(multivalues) of the correct orientation. If the orientation estimated output 1404 is an
output close to the curve as illustrated in Fig. 14, it is determined that an image
captured from a view point corresponding to the virtual view point is not missing. If
the orientation estimated output 1404 is greatly different from the curve, itis de-
termined that an image captured from a view point corresponding to the virtual view
point is missing for the learning of the classifier.

In step S1004, an imaging orientation corresponding to the virtual view point which
has been determined that imaging from that point is missing is obtained. For example,
the position (Pxi, Pyi, Pzi) on the surface of the virtual sphere is obtained as the
imaging orientation corresponding to the virtual view point.

In step S807, it is determined whether a missing position and orientation exists. If it
is determined that imaging from view points corresponding to all the points arranged
approximately uniformly on the surface of the sphere is sufficient (NO in step S807),
the missing position and orientation calculation unit 105 determines that a multi view-
point image of the measurement object body 112 is sufficiently captured for the
learning of the classifier, and the processing proceeds to step S810. On the other hand,
if it is determined that imaging from a view point corresponding to one of the points
arranged approximately uniformly on the surface of the sphere is missing (YES in step
S5405), the data (Pxi, Pyi, Pzi) of the imaging orientation corresponding to the virtual
view point determined as missing is transmitted to the missing view-point image
generation unit 106, and the processing proceeds to step S808.

In step S808, the missing view-point image generation unit 106 generates an image
presenting the missing view point based on the data of the imaging orientation
transmitted from the missing position and orientation calculation unit 105.

In step S809, the display unit 107 displays the image generated by the missing view-
point image generation unit 106.

In step S810, data of the classifier in a state where there are no missing view points is
stored in the multi view-point image storage unit 104. To be more precise, a number of
dimensions of the eigenspace related to the eigenspace on which imaging is performed

and a basis vector corresponding to the number of dimensions, a plurality of support
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vectors, and a plurality of linear combination coefficients corresponding to the
plurality of support vectors are stored in the multi view-point image storage unit 104.

According to the present embodiment, from images of a measurement object body, a
multi view-point image composed of images necessary in the learning of the classifier
that estimates the orientation can be generated. Further, since the classifier that
performs arbitrary view point object recognition performs the learning by using the
multi view-point image, the orientation of the object can be estimated by using the
classifier.

According to the second exemplary embodiment, an example of a method for
generating a multi view-point image used for learning of a classifier that recognizes
orientation of an object whose image is captured is described.

According to an image generated by the missing view-point image generation unit
106 displayed on the display unit 107, the user performs imaging from the missing
view point. However, in stead of the user performing the imaging, the imaging unit
101 can be mounted on a robot arm or the like. Then, the robot arm or the like can be
moved to the missing view point and the imaging can be performed from the missing
view point. In this case, data of the imaging orientation corresponding to the virtual
view point which is determined as missing by the missing position and orientation cal-
culation unit 105 is transmitted to an operation control unit of the robot arm or the like.
Then, the operation control unit moves the robot arm based on the transmitted data of
the imaging orientation. When the movement is completed, imaging by the imaging
unit 101 is performed. In this way, the imaging from the missing view point can be
performed and a multi view-point image sufficient for the learning of the classifier can
be automatically obtained.

According to a third exemplary embodiment, an example of an information
processing method for generating a multi view-point image used for generating a three-
dimensional model of a measurement object body will be described.

Fig. 11 is a configuration diagram according to the present embodiment. The present
embodiment includes the imaging unit 101, the image input unit 102, the relative
position and orientation calculation unit 103, an image normalization unit 701, the
multi view-point image storage unit 104, a three-dimensional model generation unit
1101, the missing position and orientation calculation unit 105, the missing view-point
image generation unit 106, and the display unit 107. Further, on the a measurement
base 111 set in the real space, the object 112 which is a measurement object is set on
the support 113. In the periphery of the object 112, a plurality of markers 121, 122, . ..
, 128 are arranged. Further, the eight markers of the markers 121 to 128 correspond to
the color 1, color 2, . . ., color 8 respectively. Further, the color 9 is set for regions

other than the regions of the markers. The object 112 which is a measurement object
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does not include the colors 1 to 9. In the following description, regarding the above-
described configuration, only components different from those of the first exemplary
embodiment are described and description of similar portions are not repeated.

The imaging unit 101 performs imaging of the object 112. The captured image is
transmitted to the processing unit 12.

The image input unit 102 inputs the image transmitted from the imaging unit 101 to
the processing unit 12. The image input by the image input unit 102 is transmitted to
the relative position and orientation calculation unit 103.

The relative position and orientation calculation unit 103 calculates a relative
position and orientation of the object 112 which is a measurement object and the
imaging unit 101. The relative position and orientation of the object 112 and the
imaging unit 101 calculated by the relative position and orientation calculation unit
103 is transmitted to the multi view-point image storage unit 104.

The image normalization unit 701 clips only the object 112 which is a measurement
object from the input image. The clipped image is transformed into a gray scale image
and normalized into a predetermined size.

The multi view-point image storage unit 104 stores the imaging orientation data
obtained by the relative position and orientation calculation unit 103 in association
with the image according to which the measurement of the imaging orientation has
been performed.

The three-dimensional model generation unit 1101 generates a three-dimensional
model of the measurement object body by using the images of the measurement object
body 112 captured from a plurality of view points and stored in the multi view-point
image storage unit 104.

Based on the generated three-dimensional model, the missing position and ori-
entation calculation unit 105 calculates an imaging-missing view point at the current
stage according to a great amount of imaging orientation data obtained by imaging
performed by the current stage.

The missing view-point image generation unit 106 generates an image to be
displayed from the imaging orientation data of the missing view points calculated by
the missing position and orientation calculation unit 105.

The display unit 107 displays the display image generated by the missing view-point
image generation unit 106.

Fig. 12 is a flowchart illustrating a multi view-point image generation method
according to the present embodiment.

In step S1201, the image input unit 102 inputs the image transmitted from the
imaging unit 101. The image input by the image input unit 102 is transmitted to the

relative position and orientation calculation unit 103, and then the processing proceeds
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[0102]  In step S1202, the relative position and orientation calculation unit 103 calculates a

[0103]

[0104]

[0105]

[0106]

[0107]

[0108]

[0109]

relative position and orientation of the object 112 which is a measurement object and
the imaging unit 101.

In step S1203, the image normalization unit 701 clips only the object 112 which is
the measurement object from the input image. The clipped image is transformed into a
gray scale image and normalized into a predetermined size.

In step S1204, the multi view-point image storage unit 104 stores the image whose
object is clipped and has undergone the normalization processing in association with
the imaging orientation data obtained by the relative position and orientation cal-
culation unit 103.

In step S1205, the three-dimensional model generation unit 1101 generates a three-
dimensional model of the measurement object body by using the images of the mea-
surement object body 112 captured from a plurality of view points and stored in the
multi view-point image storage unit 104. For example, by using a technique discussed
in patent literature 4, a three-dimensional model of the object 112 captured from a
plurality of view points is generated.

In step S1206, based on the three-dimensional model generated by the three-
dimensional model generation unit 1101, the missing position and orientation cal-
culation unit 105 calculates an imaging-missing view point at the current stage.

Fig. 15 is a flowchart illustrating processing performed by the missing position and
orientation calculation unit. Details of the actual processing performed by the missing
position and orientation calculation unit 105 in step S1206 will be described.

In step S1501, first, a predetermined number of points are approximately uniformly
arranged on the surface of a sphere in the virtual three-dimensional space and a virtual
view point corresponding to each of such point is provided. Subsequently, two
imaging-completed adjacent view points are selected for each virtual view point. Then,
by using an image of the measurement object body 112 corresponding to the selected
two imaging-completed adjacent view points, an estimated image of the measurement
object body 112 is generated in a case where the imaging of the measurement object
body is performed from a position corresponding to the virtual view point. The
estimated image can also be generated, for example, by using view morphing method
discussed in nonpatent literature 5.

In step S1502, a rendering image of the three-dimensional model which is generated
by using the multi view-point image obtained by the current stage is generated. The
rendering image of the three-dimensional model is generated by rendering the three-
dimensional model generated by the three-dimensional model generation unit 1101

under a condition that the three-dimensional model is observed from each virtual view
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point. The rendering is a 3D-CG technique.

In step 1503, the estimated image and the rendering image corresponding to each
virtual point are compared. If similarity of the two images is low, it is determined that
imaging from that virtual view point is missing. The comparison of the two images is
based on, for example, comparison of normalization correlation. If the value of the nor-
malization correlation is equal to or lower than a predetermined value, it is determined
that the similarity of the two images is low.

Fig. 13 is a schematic diagram of an example of the missing view point deter-
mination based on the comparison of two images.

For example, from two images 1301 and 1302 corresponding to the imaging-
completed adjacent view points, an image 1303 captured from a virtual view point
which is a point corresponding to the middle of them is generated by using, for
example, a view-point morphing method. Further, a rendering image 1304 is generated
by rendering the three-dimensional model generated by using the multi view-point
images obtained by the current stage according to projection under the condition that
the observation is made from the middle of the view points. Then, by comparing the
two images, based on whether their similarity (e.g., normalization correlation value of
the result of the edge extraction) is equal to or greater than a predetermined value,
whether imaging data of that middle of the view points is missing or not is determined.
In other words, if a difference 1305 between the estimated image 1303 which is
generated according to the view point morphing method or the like and the rendering
image 1304 is great, it is determined that a corresponding view point is missing.

In step S1504, an imaging orientation corresponding to the virtual view point about
which it has been determined that imaging from that point is missing is obtained. For
example, the position (Pxi, Pyi, Pzi) on the surface of the virtual sphere is obtained as
the imaging orientation corresponding to the virtual view point.

In step S1207, it is determined whether a missing position and orientation exists. If it
is determined that imaging from view points corresponding to all the points arranged
approximately uniformly on the surface of the sphere is sufficient (NO in step S807),
the missing position and orientation calculation unit 105 determines that imaging of a
multi view-point image of the measurement object body 112 is sufficiently captured
for the generation of the three-dimensional model, and the processing proceeds to step
S1210. On the other hand, if it is determined that the imaging from a view point corre-
sponding to one of the points arranged approximately uniformly on the surface of the
sphere is missing (YES in step S405), the data (Pxi, Pyi, Pzi) of the imaging ori-
entation is transmitted to the missing view-point image generation unit 106, and the
processing proceeds to step S1208.

In step S1208, the missing view-point image generation unit 106 generates an image
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indicating the missing view point based on the data of the imaging orientation sent
from the missing position and orientation calculation unit 105.

[0116]  In step S1209, the display unit 107 displays the image generated by the missing
view-point image generation unit 106.

[0117]  Instep S1210, the three-dimensional model generation unit 1101 generates a three-
dimensional model of the measurement object body 112 from a plurality of images
with no missing view points and stores the generated three-dimensional model in the
multi view-point image storage unit 104.

[0118] A multi view-point image composed of a great number of images necessary for
generating a three-dimensional model for generating a three-dimensional model of an
object can be generated.

[0119] By mounting the imaging unit 101 on a robot arm or the like and moving the robot
arm or the like to a missing view point and performing the imaging from the missing
view point, a multi view-point image sufficient for the generation of the three-
dimensional model can be automatically obtained.

[0120]  According to the third exemplary embodiment, an example of a multi view-point
image generation method used for generating a three-dimensional model of a mea-
surement object body is described.

Other Exemplary Embodiment

[0121]  Note that the present invention can be applied to an apparatus comprising a single
device or to system constituted by a plurality of devices.

[0122]  Furthermore, the invention can be implemented by supplying a software program,
which implements the functions of the foregoing embodiments, directly or indirectly to
a system or apparatus, reading the supplied program code with a computer of the
system or apparatus, and then executing the program code. In this case, so long as the
system or apparatus has the functions of the program, the mode of implementation
need not rely upon a program.

[0123]  Accordingly, since the functions of the present invention are implemented by a
computer, the program code installed in the computer also implements the present
invention. In other words, the claims of the present invention also cover a computer
program for the purpose of implementing the functions of the present invention.

[0124]  In this case, so long as the system or apparatus has the functions of the program, the
program may be executed in any form, such as an object code, a program executed by
an interpreter, or scrip data supplied to an operating system.

[0125]  Example of storage media that can be used for supplying the program are a floppy
disk, a hard disk, an optical disk, a magneto-optical disk, a CD-ROM, a CD-R, a CD-
RW, a magnetic tape, a non-volatile type memory card, a ROM, and a DVD
(DVD-ROM and a DVD-R).
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As for the method of supplying the program, a client computer can be connected to a
website on the Internet using a browser of the client computer, and the computer
program of the present invention or an automatically-installable compressed file of the
program can be downloaded to a recording medium such as a hard disk. Further, the
program of the present invention can be supplied by dividing the program code con-
stituting the program into a plurality of files and downloading the files from different
websites. In other words, a WWW (World Wide Web) server that downloads, to
multiple users, the program files that implement the functions of the present invention
by computer is also covered by the claims of the present invention.

It is also possible to encrypt and store the program of the present invention on a
storage medium such as a CD-ROM, distribute the storage medium to users, allow
users who meet certain requirements to download decryption key information from a
website via the Internet, and allow these users to decrypt the encrypted program by
using the key information, whereby the program is installed in the user computer.

Besides the cases where the aforementioned functions according to the embodiments
are implemented by executing the read program by computer, an operating system or
the like running on the computer may perform all or a part of the actual processing so
that the functions of the foregoing embodiments can be implemented by this
processing.

Furthermore, after the program read from the storage medium is written to a function
expansion board inserted into the computer or to a memory provided in a function
expansion unit connected to the computer, a CPU or the like mounted on the function
expansion board or function expansion unit performs all or a part of the actual
processing so that the functions of the foregoing embodiments can be implemented by
this processing.

While the present invention has been described with reference to exemplary em-
bodiments, it is to be understood that the invention is not limited to the disclosed
exemplary embodiments. The scope of the following claims is to be accorded the
broadest interpretation so as to encompass all modifications, equivalent structures, and
functions.

This application claims priority from Japanese Patent Application No. 2010-040596
filed February 25, 2010, which is hereby incorporated by reference herein in its

entirety.
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Claims

An information processing apparatus characterized in that the apparatus
comprises:

a relative position and orientation calculation means configured to
calculate, based on a plurality of images captured by imaging an object
from a plurality of view points by an imaging means, a relative position
and orientation with respect to the object relative to the imaging means
for each of the plurality of view points;

a missing position and orientation calculation means configured to
calculate a missing position and orientation of the imaging means from
which imaging by the imaging means is missing based on the
calculated plurality of relative positions and orientations; and

a missing view-point image generation means configured to generate an
image used for display of the calculated missing position and ori-
entation on a display means.

The information processing apparatus according to claim 1, char-
acterized in that the missing position and orientation calculation means
calculates the relative position and orientation, with respect to the
object whose imaging by the imaging means is missing relative to the
imaging means, as the missing position and orientation.

The information processing apparatus according to claim 1 or 2, char-
acterized in that the apparatus further comprises a learning means for
classifier configured to allow a classifier that estimates orientations of
the plurality of objects to learn the plurality of captured images,
wherein the missing position and orientation calculation means
calculates the missing position and orientation based on the orientations
of the plurality of the calculated relative positions and the orientation of
the object estimated by the classifier.

The information processing apparatus according to claim 3, char-
acterized in that the apparatus further comprises an image normalizing
means configured to normalize the plurality of captured images in a
unified format, and

the learning means for classifier allows learning of the plurality of
captured images which have been normalized.

The information processing apparatus according to claim 3 or 4, char-
acterized in that the missing position and orientation calculation means

calculates the missing position and orientation by comparing the ori-
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entations of the plurality of the calculated relative positions and ori-
entations and a set position and orientation which is set based on the
plurality of captured images learned by the classifier.

The information processing apparatus according to claim 3 or 4, char-
acterized in that the apparatus further comprises an estimated image
generation means configured to generate an estimated image in a case
where imaging is performed from a set position and orientation which
is set based on the plurality of captured images learned by the classifier,
and

a projection image generation means configured to generate a rendering
image of a three-dimensional model of the object stored in advance in a
case where observation is performed from the set position and ori-
entation, and

wherein the missing position and orientation calculation means
calculates the missing position and orientation by comparing the
estimated image and the rendering image.

The information processing apparatus according to claim 5 or 6, char-
acterized in that with respect to the estimated image generation means,
the set position and orientation is an intermediate position and ori-
entation of positions and orientations used for imaging the plurality of
captured images learned by the classifier.

The information processing apparatus according to claim 6 or 7, char-
acterized in that the plurality of captured images leaned by the classifier
are two captured images.

The information processing apparatus according to any one of claims 1
to 8, characterized in that the captured image includes a plurality of
markers arranged on the object and in a periphery of the object, and
three-dimensional positions of the plurality of markers in a real space
are known.

The information processing apparatus according to claim 4, char-
acterized in that each of the plurality of markers has a color different
from a color of the object and the plurality of markers which are
different from the marker.

The information processing apparatus according to claim 4 or 5, char-
acterized in that the relative position and orientation calculation means
calculates the relative position and orientation with respect to the object
relative to the imaging means for each of the plurality of view points by

detecting positions of the plurality of markers in the captured image.
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The information processing method according to claim 6, characterized
in that positions of the detected plurality of markers are four or more.
The information processing method according to claim 1 characterized
in that the relative position and orientation calculation means calculates
the relative position and orientation with respect to the object relative to
the imaging means for each of the plurality of view points by
comparing characteristics of the three-dimensional model of the object
stored in advance and characteristics of the object in the captured
image.

The information processing apparatus according to any one of claims 1
to 13, characterized in that the missing position and orientation cal-
culation means comprises:

an approximately uniform direction calculation means configured to
calculate a plurality of approximately uniform directions in which
imaging of the object can be approximately uniformly performed
having the object at a center;

a similar direction determination means configured to determine the ap-
proximately uniform direction which is similar to a direction of
imaging based on the plurality of the calculated relative positions and
orientations; and

a dissimilar direction calculation means configured to calculate a
direction whose imaging by the imaging means is missing based on the
approximately uniform direction which is determined as not similar.
The information processing apparatus according to any one of claims 1
to 14, characterized in that the missing position and orientation cal-
culation means calculates, if the calculated relative position and ori-
entation from a position in a vicinity of a view point which can be used
in imaging a complex structure of a three-dimensional model of the
object stored in advance is small in number, a relative position and ori-
entation of the view point as a missing position and orientation.

The information processing apparatus according to any one of claims 1
to 15, characterized in that the apparatus further comprises a three-
dimensional model generation means configured to generate the three-
dimensional model based on the plurality of captured images.

The information processing apparatus according to any one of claims 1
to 16, characterized in that the apparatus further comprises an imaging
moving means used for moving the imaging means.

An information processing method performed by an information
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processing apparatus, characterized in that the method comprises:

a relative position and orientation calculation means of the information
processing apparatus calculating, based on a plurality of images
captured by imaging an object from a plurality of view points by an
imaging means, a relative position and orientation with respect to the
object relative to the imaging means for each of the plurality of view
points;

a missing position and orientation calculation means of the information
processing apparatus calculating a missing position and orientation of
the imaging means from which imaging by the imaging means is
missing based on the calculated plurality of relative positions and ori-
entations; and

a missing view-point image generation means of the information
processing apparatus generating an image used for display of the
calculated missing position and orientation on a display means.

A computer-executable program configured to allow a computer to
execute the information processing method according to claim 18.

A storage medium storing a computer-executable program configured
to allow a computer to execute the information processing method

according to claim 18.
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[Fig. 7]
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[Fig. 9A]

[Fig. 9B]
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[Fig. 10]

(' STARRT )

i

PCT/JP2011/000965

GENERATE INTER-VIEW-POINTS IMAGE

~ S$1001

:

OBTAIN ORIENTATION ESTIMATION
RESULT OF CLASSIFIER

~— 51002

¢

DETERMINE WHETHER VIEW POINT

~$1003

IS MISSING

CALCULATE IMAGING ORIENTATION

~ 31004

#
(" END )




WO 2011/105044

10/13

PCT/JP2011/000965

[Fig. 11]
128
125 127
' 101 |
| 126 11,
123
121 122
111
{
IMAGE [NPUT UNIT 102
'
RELATIVE POSITION 104
AND OR|ENTATION 103
CALCULAT 10N UNIT
INAGE NORMALﬁZATION UNIT ~ 101 MULTI VIEW-POINT
IMAGE STORING UNIT
3 1101
MISSING POSITION AND 108 /
ORIENTATION - THREE-D IMENS |ONAL MODEL
CALCULATION UNIT GENFRATION UNIT
Y
MISSING VIEW-POINT 106
IMAGE GENERATION UNIT [~
Y
DISPLAY UNIT 107




1113

WO 2011/105044 PCT/JP2011/000965

[Fig. 12]
(st
ir
INPUT [MAGE ~ 51201
¥
D ORITATION 51202
Y
NORMALIZE [MAGE 51203
Y
GRIENTATION DATA [ ~S1204
Y
ﬁEEEEATE THREE-DIMENS | ONAL 31205
Y
I

51210
ANY STORE THREE—DlMENSléﬂAL
MISSING VIEW POINT MODEL
?
YES Y
GENERATE MISSING C i )

VIEW-POINT 19AGE 51208

Y

DISPLAY MISSING
VIEW-POINT IMAGE ~S$1209




12/13

WO 2011/105044 PCT/JP2011/000965

[Fig. 13]

1301 1303 1302
[Fig. 14]
ORIENTATION
(MULRI VALUES) 104
)
/

~O—
)
)
\

1401 1403 1402



13/13

WO 2011/105044

[Fig. 15]

(' STARRT )

:

PCT/JP2011/000965

GENERATE [INTER-VIEW-POINTS IMAGE

~ 51501

:

GENERATE RENDERING |MAGE

~ 51502

'

DETERMINE WHETHER VIEW POINT

~ 519503

|S MISSING

CALCULATE IMAGING ORIENTATION

—~ 51504

#
C END )




INTERNATIONAL SEARCH REPORT

International application No.

PCT/JP2011/000965

A.  CLASSIFICATION OF SUBJECT MATTER

Int.Cl. GO6T1/00(2006.01)1, GO1B11/00(2006.01)1,
G06T19/00(2011.01)1

According to International Patent Classification (IPC) or to both national classification and IPC

GO01lB11/26(2006.01)1,

B. FIELDS SEARCHED
Minimum documentation searched (classification system followed by classification symbols)
Int.Cl. GO6T1/00, G01B11/00, GOlBl1/26, GO6T13/00

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Published examined utility model applications of Japan 1922-1996
Published unexamined utility model applications of Japan 1971-2011
Registered utility model specifications of Japan 1996-2011
Published registered utility model applications of Japan 1994-2011

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

A JP 2005-195335 A (Fuji Xerox Co.,Ltd.) [1-20
2005.07.21, whole document (No Family)

{™  Further documents are listed in the continuation of Box C. {"  Sce patent family annex.

*

Special categories of cited documents:

" o «“T” later document published after the international filing date or
“A” document defining the general state of the art which is not priority date and not in conflict with the application but cited to
considered to be of particular relevance understand the principle or theory underlying the invention
E earper la ?ll).hcagon or patent but published on or after the inter- “X” document of particular relevance; the claimed invention cannot
“L” gzgﬁlgeni 1\)I;}glice}llt?nay throw doubts on priority claim(s) or which be considered novel or cannot be considered to involve an
SO h v P i tive st hen the d t is taken al
is cited to establish the publication date of another citation or other ventive step w .en ¢ document 15 ta en. a one. )
special reason (as specified) “Y” document of particular relevance; the claimed invention cannot
“0” document referring to an oral disclosure, use, exhibition or other be considered to involve an inventive step when the document is
means combined with one or more other such documents, such
“P” document published prior to the international filing date but later combination being obvious to a person Sl_ﬂHEd in the art
than the priority date claimed “&” document member of the same patent family

Date of the actual completion of the international search

07.04.2011

Date of mailing of the international search report

19.04.2011

Name and mailing address of the ISA/JP

3-4-3, Kasumigaseki, Chiyoda-ku, Tokyo 100-8915, Japan

Japan Patent Office

Authorized officer

Toshitake OKAMOTO

5H|9178

Telephone No. +81-3-3581-1101 Ext. 3531

Form PCT/ISA/210 (second sheet) (July 2009)




	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - claims
	Page 27 - claims
	Page 28 - claims
	Page 29 - claims
	Page 30 - drawings
	Page 31 - drawings
	Page 32 - drawings
	Page 33 - drawings
	Page 34 - drawings
	Page 35 - drawings
	Page 36 - drawings
	Page 37 - drawings
	Page 38 - drawings
	Page 39 - drawings
	Page 40 - drawings
	Page 41 - drawings
	Page 42 - drawings
	Page 43 - wo-search-report

