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ABSTRACT 

The invention provides a system for searching data including 
an online query processing System, a ranking System, an 
offline data processing component, and a backend search 
engine. 
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SEARCH SYSTEMAND METHOD FOR 
CONDUCTING ALOCAL SEARCH 

BACKGROUND OF THE INVENTION 

0001. This invention relates generally to a user interface 
and a method of interfacing with a client computer system 
over a network Such as the internet, and more specifically for 
Such an interface and method for conducting local searches 
and obtaining geographically relevant information. 
0002. The internet is often used to obtain information 
regarding businesses, events, movies, etc. in a specific geo 
graphic area. A user interface is typically stored on a server 
computer system and transmitted over the internet to a client 
computer system. The user interface typically has a search 
box for entering text. A user can then select a search button to 
transmit a search request from the client computer system to 
the server computer system. The server computer system then 
compares the text with data in a database or data source and 
extracts information based on the text from the database or 
data source. The information is then transmitted from the 
server computer system to the client computer system for 
display at the client computer system. 

SUMMARY OF THE INVENTION 

0003. The invention provides a system for searching data 
including an online query processing System, a ranking sys 
tem, an offline data processing component, and a backend 
Search engine. 
0004 The query processing system may include a parsing 
and disambiguation component. 
0005 The query processing system may include a catego 
rization component. 
0006 The query processing system may include a trans 
formation component. 
0007. The data processing component may include a data 
correlation component. 
0008. The data processing component may include a reli 
able key word selection component. 
0009. The data processing component may include a mul 

tiple language model information retrieval system. 
0010. The ranking system may include a ranking compo 
nent that ranks data using semantic and nonsemantic features. 
0011. The system for searching data may also include a 
query expansion component. 
0012. The invention also provides a method for searching 
data including processing a user query using an online query 
processing System, ranking data using a ranking System, pro 
cessing data using an offline data processing component, and 
searching data using a backend search engine. 
0013 The query processing system may include a parsing 
and disambiguation component. 
0014. The query processing system may include a catego 
rization component. 
0.015 The query processing system may include a trans 
formation component. 
0016. The data processing component may include a data 
correlation component. 
0017. The data processing component may include a reli 
able key word selection component. 
0018. The data processing component may include a mul 

tiple language model information retrieval system. 
0019. The ranking system may include a ranking compo 
nent that ranks data using semantic and nonsemantic features. 
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0020. The method for searching data may also include an 
expanding query using a query expansion component. 
0021. The invention further provides for a computer-read 
able medium having stored thereon a set of instructions 
which, when executed by at least one processor of at least one 
computer, executes a method for searching data including 
processing a user query using an online query processing 
System, ranking data using a ranking System, processing data 
using an offline data processing component, and searching 
data using a backend search engine. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0022. The invention is further described by way of 
example with reference to the accompanying drawings 
wherein: 
0023 FIG. 1 is a block diagram of a network environment 
in which a user interface according to an embodiment of the 
invention may find application; 
0024 FIG. 2 is a flowchart illustrating how the network 
environment is used to search and find information; 
0025 FIG. 3 is a block diagram of a client computer sys 
tem forming part of the network environment, but may also be 
a block diagram of a computer in a server computer system 
forming an area of the network environment; 
0026 FIG. 4 is a view of a browser at a client computer 
system in the network environment of FIG. 1, the browser 
displaying a view of a user interface received from a server 
computer system in the network environment; 
0027 FIG. 5 is a flowchart showing how the view in FIG. 
4 is obtained and how a Subsequent search is conducted; 
0028 FIG. 6 is a block diagram of one of a plurality of data 
Source entries that are searched; 
0029 FIG.7 shows a view of the user interface after search 
results are obtained and displayed in a results area and on a 
map of the user interface; 
0030 FIG. 8 is a table showing a relationship between 
neighborhoods and cities, the relationship being used togen 
erate a plurality of related search Suggestions in the view of 
FIG.7; 
0031 FIG. 9 is a view of the user interface showing a 
profile page that is obtained using the view of FIG. 7: 
0032 FIG. 10 is a view of the user interface showing a 
profile page that is obtained using the view of FIG. 9; 
0033 FIG. 11 is a view of the user interface showing a 
further search that is conducted and from which the same 
profile page as shown in FIG.9 can be obtained; 
0034 FIG. 12 shows a view of the user interface wherein 
results are obtained by searching a first of a plurality of fields 
of data source entries; 
0035 FIG. 13 shows a view of the user interface wherein 
a second of the plurality of fields that are searched to obtain 
the view of FIG. 12 are searched to obtain search results and 
some of the search results in FIGS. 12 and 13 are the same: 
0036 FIG. 14 shows a view of the user interface wherein 
a further search is conducted; 
0037 FIGS. 15 and 16 show further views of the user 
interface wherein further searches are conducted in specific 
areas and boundaries of the areas are displayed on the map: 
0038 FIGS. 17 and 18 show further views of the user 
interface, wherein a location marker on the map is changed to 
a static location marker; 
0039 FIG. 19 shows a further view of the user interface 
wherein a further search is conducted and the static location 
marker that was set in FIG. 18 is maintained, and further 
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illustrates how the names of context identifiers are changed 
based on a vertical search identifier that is selected; 
0040 FIGS. 20 to 22 show further views of the user inter 
face wherein further searches are conducted and a further 
static location marker is created; 
0041 FIGS. 23 to 26 show further views of the user inter 
face, particularly showing how driving directions are 
obtained without losing search results; 
0042 FIG. 27 shows a further view of the user interface 
and how additions can be made to the map: 
0043 FIG. 28 is a flowchart showing how additions are 
made to the map: 
0044 FIG. 29 shows a further view of the user interface 
and how color can be selected for making additions to the 
map, and further shows how data can be saved for future 
reproduction; 
0045 FIG. 30 is a flowchart illustrating how data is saved 
and later used to reproduce a view: 
0046 FIG. 31 shows a further view of the user interface 
after the browser is closed, a Subsequent search is carried out 
and the data that is saved in the process of FIG. 30 is used to 
create the view of FIG. 31; 
0047 FIG. 32 shows a further view of the user interface 
showing figure entities drawn onto the map: 
0048 FIG. 33 shows a further view of the user interface 
showing a search identifier related to one of the figure entities; 
0049 FIG. 34 shows a further view of the user interface 
after search results are obtained and displayed in a results area 
and on a map of the user interface, wherein the search results 
are restricted to a geographical location defined by the figure 
entity that is a polygon; 
0050 FIG. 35 shows a further view of the user interface 
after search results are obtained and displayed in a results area 
and on a map of the user interface, wherein the search results 
are restricted to a geographical location defined by the figure 
entity, the figure entity being a plurality of lines; 
0051 FIG. 36 shows one figure element comprised of two 
line segments, wherein the line segments are approximated 
by two rectangles and each rectangle represents a plurality of 
latitude and longitude coordinates; 
0052 FIG. 37 shows one figure element comprised of a 
circle, wherein the circle is approximated by a plurality of 
rectangles and each rectangle represents a plurality of latitude 
and longitude coordinates; 
0053 FIG. 38 shows one figure element comprised of a 
polygon, wherein the polygon is approximated by a plurality 
of rectangles, wherein each rectangle represents a plurality of 
latitude and longitude coordinates; 
0054 FIG. 39 shows a global view of the search system: 
0055 FIG. 40 is a diagram of the categorization sub-sys 
tem of the search system; 
0056 FIG. 41 is a diagram of the transformation sub 
system of the search system; 
0057 FIG. 42 is a diagram of the offline tagging sub 
system of the search system; 
0058 FIG. 43 is a diagram of the offline selection of reli 
able keywords sub-system of the search system; 
0059 FIG. 44 is a graph illustrating entropy of words; 
0060 FIG. 45 is a diagram of a system for building text 
descriptions in a search database; 
0061 FIGS. 46A to 47C are diagrams illustrating how text 
descriptions are built; and 

May 21, 2009 

0062 FIG. 47 is a diagram of the ranking of objects using 
semantic and nonsemantic features Sub-system of the search 
system. 

DETAILED DESCRIPTION OF THE INVENTION 

Network and Computer Overview 

0063 FIG. 1 of the accompanying drawings illustrates a 
network environment 10 that includes a user interface 12, the 
internet 14A, 14B and 14C, a server computer system 16, a 
plurality of client computer systems 18, and a plurality of 
remote sites 20, according to an embodiment of the invention. 
0064. The server computer system 16 has stored thereon a 
crawler 19, a collected data store 21, an indexer 22, a plurality 
of search databases 24, a plurality of structured databases and 
data sources 26, a search engine 28, and the user interface 12. 
The novelty of the present invention revolves around the user 
interface 12, the search engine 28 and one or more of the 
structured databases and data sources 26. 

0065. The crawler 19 is connected over the internet 14A to 
the remote sites 20. The collected data store 21 is connected to 
the crawler 19, and the indexer 22 is connected to the col 
lected data store 21. The search databases 24 are connected to 
the indexer 22. The search engine 28 is connected to the 
search databases 24 and the structured databases and data 
sources 26. The client computer systems 18 are located at 
respective client sites and are connected over the internet 14B 
and the user interface 12 to the search engine 28. 
0.066 Reference is now made to FIGS. 1 and 2 in combi 
nation to describe the functioning of the network environment 
10. The crawler 19 periodically accesses the remote sites 20 
over the internet 14A (step 30). The crawler 19 collects data 
from the remote sites 20 and stores the data in the collected 
data store 21 (step 32). The indexer 22 indexes the data in the 
collected data store 21 and stores the indexed data in the 
search databases 24 (step 34). The search databases 24 may, 
for example, be a “Web' database, a “News’ database, a 
“Blogs & Feeds' database, an “Images' database, etc. Some 
of the structured databases or data sources 26 are licensed 
from third-party providers and may, for example, include an 
encyclopedia, a dictionary, maps, a movies database, etc. 
0067. A user at one of the client computer systems 18 
accesses the user interface 12 over the internet 14B (step 36). 
The user can enter a search query in a search box in the user 
interface 12, and either hit “Enter on a keyboard or select a 
“Search” button or a “Go' button of the user interface 12 (step 
38). The search engine 28 then uses the “Search' query to 
parse the search databases 24 or the structured databases or 
data sources 26. In the example of where a “Web search is 
conducted, the search engine 28 parses the search database 24 
having general Internet Web data (step 40). Various technolo 
gies exist for comparing or using a search query to extract data 
from databases, as will be understood by a person skilled in 
the art. 

0068. The search engine 28 then transmits the extracted 
data over the internet 14B to the client computer system 18 
(step 42). The extracted data typically includes uniform 
resource locator (URL) links to one or more of the remote 
sites 20. The user at the client computer system 18 can select 
one of the links to one of the remote sites 20 and access the 
respective remote site 20 over the internet 14C (step 44). The 
server computer system 16 has thus assisted the user at the 
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respective client computer system 18 to find or select one of 
the remote sites 20 that have data pertaining to the query 
entered by the user. 
0069 FIG. 3 shows a diagrammatic representation of a 
machine in the exemplary form of one of the client computer 
systems 18 within which a set of instructions, for causing the 
machine to perform any one or more of the methodologies 
discussed herein, may be executed. In alternative embodi 
ments, the machine operates as a standalone device or may be 
connected (e.g., networked) to other machines. In a network 
deployment, the machine may operate in the capacity of a 
server or a client machine in a server-client network environ 
ment, or as a peer machine in a peer-to-peer (or distributed) 
network environment. The machine may be a personal com 
puter (PC), a tablet PC, a set-top box (STB), a Personal 
Digital Assistant (PDA), a cellular telephone, a web appli 
ance, a network router, Switch or bridge, or any machine 
capable of executing a set of instructions (sequential or oth 
erwise) that specify actions to be taken by that machine. 
Further, while only a single machine is illustrated, the term 
“machine' shall also be taken to include any collection of 
machines that individually or jointly execute a set (or multiple 
sets) of instructions to perform any one or more of the meth 
odologies discussed herein. The server computer system 16 
of FIG.1 may also include one or more machines as shown in 
FIG. 3. 
0070 The exemplary client computer system 18 includes 
a processor 130 (e.g., a central processing unit (CPU), a 
graphics processing unit (GPU), or both), a main memory 132 
(e.g., read-only memory (ROM), flash memory, dynamic ran 
dom access memory (DRAM) such as synchronous DRAM 
(SDRAM) or Rambus DRAM (RDRAM), etc.), and a static 
memory 134 (e.g., flash memory, static random access 
memory (SRAM, etc.), which communicate with each other 
via a bus 136. 
0071. The client computer system 18 may further include 
a video display 138 (e.g., a liquid crystal display (LCD) or a 
cathode ray tube (CRT)). The client computer system 18 also 
includes an alpha-numeric input device 140 (e.g., a key 
board), a cursor control device 142 (e.g., a mouse), a disk 
drive unit 144, a signal generation device 146 (e.g., a 
speaker), and a network interface device 148. 
0072 The disk drive unit 144 includes a machine-readable 
medium 150 on which is stored one or more sets of instruc 
tions 152 (e.g., software) embodying any one or more of the 
methodologies or functions described herein. The software 
may also reside, completely or at least partially, within the 
main memory 132 and/or within the processor 130 during 
execution thereof by the client computer system 18, the 
memory 132 and the processor 130 also constituting machine 
readable media. The software may further be transmitted or 
received over a network 154 via the network interface device 
148. 

0073. While the instructions 152 are shown in an exem 
plary embodiment to be on a single medium, the term 
“machine-readable medium’ should be taken to understanda 
single medium or multiple media (e.g., a centralized or dis 
tributed database or data source and/or associated caches and 
servers) that store the one or more sets of instructions. The 
term “machine-readable medium’ shall also be taken to 
include any medium that is capable of storing, encoding, or 
carrying a set of instructions for execution by the machine and 
that cause the machine to perform any one or more of the 
methodologies of the present invention. The term “machine 
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readable medium’ shall accordingly be taken to include, but 
not be limited to, Solid-state memories, optical and magnetic 
media, and carrier wave signals. 

Local Searching and Interface 
0074 FIG. 4 of the accompanying drawings illustrates a 
browser 160 that displays a user interface 12 according to an 
embodiment of the invention. The browser 160 may, for 
example, be an Internet ExplorerTM, FirefoxTM, NetscapeTM, 
or any other browser. The browser 160 has an address box 
164, a viewing pane 166, and various buttons such as back and 
forward buttons 168 and 170. The browser 160 is loaded on a 
computer at the client computer system 18 of FIG.1. A user 
at the client computer system 18 can load the browser 160 into 
memory, so that the browser 160 is displayed on a screen such 
as the video display 138 in FIG. 3. 
0075. The user enters an address (in the present example, 
the internet address http://city.ask.com/city/) in the address 
box. 164. A mouse (i.e., the cursor control device 142 of FIG. 
3) is used to move a cursor 172 into the address box 164, and 
a left button is depressed or "clicked on the mouse. After 
clicking on the left button of the mouse, the user can use a 
keyboard to enter text into the address box 164. The user then 
presses “Enter on the keyboard. Referring to FIG. 5, a com 
mand is then sent over the internet requesting a page corre 
sponding to the address that is entered into the address box 
164, or a page request is transmitted from the client computer 
system 18 to the server computer system 16 (Step 176). The 
page that is retrieved at the server computer system 16 is a first 
view of the user interface 12 and is transmitted from the server 
computer system 16 to the client computer system 18 and 
displayed in the viewing pane 166 (Step 178). 
0076 FIG. 4 illustrates a view 190A of the user interface 
12 that is received at step 178 in FIG. 5. The view 190A can 
also be obtained as described in U.S. patent application Ser. 
No. 1 1/611,777 filed on Dec. 15, 2006, details of which are 
incorporated herein by reference. 
(0077. The view 190A includes a search area 192, a map 
area 194, a map editing area 196, and a data saving and 
recollecting area 198. The view 190A of user interface 12 
does not, at this stage, include a results area, a details area, or 
a driving directions area. It should be understood that all 
components located on the search area 192, the map area 194, 
the map editing area 196, the data saving and recollecting area 
198, a results area, a details area, and a driving directions area 
form part of the user interface 12 in FIG. 1, unless stipulated 
to the contrary. 
0078. The search area 192 includes vertical search deter 
minators 200, 202, and 204 for "Businesses.” “Events, and 
“Movies' respectively. An area below the vertical search 
determinator 200 is open and search identifiers in the form of 
a search box 206 and a search button 208 together with a 
location identifier 210 are included in the area below the 
vertical search determinator 200. Maximizer selectors 212 
are located next to the vertical search determinators 202 and 
204. 
007.9 The map area 194 includes a map 214, a scale 26, 
and a default location marker 218. The map 214 covers the 
entire surface of the map area 194. The scale 216 is located on 
a left portion of the map 214. A default location, in the present 
example an intersection of Mission Street and Jessie Street in 
San Francisco, Calif., 94103, is automatically entered into the 
location identifier 210, and the default location marker 218 is 
positioned on the map 214 at a location corresponding to the 
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default location in the location identifier 210. Different 
default locations may be associated with respective ones of 
the client computer systems 18 in FIG. 1 and the default 
locations may be stored in one of the structured databases or 
data sources 26. Details of how a location marker is posi 
tioned on a map and displayed over the internet as well as a 
scale of a map and other features are disclosed in U.S. patent 
application Ser. No. 10/677,847 filed on Feb. 22, 2007, which 
is incorporated herein by reference and in its entirety. 
0080 Included on the map editing area 196 are a map 
manipulation selector 220, seven map addition selectors 222, 
a clear selector 224, and an undo selector 226. The map 
addition selectors 222 include map addition selectors 222 for 
text, location markers, painting of free-form lines, drawing of 
straight lines, drawing of a polygon, drawing of a rectangle, 
and drawing of a circle. 
0081. The data saving and recollecting area 198 includes a 
plurality of save selectors 228. The save selectors 228 are 
located in a row from left to right within the data saving and 
recollecting area 198. 
0082. The searchbox 206 serves as a field for entering text. 
The user moves the cursor 172 into the search box 206 and 
then depresses the left button on the mouse to allow for 
entering of the text in the search box 206. In the present 
example, the user enters search criteria "Movies' in the 
search box 206. The user decides not to change the contents 
within the location identifier 210. The user then moves the 
cursor over the search button 208 and completes selection of 
the search button 208 by depressing the left button on the 
OUS. 

0083) Referring again to FIG. 5, in response to the user 
interfacing with the search identifiers (the searchbox 206 and 
the search button 208) in the first view 190A, a search request 
is transmitted from the client computer system 18 (see FIG. 1) 
to the server computer system 16 (step 180). The search 
request is received from the client computer system 18 at the 
server computer system 16 (step 182). The server computer 
system 16 then utilizes the search request to extract a plurality 
of search results from a search data source (step 184). The 
search data source may be a first of the structured databases or 
data sources 26 in FIG. 1. At least part of a second view is 
transmitted from the server computer system 16 to the client 
computer system 18 for display at the client computer system 
18 and the second view includes the search results (step 186). 
At least part of the second view is received from the server 
computer system at the client computer system (step 188). 
0084 FIG. 6 illustrates one data source entry 232 of a 
plurality of data source entries in the search data source, 
namely the first of the structured databases or data sources 26 
in FIG.1. The data source entry 232 is a free-form entry that 
generally includes a name 234, detailed objects 236 such as 
text from fields and one or more images, information 238 
relating to a geographic location, and context 240 relating to, 
for example, neighborhood, genre, restaurant food type, and 
venue. The information 238 relating to the geographic loca 
tion include an address 242, and coordinates of latitude and 
longitude 244. Each one of the context identifiers of the 
context 240, for example, “neighborhood, can have one or 
more categories 246 such as “Pacific Heights” or “down 
town' associated therewith. 
0085. In the present example, the data source entry 232 is 
extracted if any one of the fields 234, 236,238, or 240 is for 
a movie. In addition, the data source entry 232 is extracted 
only if the coordinates of latitude and longitude 244 are 
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within a predetermined radius, for example within one mile, 
from coordinates of latitude and longitude of the intersection 
of Mission Street and Jessie Street. Should an insufficient 
number, for example, fewer than ten, data Source entries Such 
as the data source entry 232 for movies have coordinates of 
latitude and longitude 244 within a one-mile radius from the 
coordinates of latitude and longitude of Mission Street and 
Jessie Street, the threshold radius will be increased to, for 
example, two miles. All data source entries or movies having 
coordinates of latitude and longitude 244 within a two-mile 
radius of coordinates of latitude and longitude of Mission 
Street and Jessie Street are extracted for transmission to the 
client computer system 18. 
I0086 FIG. 7 illustrates a subsequent view 190B of the user 
interface 12 that is displayed following step 188 in FIG. 5. 
The view 190B now includes a results area between the search 
area 192 on the left and the map area 194, the map editing area 
196, and the data saving and recollecting area 198 on the 
right. Search results numbered 1 through 6 are displayed in 
the results area 248. Each one of the search results includes a 
respective name corresponding to the name 234 of the data 
source entry 232 in FIG. 6, a respective address correspond 
ing to the respective address 242 of the respective data source 
entry 232, and a telephone number. The results area 248 also 
has a vertical scroll bar 250 that can be selected and moved up 
and down. Downward movement of the vertical scrollbar 250 
moves the search results numbered 1 and 2 off an upper edge 
of the results area 248 and moves search results numbered 7 
through 10 up above a lower edge of the results area 248. 
I0087. A plurality of location markers 252 are displayed on 
the map 214. The location markers 252 have the same num 
bering as the search results in the results area 248. The coor 
dinates of latitude and longitude 244 of each data source entry 
232 in FIG. 6 are used to position the location markers 252 at 
respective locations on the map 214. 
0088 Also included in the search area 192 in the view 
190B are a context identifier 256 and a plurality of related 
search suggestions 258. The context identifier 256 is for 
“neighborhood” and is thus similar to “neighborhood” of the 
context 240 in FIG. 6. In the view 190B, only one context 
identifier 256 is included. It should be understood that a 
number of context identifiers 256 may be shown, each with a 
respective set of related search Suggestions. The context iden 
tifier 256 or context identifiers that are included in the search 
area 192 depend on the vertical search determinators 200, 
202, and 204. In the example of the view 190B of FIG. 7, a 
search is carried out under the vertical search determinator 
200 for “business” and the context identifier 256 is for “neigh 
borhood.” Context identifiers for “genre' or “venue' are not 
included for searches under the vertical search determinator 
200 for “business. 

I0089 FIG. 8 illustrates a neighborhood and city relational 
table that is stored in one of the structured databases or data 
sources 26 in FIG. 1. The table in FIG. 8 includes a plurality 
of different neighborhoods and a respective city associated 
with each one of the neighborhoods. The names of the neigh 
borhoods, in general, do not repeat. The names of the cities do 
repeat because each city has more than one neighborhood. 
Each one of neighborhoods also has a respective mathemati 
cally-defined area associated therewith. 
0090 When a search is conducted, one or more coordi 
nates are extracted for a location of the search. In the present 
example, the coordinates of latitude and longitude of the 
intersection of Mission Street and Jessie Street in San Fran 
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cisco are extracted. The coordinates are then compared with 
the areas in the table of FIG. 8 to determine which one of the 
areas holds the coordinates. Once the area holding the coor 
dinates is determined, for example, Area 5, the city associated 
with Area 5, namely City 2, is extracted. In the present 
example the city may be San Francisco, Calif. All the neigh 
borhoods in City 2 are then extracted, namely Neighborhood 
1. Neighborhood 5, and Neighborhood 8. In the present 
example, the neighborhoods for San Francisco are shown as 
the related search suggestions 258 in the view 190B under the 
context identifier 256. 
0091. The related search suggestions 258 are thus the 
result of an initial search for movies near Mission Street and 
Jessie Street in San Francisco, Calif. When the user selects 
one of the related search suggestions 258 in the view 190B, a 
subsequent search will be carried out at the server computer 
system 16 according to the method of FIG. 5. Such a subse 
quent search will be for movies in or near one of the areas in 
FIG. 8 corresponding to the related search suggestions 258 
Selected in the view 190B. 
0092. A comparison between FIGS. 4 and 7 will show that 
certain components in the view 190A of FIG. 4 also appear in 
the view 190B of FIG. 7. It should also be noted that compo 
nents such as the vertical search determinators 200, 202, and 
204, the maximizer selectors 212, the search box 206, the 
location identifier 210, the search button 208, and the search 
area 192 are in exactly the same locations in the view 190A of 
FIG. 4 and in the view 190B of FIG. 7. The size and shape of 
the search area 192 is also the same in both the view 190A of 
FIG. 4 and the view 190B of FIG. 7. The map area 194, the 
map editing area 196, and the data saving and recollecting 
area 198 are narrower in the view 190B of FIG. 7 to make 
space for the results area 248 within the viewing pane 166. 
0093. As mentioned, the user can selector modify various 
ones of the components within the search area 192 in the view 
190B of FIG. 7. The user can also move the cursor 172 onto 
and select various components in the map area 194, the map 
editing area 196, the data saving and recollecting area 198, or 
the results area 248. The names of the search results in the 
results area 248 are selectable. In the present example, the 
user moves the cursor 172 onto the name “AMC 1000 Van 
Ness' of the sixth search result in the results area 248. 

0094. Selection of the name of the sixth search result 
causes transmission of a results selection request, also serving 
the purpose of a profile page request, from the client computer 
system 18 in FIG. 1 to the server computer system 16. One of 
the structured databases or data sources 26, for example the 
structured database or data source 26 second from the top, 
holds a plurality of profile pages. Each one of the profile pages 
is generated from content of a data source entry 232 in FIG. 6. 
A profile page in particular includes the name 234, the 
detailed object 236, the address 242, and often the context 
240. The profile page typically does not include the coordi 
nates of latitude and longitude 244 forming part of the data 
source entry 232. The search engine 28 then extracts the 
particular profile page corresponding to the sixth search result 
and then transmits the respective profile page back to the 
client computer system 18. 
0095 FIG. 9 shows a view 190C that appears when the 
profile page is received by the client computer system 18 in 
FIG.1. The view 190C of FIG. 9 is the same as the view 190B 
of FIG. 7, except that the results area 248 has been replaced 
with a details area 260 holding a profile page 262 transmitted 
from the server computer system 16. The profile page 262 
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includes the same information of the sixth search result in the 
results area 248 in the view 190B of FIG. 7 and includes 
further information from the detailed objects 236 of the data 
source entry 232. Such further information includes an image 
264 and movies with show times 266. 
0096. A window 268 is also inserted on the map 214 and a 
pointer points from the window 268 to the location marker 
252 numbered “6. The exact same information at the sixth 
Search result in the results area 248 in the view 190B of FIG. 
7 is also included in the window 268 in the view 190C of FIG. 
9. The profile page 262 thus provides a vertical search result 
and the map 214 is interactive. 
(0097 Persistence is provided from one view to the next. 
The search area 192, the map area 194, the map editing area 
196, and the data saving and recollecting area 198 are in the 
exact same locations when comparing the view 190B of FIG. 
7 with the view 190C of FIG. 9. Apart from the window 268 
and its contents, all the components in the search area 192, 
map area 194, map editing area 196, and data saving and 
recollecting area are also exactly the same in the view 190B of 
FIG. 7 and in the view 190C of FIG. 9. The vertical Scroll bar 
150 can be used to move the profile page 262 relative to the 
viewing pane 166 and the remainder of the user interface 12. 
0098. The movies portions of the movies and show times 
266 are selectable. In the present example, the user selects the 
movie “The Good Shepherd' to cause transmission of a pro 
file page request from the client computer system 18 in FIG. 
1 to the server computer system 16. The server computer 
system 16 extracts a profile page for “The Good Shepherd” 
and transmits the profile page to the client computer system 
18. 

0099 FIG. 10 shows a view 190D of the user interface 12 
after the profile page for “The Good Shepherd' is received at 
the client computer system 18. The view 190D of FIG. 10 is 
exactly the same as the view 190C of FIG.9, except that the 
profile page 262 in the view 190C of FIG.9 is replaced with 
a profile page 270 in the view 190D of FIG. 10. The profile 
page 270 is the profile page for “The Good Shepherd' and 
includes an image 272 and the text indicating the name of the 
movie, its release date, its director, is genre, actors starring in 
the movie, who produced the movie, and a description of the 
movie. It could at this stage be noted that one of the actors of 
the movie “The Good Shepherd” is shown to be “Matt 
Damon. 

0100 FIG. 11 illustrates a further view 190E of the user 
interface 12 after the maximizer selector 112 next to the 
vertical search determinator 204 for "Movies' in the view 
190D of FIG. 10 is selected. The search box 206, location 
identifier 210, and search button 208 below the vertical search 
determinator 200 for “Businesses in the view 190D of FIG. 
10 are removed in the view 190E of FIG. 11. The vertical 
search determinators 202 and 204 are moved upward in the 
view 190E of FIG. 11 compared to the view 190D of FIG. 10. 
0101. A search box 274, a location identifier 276, a date 
identifier 278, and a search button 280 are inserted in an area 
below the vertical search determinator 204 for "Movies.” 
0102) In the present example, the user enters “AMC 1000 
Van Ness' in the search box 274. The user elects to keep the 
default intersection of Mission Street and Jessie Street, San 
Francisco, Calif., 94103 in the location identifier 276, and 
elects to keep the date in the date identifier 278 at today, 
Monday, Feb. 5, 2007. The user then selects the search button 
280. Upon selection of the search button, the details area 260 
in the view 190 of FIG. 10 is again replaced with the results 
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area 248 shown in the view 190B of FIG. 7. The results area 
248 in the view 190E of FIG. 11 includes only one search 
result. The search result includes the same information as the 
sixth search result in the results area 248 of the view 190B of 
FIG. 7, but also includes the movies and show times 266 
shown in the profile page 262 in the view 190C of FIG.9. The 
user can now select the movie “The Good Shepherd' from the 
movies and show times 266 in the view 190E of FIG. 11. 
Selection of “The Good Shepherd’ causes replacement of the 
results area 248 with the details area 260 shown in the view 
190D of FIG. 10 with the same profile page 270 in the details 
area 260. The exact same profile page 270 for “The Good 
Shepherd’ can thus be obtained under the vertical search 
determinator 200 for "Businesses” and the vertical search 
determinator 204 for “Movies.” The profile page 270 for “The 
Good Shepherd' is thus independent of the vertical search 
determinators 200, 202, and 204 that the user interacts with. 
(0103. The view 190E of FIG. 11 has two context identifi 
ers 256, namely for “genre' and “neighborhood.” A plurality 
of related search suggestions 258 are shown below each con 
text identifier 256. The context identifier 256 for “genre' is 
never shown under the vertical search determinator 200 for 
“Businesses.” The related search suggestions 258 under the 
context identifier 256 are extracted from the profile pages for 
the movies included under the movies and show times 266 for 
all the search results (in the present example, only one search 
result) shown in the results area 248. 
0104 FIG. 12 illustrates a further search that can be con 
ducted by the user. The user enters “The Good Shepherd” in 
the searchbox 274 under the vertical search determinator 204 
for “Movies.” The search request is transmitted from the 
client computer system 18 in FIG. 1 to the server computer 
system 16. The server computer system 16 then extracts a 
plurality of search results and returns the search results to the 
client computer system 18. A view 190F as shown in FIG. 12 
is then displayed wherein the search results are displayed in 
the results area 248. Each one of the results is for a theater 
showing the movie “The Good Shepherd. The server com 
puter system 16 compares the search query or term “The 
Good Shepherd' with text in the detailed objects 236 of each 
data source entry 232 in FIG. 6. The view 190E in FIG. 12, for 
example, shows that the movie “The Good Shepherd’ shows 
at the theater AMC 1000 Van Ness. 

0105 Ten search results are included within the results 
area 248 and six of the search results are shown at a time by 
sliding the vertical scroll bar 250 up or down. All ten search 
results are shown on the map 214. Only four of the results are 
within a circle 275 having a smaller radius, for example a 
radius of two miles, from an intersection of Mission Street 
and Jessie Street, San Francisco, Calif., 94103. Should there 
be ten search results within the circle 275, only the ten search 
results within the circle 275 would be included on the map 
214 and within the results area 248. The server computer 
system 16 recognizes that the total number of search results 
within the circle 275 is fewer than ten and automatically 
extracts and transmits additional search results within a larger 
circle 277 having a larger radius of, for example, four miles 
from an intersection of Mission Street and Jessie Street, San 
Francisco, Calif., 94103. All ten search results are shown 
within the larger circle 277. The circles 275 and 277 are not 
actually displayed on the map 214 and are merely included on 
the map 214 for purposes of this description. 
0106 FIG. 13 illustrates a further search, wherein the user 
enters “Matt Damon' in the searchbox 274. The server com 
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puter system compares the query “Matt Damon' with the 
contents of all location-specific data source entries such as the 
data source entry 232 in FIG. 6 holding data as represented by 
the search result in the details area 260 in the view 190C of 
FIG. 9 and also compares the query “Matt Damon' with 
profile pages such as the profile page 270 in the view 190D of 
FIG. 10. Recognizing that the actor “Matt Damon' appears 
on the profile page 270 for the movie “The Good Shepherd.” 
the search engine then searches for all data source entries, 
such as the data source entry 232 in FIG. 6 that include the 
movie “The Good Shepherd. All the data source entries, in 
the present example all movie theaters, are then transmitted 
from the server computer system 16 to the client computer 
system 18. A view 190G as shown in FIG. 13 is then generated 
with the search results from the data source entries containing 
“The Good Shepherd’ shown in the results area 248 and 
indicated with location markers 252 on the map 214. One of 
the search results in the view 190G is for the movie theater 
“AMC 1000 Van Ness,” which also appears in the view 190F 
of FIG. 12. Multiple fields are thus searched at the same time, 
often resulting in the same search result. 
01.07 FIGS. 14, 15, and 16 illustrate further searches that 
can be carried out because multiple fields are searched at the 
same time, and views 190H, 190I, and 190J that are generated 
respectively. In FIG. 14, a query “crime drama' is entered in 
the searchbox 274. "Crime drama' can also be selected from 
a related search suggestion 258 under the context identifier 
256 for “genre' in an earlier view. A search is conducted 
based on the data in the searchbox 274, the location identifier 
276, and the date identifier 278. 
0108. In FIG. 15, a user types “Matt Damon' in the search 
box 274 and types “Pacific Heights, San Francisco, Calif” in 
the location identifier 276. Alternatively, the search criteria 
“Pacific Heights, San Francisco, Calif” can also be entered 
by selecting a related search suggestion 258 under the context 
identifier 256 for “neighborhood’ in an earlier view. Again, 
the search results that are extracted are based on the combined 
information in the searchbox 274, location identifier 276, and 
date identifier 278. 
0109. In FIG. 16, the search box 274 is left open and the 
user types the Zone Improvement Plan (ZIP) code in the 
location identifier 276. ZIP codes are used in the United 
States of America, and other countries may use other codes 
Such as postal codes. The resulting search results are for all 
movies within or near the ZIP code in the location identifier 
276 and on the date in the date identifier 278. 

0110 Data stored in one of the structured databases or data 
sources 26 in FIG. 1 that includes coordinates for every ZIP 
code in the United States of America and FIG. 8 also shows 
areas representing coordinates for every neighborhood. 
When a neighborhood or a ZIP code is selected or indicated 
by the user as described with reference to FIGS. 15 and 16, the 
server computer system 16 in FIG. 1 also extracts the coor 
dinates for the particular neighborhood or ZIP code. The 
coordinates for the neighborhood or ZIP code are transmitted 
together with the search result from the server computer 
system 16 to the client computer system 18. As shown in the 
view 1901 of FIG. 15, a boundary 281 of an area for the 
neighborhood “Pacific Heights” in San Francisco, Calif. is 
drawn as a line on the map 214. Similarly, in FIG. 16, a 
boundary 282 is drawn on an area corresponding to the ZIP 
code 94109 and is shown as a line on the map 214. 
0111. When a neighborhood or a ZIP code is selected in 
the location identifier 276, a search is first conducted within a 
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first rectangle that approximates an area of the neighborhood 
or ZIP code. If insufficient search results are obtained, the 
search is automatically expanded to a second rectangle that is 
larger than the first rectangle and includes the area of the first 
rectangle. The second rectangle may, for example, have a 
surface area that is between 50% and 100% larger than the 
first rectangle. FIGS. 15 and 16 illustrate that automatic 
expansion has occurred outside of a first rectangle that 
approximates the boundaries 281 and 282. 
0112 FIG. 17 illustrates a view 190K of the user interface 
12 after a third and last of the search results in the view 1901 
in FIG. 15 is selected. The search result is selected by select 
ing the location marker 252 numbered “3” in the view 1901 of 
FIG. 15. The window 268 is similar to the window 268 as 
shown in the view 190C of FIG. 9. Because the Search results 
in the results area 248 in the view 1901 of FIG. 15 are not 
selected, but instead the location marker 252 numbered “3. 
all the search results in the results area 248 in the view 190I of 
FIG. 15 are also shown in the results area 248 in the view 
190K of FIG. 17. 

0113. The window 268 in the view 190K of FIG. 17 
includes a "pin it selector that serves as a static location 
marker selector. Such a static location marker selector is also 
shown in each one of the search results in the results area 248. 
In the present example, the user selects the static location 
marker in the window 268 that appears upon selection of the 
static location marker 252 numbered '3' and a static location 
marker request is then transmitted from the client computer 
system 18 in FIG. 1 to the server computer system 16. Alter 
natively, the user can select the static location marker indica 
tor under the third search result in the results area 248 which 
serves the dual purpose of selecting the third search result and 
causing transmission of a static location marker request from 
the client computer system 18 to the server computer system 
16. 

0114 FIG. 18 shows a view 190L of the user interface 12 
that is at least partially transmitted from the server computer 
system 16 to the client computer system 18 in response to the 
server computer system 16 receiving the static location 
marker request. The view 190L of FIG. 18 is identical to the 
view 190K of FIG. 17, except that the third search result in the 
results area 248 has been relabeled from “3’ to ‘A’ and the 
corresponding location marker is also now labeled “A.” The 
change from numeric labeling to alphabetic labeling indicates 
that the search result labeled 'A' and its corresponding loca 
tion marker labeled 'A' have now been changed to a static 
search result and a static location marker that will not be 
removed if a Subsequent search is carried out and all of the 
other search results are replaced. 
0115 FIG. 19 illustrates a view 190M of the user interface 
12 after a further search is conducted. The maximizer selector 
212 next to the vertical search determinator 202 for “Events’ 
is selected. The vertical search determinator 204 for “Mov 
ies' moves down and the search box 274, location identifier 
276, date identifier 278, and search button 280 in the view 
190L of the FIG. 18 are removed. A search box 286, location 
identifier 288, date identifier 290, and search button 292 are 
added below the vertical search determinator 202 for 
“Events.” A search is conducted based on the contents of the 
searchbox 286, location identifier 288, and date identifier 290 
forevents. The results of the search are displayed in the results 
area, are numbered numerically, and are also shown with 
location markers 252 on the map 214. The search result 
labeled 'A' in the view 190L of FIG. 18 is also included at the 
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top of the search results in the results area 248 in the view 
190M of FIG. 19 and a corresponding location marker 252 
labeled 'A' is located on the map 214. What should also be 
noted in the view 190M of FIG. 19 is that context identifiers 
256 are included for “genre.” “neighborhood, and “venue 
with corresponding related search suggestions 258 below the 
respective context identifiers 256. The context identifier 256 
for “venue' is only included when a search is conducted 
under the vertical search determinator 202 for “Events.” The 
related search Suggestions 258 are the names Such as the name 
234 of the data source entry 232 in FIG. 6 that show events of 
the kind specified in the search box 286 or if there is a profile 
page listing Such a venue. 
0116 FIG. 20 shows a view 190N of the user interface 12 
after a further search is carried out by selecting the related 
search suggestion “family attractions” in the view 190M of 
FIG. 19. Again, the search result labeled “A” appears in the 
results area 248 and on the map 214. The user in the present 
example selects the third search result in the results area 248. 
0117 FIG. 21 illustrates a further view 190O of the user 
interface 12 that is generated and appears after the user selects 
the third search result in the results area 248 in the view 190N 
of FIG. 20. The results area 248 in the view 190N of FIG. 20 
is replaced with the details area 260 and a profile page 296 of 
the third search result in the view 190N in FIG. 20 appears in 
the details area 260. A window 268 is also included on the 
map with a pointer to the location identifier numbered “3.” 
The user in the present example selects the static location 
marker identifier “pin it in the window 268. The label on the 
location marker 252 changes from “3’ to “B” The change 
from the numeric numbering to the alphabetic numbering of 
the relevant location marker 252 indicates that the location 
identifier has become static and will thus not be replaced 
when a Subsequent search is conducted. 
0118 FIG.22 is a view 190P of the user interface 12 after 
a Subsequent search is conducted under the vertical search 
determinator 200 for “Businesses.” The numerically num 
bered search results in the view 190M of FIG.20 are replaced 
with numerically numbered search results in the view 190P of 
FIG. 22. The search results labeled 'A' and “B” are also 
included above the numerically numbered search results in 
the view 190P of FIG.22. The scale and location of the map 
214 in the view 190P of FIG.22 are such that the locations of 
the search results labeled 'A' and “B” are not shown with any 
one of the location markers 252, but will be shown if the scale 
and/or location of the map 214 is changed. 
0119 FIG. 23 shows a further view 190O of the user 
interface 12. The user has selected either the second search 
result in the results portion 248 of the view 190P of FIG.22 or 
the location marker 252 labeled '3' on the map 214 of the 
view 190P, which causes opening of a window 268 as shown 
in the view 190O of the of FIG. 23. The viewer has then 
selected “directions' in the window 268, which causes 
replacement of the results area 248 in the view 190P of FIG. 
22 with a driving directions area 300 in the view 190O of FIG. 
23. A start location box 302 is located within the driving 
directions area 300. The user can enter a start location within 
the start location box 302 or select a start location from a 
plurality of recent locations or recent results shown below the 
start location box 302. The user can then select a go button 
304, which causes transmission of the start location entered in 
the start location box 302 from the client computer system 18 
in FIG. 1 to the server computer system 16. 
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0120 FIG. 24 shows a further view 190R of the user 
interface 12, part of which is transmitted from the server 
computer system 16 to the client computer system 18 in 
response to receiving the start location from: the client com 
puter system 18. An end location identifier 306 is included 
and a user enters an end location in the end location identifier 
306. The user then selects a go button 308, which causes 
transmission of the end location entered in the end location 
identifier 306 from the client computer system 18 in FIG. 1 to 
the server computer system 16. 
0121 The server computer system then calculates driving 
directions. The driving directions are then transmitted from 
the server computer system 16 to the client computer system 
18 and are shown in the driving directions area 300 of the view 
190R in FIG. 24. The vertical scroll bar 252 is moved down, 
so that only a final driving direction, indicating the arrival at 
the end location, is shown in the driving directions area 300. 
0122) The server computer system also calculates a path 
310 from the start location to the end location and displays the 
path 310 on the map 214. 
0123. Further details of how driving directions and a path 
on a map are calculated are described in U.S. patent applica 
tion Ser. No. 1 1/677,847, which is incorporated herein by 
reference. 

0.124 FIG. 25 illustrates a further view 190 of the user 
interface 12, after the user has added a third location. Driving 
directions and a path are provided between the second and the 
third locations. The user has elected to choose the locations 
labeled “A” and “B” as the second and third locations. 

0.125. The user can, at any time, select a results maximizer 
312, for example in the view 190S of FIG. 25. Upon selection 
of the results maximizer 312, the driving directions area 300 
in the view 190S of FIG. 25 is replaced with the results area 
248, as shown in the view 190T in FIG. 26. The results shown 
in the results area 248 in the view 190T in FIG. 26 are the 
exact same search results shown in the results area in the view 
190P of FIG. 22. The driving directions of the views 190R in 
FIGS. 24 and 190S of FIG. 25 and the entire path 310 have 
thus been calculated without losing the search results. More 
over, the search results and the path.310 are shown in the same 
View 190T of FIG. 26. 

0.126 FIG. 27 is a view 190U of the user interface 12 after 
various additions are made on the map 214. The user selects 
one of the map addition selectors 222 (step 320 in FIG. 28). In 
the view 190U of FIG. 27, the user has selected the map 
addition selector 222 for text. The cursor 172 automatically 
changes from a hand shape to a 'T' shape. 
0127 FIG. 29 shows a view 190V of the user interface 12 
wherein the user has selected the addition selector 222 for a 
circle. A color template 332 automatically opens. A plurality 
of colors is indicated within the color template 332. The 
various colors are differentiated from one another in the view 
190V of FIG. 29 by different shading, although it should be 
understood that each type of shading represents a different 
color. The user selects a color from the color template 332 
(step 322). 
0128. The user then selects a location for making the addi 
tion on the map 214. Various types of additions can be made 
to the map depending on the addition selector 222 that is 
selected. Upon indicating where the additions should be made 
on the map 214, a command is transmitted to the processor 
130 in FIG.3 (step 324). The processor 130 then responds to 
the addition command by making an addition to the map 214 
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(step 326). The addition is made to the map at a location or 
area indicated by the user and in the color selected by the user 
from the color template 332. 
I0129. The user can at any time remove all the additions to 
the map 214 by selecting the clear selector 224. The user can 
also remove the last addition made to the map by selecting the 
undo selector 226. An undo or clear command is transmitted 
to the processor 130 (step 328). The processor 130 receives 
the undo or clear command and responds to the undo or clear 
commandby removing the addition or additions from the map 
214 (step 330). 
0.130. Upon selection of the clear selector 224, the undo 
selector 226, or the map manipulation selector 220, the cursor 
172 reverts to an openhand and can be used to drag and drop 
the map 214. 
I0131 The user may, at any time, decide to save the con 
tents of a view, and in doing so will select one of the save 
selectors 228. A save command is transmitted from the client 
computer system 18 to the server computer system 16 (step 
340 in FIG.30). All data for the view that the user is on is then 
saved at the server computer system 16 in, for example, one of 
the structured databases and data sources 26 (step 342). The 
data that is stored at the server computer system 16, for 
example, includes all the search results in the results area 248 
and on the map 214, any static location markers on the map 
214, the location of the map 214 and its scale, and any addi 
tions that have been made to the map 214. The server com 
puter system 16 then generates and transmits a reproduction 
selector 356 to the client computer system (step 344). As 
shown in the view 190V of FIG. 29, the reproduction selector 
356 is then displayed at the client computer system 18 (step 
346). A reproduction selector delete button358 is located next 
to and thereby associated with the reproduction selector 356. 
The user may at any time select the reproduction selector 
delete button 358 to remove the reproduction selector 356. 
The reproduction selector 356 replaces the save selector 222 
selected by the user and selection of the reproduction selector 
delete button 358 replaces the reproduction selector 356 with 
a save selector 228. 

0.132. The user may now optionally close the browser 160. 
When the browser 160 is again opened, the user can conduct 
another search, for example a search for a restaurant near 
Union Street, San Francisco, Calif. The search results in the 
results area 248 will only include results for the search con 
ducted by the user and the locations of the search results will 
be displayed on the map 214 without the static location mark 
ers or additions shown in the view 190V of FIG. 29. 

0.133 Any further views of the user interface 12 includes 
the reproduction selector 356 and any further reproduction 
selectors (not shown) that have been created by the user at 
different times and have not been deleted. The user can select 
the reproduction selector 356 in order to retrieve the informa 
tion in the view 190V of FIG. 29. A reproduction command is 
transmitted from the client computer system 18 in FIG. 1 to 
the server computer system 16 (step 348). The server com 
puter system 16 then extracts the saved data and transmits the 
saved data from the server computer system 16 to the client 
computer system 18 (step 350). The saved data is then dis 
played at the client computer system 18 (step 352). 
0.134 FIG.31 illustrates a view 190W of the user interface 
12 that is generated upon selecting the reproduction selector 
356. The view 190W of FIG. 31 includes all the same infor 
mation that is present in the view 190V of FIG. 29. 



US 2009/O 1325 12 A1 

0135. It should be evident to one skilled of the art that the 
sequence that has been described with reference to the fore 
going drawings may be modified. Frequent use is made in the 
description and the claims to a “first view and a “second 
view. It should be understood that the first and second views 
may be constructed from the exact same software code and 
may therefore be the exact same view at first and second 
moments in time. “Transmission' of a view should not be 
limited to transmission of all the features of a view. In some 
examples, an entire view may be transmitted and be replaced. 
In other examples, Asynchronous JavaScriptTM (AJAXTM) 
may be used to update a view without any client-server inter 
action, or may be used to only partially update a view with 
client-server interaction. 

0.136 FIG. 32 shows a further view 190X of the user 
interface. Using the map addition selectors 222, the clear 
selector 224, and the undo selector 226, the user has drawn 
various figure elements on the map 214 displayed in the map 
area 194. The figure element in this example includes a single 
straight line 500, a two-segment line 502, a rectangle 504, a 
polygon 506, and a circle 508. A search identifier selector 520 
is related to each of the figure elements drawn on the map 214 
as depicted by the magnifying glass icon situated on the figure 
entity. 
0.137 FIG. 33 shows a further view 190Y of the user 
interface. The user has selected the search identifier selector 
520 related to the polygon 506. This causes a search identifier 
530 to appearin close proximity to the searchidentifier selec 
tor 520. The search identifier 530 includes a search box 535. 
The search identifier 530 is similar in appearance and func 
tion as the search area 192 of FIG. 7. In the example illustrated 
in FIG.33, the user has entered “Fast Food’ in the searchbox 
535. Upon hitting the enter key on the client computer system 
or selecting the search button located in the search identifier 
530, the text “Fast Food entered into the search box 535 and 
an associated search request are transmitted from the client 
computer system to the server computer system to extract at 
least one search result from a data source. In this example, the 
search result will be restricted to a geographical location 
defined by the polygon 506. Thus, the expected search results 
would consist of fast food businesses with geographical coor 
dinates located within the polygon 506. 
0138 FIG.34 shows a further view 190Z of the user inter 
face. The user interaction of FIG.33 has resulted in a second 
view transmitted from the server computer to the client com 
puter showing search results displayed in a results area 248, 
and location markers 545 related to the search results dis 
played in the map area 194. In this example, since the user has 
utilized the search identifier 530 related to the polygon 506 
instead of using the search box in the search area 192 of FIG. 
7, the search results and location markers 545 related to the 
search results are restricted to the geographical location 
defined by the polygon 506. 
0139 FIG. 35 shows a further view 190AA of the user 
interface. In this example, the user has interacted in the same 
manner as in FIGS. 33 and 34, except that the user has inter 
acted with the search identifier 530 related to the two-segment 
line 502 instead of the polygon 506. The resulting search 
results are displayed in a results area 248, and location mark 
ers 545 related to the search results are displayed in the map 
area 194. Here, the search results and the location markers 
545 related to the search results are restricted to the geo 
graphical location defined by the two-segment line 502. 
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(O140 FIGS. 36 to 38 show embodiments of the approxi 
mating technique performed by the server computer to 
approximate the latitude and longitude coordinates related to 
the figure entities drawn on the map. The approximating 
technique is performed solely on the server computer, and no 
approximating is performed on the client computer system. 
FIG. 36 shows the two-segment line 502 without the under 
lying map 214 for the purpose of illustrating the approximat 
ing technique. When such a figure element is drawn on the 
map, in this instance a two-segment line, the client computer 
transmits the drawn figure element to the server computer, 
where the server computer approximates the geographical 
location depicted by the drawn figure element. In one 
embodiment, each segment of the two-segment line 502 is 
approximated by rectangles 590 that match the length of the 
segment, but is wider than the width of the segment. These 
rectangles 590 may be but are not required to be orthogonal to 
a North, South, East, or West direction, and each rectangle 
590 may be of a different size. The rectangles 590 define a 
range of latitude and longitude coordinates. This range of 
latitude and longitude coordinates allows the server computer 
system to extract at least one search result from a search data 
Source, wherein the search result possesses latitude and lon 
gitude coordinates that are within the range of latitude and 
longitude coordinates defined by the rectangles 590. The 
extra width provided by the approximating rectangles 590 in 
this embodiment yields better search results by providing a 
larger range of latitude and longitude coordinates, since a line 
by strict geometric definition has no width. In another 
embodiment, the shapes or entities used to approximate the 
drawn figure elements may be other geometric figures instead 
of a rectangle, such as a circle, an oval, or a polygon. 
0141 Similarly, FIG. 37 shows the circle 508 without the 
underlying map 214. In one embodiment, rectangles 590 are 
used by the server computer to approximate the geometry of 
the circle 508. In the same manner as the embodiment 
described in FIG. 36, these rectangles 590 define a range of 
latitude and longitude coordinates. Moreover, other embodi 
ments need not use solely rectangles to approximate the fig 
ure element, but can be other geometric figures. 
0142. Similarly, FIG.38 shows the polygon 506 without 
the underlying map 214. In this embodiment, rectangles 590 
of varying sizes are used by the server computer to approxi 
mate the geometry of the polygon 506. In the same manner as 
the embodiment described in FIG. 36, these rectangles 590 
define a range of latitude and longitude coordinates. Other 
embodiments need not use solely rectangles to approximate 
the figure element, but can be other geometric figures. In 
addition, the number of rectangles or other geometric figures 
may vary to increase or decrease approximation accuracy. 
0143. In a different embodiment, the figure entities drawn 
on the map, the polygon 506, for example, may be used by the 
server computer system to definelatitude and longitude coor 
dinates using only the outline of the figure entity, without the 
enclosed area. In this embodiment, the figure entities such as 
the polygon 506 may be treated as a series of line segments. In 
the same manner as in FIG. 36, the line segments comprising 
polygon 506 may be approximated by rectangles 590 that 
closely approximate each line segment. In this manner, the 
outline of the figure entity may be approximated, while lati 
tude and longitude coordinates contained within the figure 
entity may be excluded. 
Search System 
014.4 FIG. 39 shows a global view of the search system. 
The search system is composed of the search user interface 12 
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where a user can input a search query 602. The query 602 is 
processed by an online query processing system (QPS) 650. 
The QPS 650 is comprised of a parsing and disambiguation 
Sub-system 604, a categorization Sub-system 606, and a trans 
formation sub-system 608. The query 602 that is processed by 
the QPS 650 is compared with an index 614 from an offline 
backend search system. The backend search system includes 
a structured data Sub-system 616, a record linkage Sub-system 
618 for correlation of data, and an offline tagging Sub-system 
620 for keyword selection and text generation. The search 
system also includes a ranking Sub-system 612 that ranks the 
search results obtained by the index 614 from the backend 
search system to provide the user with the most relevant 
search results for a given user query. 

Query Processing System 

0145 The query processing system (QPS) 650 performs 
three main functions: a) parsing/disambiguation, b) categori 
Zation; and c) transformation. 

Categorization 

0146 FIG. 40 is a diagram of the categorization sub-sys 
tem. 606 in FIG. 39. An identification component 700 receives 
an original user query input and identifies a what-component 
and a where-component using the original user query. The 
what-component is passed onto a first classification compo 
nent 702 that analyses and classifies the what-component into 
a classification. The classification can be a business name, 
business chain name, business category, event name, or event 
category. The what-component of the user query may be sent 
to a transformation component 704 to transform the original 
user query into a processed query that will provide better 
search results than the original user query. The transformation 
component 704 may or may not transform the original user 
query, and will send the processed query to a transmission 
component 714. The classification is also sent to the trans 
mission component 714. 
0147 The where-component is sent to a second classifi 
cation component 706 which is comprised of an ambiguity 
resolution component 708 and a selection component 710. 
The ambiguity resolution component 708 determines 
whether the where-component contains a geographical loca 
tion. The selection component 710 receives a where-compo 
nent containing a geographical location from the ambiguity 
resolution component 708 and determines the resulting loca 
tion. A view 712 for changing the result location is provided 
to the user to select the most appropriate location for the user 
query that is different from the location selected by the selec 
tion component 710. The second classification component 
706 then sends the location to the transmission component 
714. The transmission component 714 sends the processed 
user query, the classification, and the location to the backend 
Search engine. 
0148. The QPS 650 processes every query both on the 
reply page (e.g., one of the search databases 24 in FIG. 1) and 
in the local channel (the structured database or data source 26 
in FIG. 1 for local searching). If it is not able to map the 
original user query to a different target query that will yield 
better results, it may still be able to understand the intent of 
the query with high confidence, and classify it appropriately 
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without further mapping. There are two analysis levels: 
“what component and “where' component. 

“What” Component: 
014.9 The query processing system can parseuser queries, 
identify their “what component, and classify them in differ 
ent buckets: business names, business chain names, business 
categories, event names, event categories. 
0150. Then if no transformation operation can be per 
formed, it sends the original user query and its classification 
to the backend local search engine. The backend local search 
engine will make use of the classification provided by the 
QPS 650 so as to change the ranking method for the search 
results. Different query classes determined by the QPS 650 
correspond to different ranking options on the backend side. 
For example, the QPS 650 may classify “starbucks' as a 
business name, while it may categorize "coffee shops’ as 
business category. 
0151. The ability to change ranking method depending on 
the classification information provided by the QPS 650 has a 
crucial importance in providing local search results that 
match as closely as possible the intent of the user, in both 
dimensions: name and category. 

Business Name Examples: 
0152. In a particular geographic location there might not 
be “starbucks' coffee shops nearby. However, if the user 
explicitly specifies a request for 'starbucks' in that location, 
the system will be able to provide results for “starbucks' even 
if they are far away and there are other coffee shops that are 
not “starbucks' closer to the user-specified location. 
0153. There might be database records for which common 
words that are also business names have been indexed. Such as 
“gap.”“best buy,” “apple.” The QPS 650 recognizes that these 
are properand very popular business names, thus making Sure 
that the local backend search engine gives priority to the 
appropriate search results (instead of returning, for example, 
grocery stores that sell “apples'). 

Category Name Examples: 

0154 There might exist businesses whose full name (or 
parts thereof) in the database contains very common words 
that most typically correspond to a category of businesses. 
For example, in a particular geographic location there might 
be several restaurants that contain the word “restaurant' in the 
name, even if they are not necessarily the best restaurants that 
should be returned as results for a search in that location. The 
QPS 650 will recognize the term “restaurant’ as a category 
search, and this classification will instruct the local backend 
search engine to considerall restaurants without giving undue 
relevance to those that just happen to contain the word “res 
taurant' in their name. 

“Where' Component: 
(O155 The QPS 650 can parse user queries and identify 
their “where” component. The QPS 650 performs two main 
Subfunctions in analyzing user queries for reference to geo 
graphic locations: ambiguity resolution and selection. 

Ambiguity Resolution: 
0156 For every user query the QPS 650 determines 
whether it does indeed contain a geographic location, as 
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opposed to some other entity that may have the same name as 
a geographic location. For example, the query 'san francisco 
clothing is most likely a query about clothing stores in the 
city of San Francisco, whereas “hollister clothing” is most 
likely a query about the clothing retailer “Hollister Co. rather 
than a query about clothing stores in the city of Hollister, 
Calif. So only the first query should be recognized as a local 
business search query and sent to the backend local search 
engine. 
(O157. The QPS 650 recognizes the parts of user queries 
that are candidates to be names of geographic locations, and 
determines whether they are actually intended to be geo 
graphic names in each particular query. This determination is 
based on data that is pre-computed offline. 
0158. The algorithm for geographic name interpretation 
takes as input the set of all possible ways to refer to an object 
in a geographic context. This set is pre-computed offline 
through a recursive generation procedure that relies on seed 
lists of alternative ways to refer to the same object in a geo 
graphic context (for example, different ways to refer to the 
same U.S. state). 
0159 For each geographic location expression in the 
abovementioned set, the QPS 650 determines its degree of 
ambiguity with respect to any other cultural or natural artifact 
on the basis of a variety of criteria: use of that name in user 
query logs, overall relevance of the geographic location the 
name denotes, number of web results returned for that name, 
formal properties of the name itself, and others. Based on this 
information and the specific linguistic context of the query in 
which a candidate geographic expression is identified, the 
QPS 650 decides whether that candidate should be indeed 
categorized as a geographic location. 

Selection: 

0160. In case there are multiple locations with the same 
name, the QPS 650 determines which location would be 
appropriate for most users. Out of all the possible locations 
with the same name, only the one that is selected by the QPS 
650 is sent to the backend local search engine, and results are 
displayed only for that location. However, a drop-down menu 
on the reply page gives the user the possibility to choose a 
different location if they intended to get results for a place 
different from the one chosen by the QPS 650. 
0161 For example, if the user asks for businesses in “Oak 
land,” the QPS 650 selects the city of Oakland, Calif. out of 
the dozens of cities in the U.S. that have the same name. 
0162 The determination of which city to display results 
for out of the set of cities with the same name is based on data 
pre-computed offline. This selection algorithm takes as input 
the set of all possible ways to refer to an object in a geographic 
context (this is the same set as the one generated by the 
recursive generation procedure described herein before. For 
example, the city of San Francisco can be referred to as “sf.” 
“san francisco, ca,” “sanfran, etc. For all cases in which the 
same linguistic expression may be used to refer to more than 
one geographic location, the selection algorithm chooses the 
most relevant on the basis of a variety of criteria: population, 
number of web results for each geographic location with the 
same name and statistical functions of Such number, and 
others. 

Transformation 

0163 FIG. 41 is a diagram of the transformation sub 
system 606 in FIG. 39. A reception component 750 receives 
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an original user query and passes the user query to a transfor 
mation component 770. The processed user query trans 
formed by the transformation component 770 is passed to a 
transmission component 760 that outputs the processed user 
query to the backend search engine. The transformation com 
ponent includes a decision sub-system 752 that determines 
whether or not the original user query can be transformed. If 
the original user query cannot be transformed, then the origi 
nal user query is used as the processed query and the pro 
cessed query is forwarded 754 to the transmission component 
760. If the processed query can be transformed, the nature of 
the transformation is determined by the what-component and 
the where-component of the original user query. The what 
component is given a classification, which may include busi 
ness names, business chain names, business categories, busi 
ness name misspellings, business chain name misspellings, 
business category misspellings, event names, event catego 
ries, event name misspellings, and event category misspell 
ings. The where-component is given a classification, which 
may be a city name or a neighborhood name. The transfor 
mation component then uses mapping pairs 756 that are gen 
erated offline to transform 758 the original user query into a 
processed query. The mapping pairs 756 may be generated on 
the basis of session data from user query logs, or may be 
generated as a part of a recursive generation procedure. 
(0164. The QPS 650 processes every query both on the 
reply page and in the AskCity local channel and possibly 
maps the original user query (Source query) to a new query 
(target query) that is very likely to provide better search 
results than the original query. While every query is pro 
cessed, only those that are understood with high confidence 
are mapped to a different target query. Either the original user 
query or the rewritten target query is sent to the backend local 
Search engine. 
0.165. The target queries correspond more precisely to 
database record names or high quality index terms for data 
base records. For example, a user may enter the source query 
“social security office.” The QPS 650 understands the query 
with high confidence and maps it to the target query "US 
Social security adm' (this is the official name of Social Secu 
rity office in the database). This significantly improves the 
accuracy of the search results. 
(0166 The QPS 650 can perform different types of map 
pings that improve search accuracy in different ways and 
target different parts of a user query. The QPS 650 first ana 
lyzes the user query into a “what component and a “where' 
component. The “what component may correspond to a 
business or event (name or category), and the “what compo 
nent may correspond to a geographic location (city, neigh 
borhood, ZIP code, etc.). For each component and subtypes 
thereof, different types of mapping operations may take 
place. 
0.167 For example, for business search there are four sub 
CaSCS 

0168 Business names: “acura car dealerships'=>“acura': 
0169 Business categories: “italian food’=>“italian res 
taurants: 
(0170 Business aC misspellings: 
“strabucks'=>"starbucks': 
(0171 Business category misspellings: 
“resturant'=>'restaurant. 

0172 Similar sub-cases apply to event search. For loca 
tions, there are two Sub-cases: 
(0173 City names: “sf=>“San Francisco': 
0.174 Neighborhood names: “the mission’=>“mission 
district. 
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0175 For each class of sub-cases, a different algorithm is 
used offline to generate the mapping pairs: 
0176 Names and categories (both business and events): 
mapping pairs are generated on the basis of session data from 
user query logs. The basic algorithm consists in considering 
queries or portions thereof that were entered by users in the 
same browsing session at a short time distance, and appropri 
ately filtering out unlikely candidates using a set of heuristics. 
0177 Misspellings (both business and events): mapping 
pairs are generated on the basis of Session data from user 
query logs. The basic algorithm consists in considering que 
ries or portions thereof that i) were entered by used in the 
same browsing session at a short time distance; ii) are very 
similar. Similarity is computed interms of editing operations, 
where an editing operation is a character insertion, deletion, 
or substitution. 
0.178 Geographic locations (cities and neighborhoods): 
mapping pairs are generated as a part of the recursive men 
tioned hereinbefore. 

Correlation of Data 

0179 FIG.42 illustrates a system to correlate data forming 
part of the record linkage sub-system 618 in FIG. 39, includ 
ing one or more entry data sets 800A and 800 B, a duplication 
detector 802, a feed data set 804, a correlator 806, a correlated 
data set 808, a duplication detector 810, and a search data set 
812. The entry data sets are third-party data sets as described 
with reference to the structured database or data source 26 in 
FIG.1. The duplication detector 802 detects duplicates in the 
entry data sets 800A and 800B. In one embodiment, only one 
of the entry data sets, for example the entry data set 800A, 
may be analyzed by the duplication detector 802. The dupli 
cation detector 802 keeps one of the entries and removes the 
duplicate of that entry, and all entries, excluding the dupli 
cates, are then stored in the feed data set 804. 
0180. The correlated data set 808 already has a reference 
set of entries. The correlator 806 compares the feed data set 
804 with the correlated data set 808 for purposes of linking 
entries of the feed data set 804 with existing entries in the 
correlated data set 808. Specifically, the geographical loca 
tions of latitude and longitude (see reference numeral 244 in 
FIG. 6) are used to link each one of the entries of the corre 
lated data set 808 with a respective entry in the feed data set 
804 to create a one-to-one relationship. The correlator 806 
then imports the data in the feed data set 804 into the data in 
the correlated data set 808 while maintaining the one-to-one 
relationship. The correlator 806 does not import data from the 
feed data set 804 that already exists in the correlated data set 
808. 

0181. The duplication detector 810 may be the same dupli 
cation detector as the duplication detector 802, but configured 
slightly differently. The duplication detector 810 detects 
duplicates in the correlated data set 808. Should one entry 
have a duplicate, the duplicate is removed, and all entries 
except the removed duplicate are stored in the search data set 
812. The duplication detectors 802 and 810 detect duplicates 
according to a one-to-many relationship. 
0182. The duplication detectors 802 and 810 and the cor 
relator 806 restrict comparisons geographically. For example, 
entries in San Francisco, Calif. are only compared with 
entries in San Francisco, Calif., and not also in, for example, 
Seattle, Wash. Speed can be substantially increased by 
restricting comparisons to a geographically defined grid. 
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0183 Soft-term frequency/fuzzy matching is used to cor 
relate web-crawled data and integratefaggregate feed data, as 
well as to identify duplicates within data sets. For businesses, 
match probabilities are calculated independently across mul 
tiple vectors (names and addresses) and then the scores are 
Summarized/normalized to yield an aggregate match score. 
By preprocessing the entities through a geocoding engine and 
limiting candidate sets to ones that are geographically close, 
the process is significantly optimized in terms of execution 
performance (while still using a macro-set for dictionary 
training). 
Selection of Reliable Key Words from Unreliable Sources 
0.184 FIG. 43 is a diagram of the selection of reliable key 
words from an unreliable sources Sub-system. This includes a 
reception component 850, a processing component 852, a 
filtering component 856, and a transmission component 860. 
The reception component 850 receives data, including data 
from unreliable sources and passes the data to the processor 
component 852 which determines 854 the entropy of a word 
in a data entry. The entropy of a word and the word is passed 
on to the filtering component 856 which selects 862 words 
having low entropy values, and filters 858 away words with 
high entropy values. Words with low entropy values are con 
sidered to be reliable, whereas words with high entropy val 
ues are considered to be unreliable. The words with low 
entropy values and the associated data entry is passed onto the 
transmission component 860 to output a set of reliable key 
words for a given data entry or data set. 
0185. The entropy of a word on reliable data type (like a 
subcategory) is used to filter reliable key words from unreli 
able sources. For example, there is a set of restaurants with a 
“cuisine’ attribute accompanied by unreliable information 
from reviews. Each review corresponds to a particular restau 
rant that has a particular cuisine. If the word has high entropy 
on distribution on cuisine, then this word is not valid as a key 
word. Words with low entropy are more reliable. For 
example, the word “fajitas' has low entropy because it 
appears mostly in reviews of Mexican restaurants, and the 
word “table' has high entropy because it is spread randomly 
on all restaurants. 
0186 FIG. 44 graphically illustrates entropy of words. 
Certain words having high occurrence in categories and not in 
other categories have high entropy. Entropy is defined as: 

k 1 Entropy = X. pilot) where pin 
=l 

0187. 
0188 

p is probability, 
n is category. 

Multiple Language Models Method for Information Retrieval 
0189 FIG. 45 is a diagram of the multiple language mod 
els method for information retrieval sub-system. This 
includes a reception component 900 that receives data from at 
least one source, including web-crawled data. The data is 
passed on to a processing component 902 that determines 904 
the classification of a data entry. Using the classifications, a 
building component 906 builds at least one component of the 
language model associated to the data entry. This built com 
ponent may be built using textinformation from data possess 
ing the same classification as the data entry. This built com 
ponent of the language model is merged by the merging 
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component 908. The merging component 908 may perform 
the merge using a linear combination of the various compo 
nents of the language model, including the built component, 
to create a final language model. The merging component 908 
may output the final language model, and may also output the 
final language model to a ranking component 910 that uses 
the final language model to estimate the relevance of the data 
entry against a user query. 
0190. Suppose there is a database where objects may have 
type/category attributes and text attributes. For example, in 
the “Locations' database, the locations may have: 

0191 Type attributes: category, subcategory, cuisine; 
0.192 Text attributes: reviews, home webpage informa 
tion. 

0193 In some cases a significant part of database objects gn p 
(>80%) does not have text information at all, so it is impos 
sible to use standard text information retrieval methods to find 
objects relevant to the user query. 
0194 The main idea of the proposed information retrieval 
method is to build a Language Model for each “type attribute” 
and then merge them with a Language model of the object. 
(Language model is usually N-grams with N=1, 2 or 3.) 
0.195 For example, locations may include: 

0196) Category=Medical Specialist; 
(0197) Subcategory=Physical Therapy & Rehabilita 

tion; 
(0198 TextFrom WebPage=“...” 

0199 Language Models may include: 
0200 L1—using text information from all Locations 
with category “Medical Specialist': 

0201 L2 using text information from all Locations 
with a subcategory “Physical Therapy & Rehabilita 
tion: 

(0202 L3 using TextFrom WebPage text. 
0203 Then a final Language Model for Location “S” is 

built: LS-Merge (L1-L2.L3). The Merge function may be a 
linear combination of language models or a more complex 
function. 
0204 Then Ls is used to estimate the probability that 
query q belongs to Language model LS. This probability is the 
information retrieval score of the locations. 
0205 FIG. 46A represents four locations numbered from 
1 to 4, and two categories and Subcategories labeled A and B. 
Text T1 is associated with the first location. Similarly, text T2 
is associated with the second location, and text T3 is associ 
ated with the third location. The fourth location does not have 
any text associated therewith. The first and third locations are 
associated with the category A. The second, third, and fourth 
locations are associated with the category B. The second and 
fourth locations are not associated with the category A. The 
first location is not associated with the category B. The third 
location is thus the only location that is associated with both 
categories A and B. 
0206. As shown in FIG. 46B, the texts T1 and T3 are 
associated with the first and third locations, are merged and 
associated with category A, due to the association of the first 
and third locations with category A. The texts T2 and T3 are 
merged and associated with the category B, due to the asso 
ciation of category B with the second and third locations. The 
text T2 is not associated with the category A, and the text T1 
is not associated with category B. 
0207. As shown in FIG.46C, the combined text T1 and T3 

is associated with the first location, due to the association of 
the first location with the category A. The texts T1 and T2 are 
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also associated with the third location due to the association 
of the third location with the category A. Similarly, the texts 
T2 and T3 associated with category B are associated with the 
second, third, and fourth locations due to the association of 
the category B with the second, third, and fourth locations. 
The third location thus has text T1, T2, and T3 associated with 
categories A and B. 

Ranking of Objects. Using Semantic and Nonsemantic Fea 
tures 

0208 FIG. 47 is a diagram of the ranking of objects using 
a semantic and nonsemantic features Sub-system, comprising 
a first calculation component 950 that calculates a qualitative 
semantic similarity score 952 of a data entry. The quantitative 
semantic similarity score 952 indicates the quantitative rel 
evancy of a particular location to the data entry. A second 
calculation component 954 uses the data entry to calculate a 
general quantitative score 956. The general quantitative score 
956 comprises a semantic similarity Score, a distance score, 
and a rating score. A third calculation component 958 takes 
the qualitative semantic similarity score 952 and the general 
quantitative score 956 to create a vector score. The vector 
score is sent to a ranking component 960 that ranks the data 
entry among other data entries to determine which data entry 
is most relevant to a user query, and outputs the ranking and 
the associated data entry. 
0209. In ranking algorithm for Locations, many things 
need to be taken into account: semantic similarity between 
query and keywords/texts associated with location, distance 
from location to particular point, customer's rating of loca 
tion, number of customer reviews. 
0210. A straightforward mix of this information may 
cause unpredictable results. A typical problem when a loca 
tion that is only partially relevant to the query is at the top of 
the list because it is very popular or it is near the searching 
address. 

0211 To solve this problem, a vector score calculation 
method is used. “Vector score” means that the score applies to 
two or more attributes. For example, a vector score that con 
tains two values is considered: a qualitative semantic similar 
ity score, and a general quantitative score. The qualitative 
semantic similarity score shows the qualitative relevancy of 
the particular location to the query: 
0212 QualitativeSemanticSimilarityScore= 
QualitativeSemanticSimilarityScoreFunction (Location, 
Query). 
0213 QualitativeSemanticSimilarityScore has discrete 
values: relevant to the query, less relevant to the query. . . . . 
irrelevant to the query. 
0214. A general quantitative score may include different 
components that have different natures: 
0215 GeneralOuantitativeScore-a1*SemanticSimilarity 
(Location, Query)--a2*DistanceScore(Location)+ 
a3*RatingScore(Location). 
0216) So the final score includes two attributes S=(Quali 
tativeSemanticSimilarityScore, GeneralOuantitativeScore). 
0217 Suppose there are two locations with scores S1= 
(X1.Y 1) and S2=(X2.Y2). To compare the scores the follow 
ing algorithm may be used: 
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0218. This method of score calculation prevents penetra 
tion of irrelevant objects to the top of the list. 
0219. Table 1 shows a less-preferred ranking of locations 
where distance scores and semantic scores have equal weight. 
According to the ranking method in Table 1, the second 
location on the distance score has the highest total score, 
followed by the eighth location on the distance score. The 
semantic score thus overrules the distance score for at least 
the second location on the distance score and the eighth 
location on the distance score. 

TABLE 1. 

Location Distance Score Semantic Score Total Score 

1 O.90 O.O1 1.OO 
2 O.8O O.08 1.60 
3 O.8O O.O2 1.OO 
4 O.8O O.O1 O.90 
5 O.70 O.04 1.30 
6 O.70 O.O3 1.OO 
7 O.70 O.O1 O.8O 
8 O.6O O.09 1...SO 

0220 Table 2 shows a preferred ranking method, wherein 
the distances scores are never overrules by the semantic 
scores. The distance scores are in multiples of 0.10. The 
semantic scores are in multiples of 0.01, and range from 0.01 
to 0.09. The largest semantic score of 0.09 is thus never as 
large as the smallest distance score of 0.10. The total score is 
thus weighted in favor of distances scores, and the distance 
scores are never overruled by the semantic scores. 

TABLE 2 

Location Distance Score Semantic Score Total Score 

1 O.90 O.O1 O.91 
2 O.8O O.08 O.88 
3 O.8O O.O2 O.82 
4 O.8O O.O1 O.81 
5 O.70 O.04 O.74 
6 O.70 O.O3 0.73 
7 O.70 O.O1 O.71 
8 O.6O O.09 O.69 

0221) While certain exemplary embodiments have been 
described and shown in the accompanying drawings, it is to 
be understood that such embodiments are merely illustrative 
and not restrictive of the current invention, and that this inven 
tion is not restricted to the specific constructions and arrange 
ments shown and described since modifications may occur to 
those ordinarily skilled in the art. 
What is claimed: 
1. A system for searching data, comprising: 
an online query processing system; 
a ranking System; 
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an offline data processing component; and 
a backend search engine. 
2. The system of claim 1, wherein the query processing 

system is comprised of a parsing and disambiguation com 
ponent. 

3. The system of claim 1, wherein the query processing 
system is comprised of a categorization component. 

4. The system of claim 1, wherein the query processing 
system is comprised of a transformation component. 

5. The system of claim 1, wherein the data processing 
component is comprised of a data correlation component. 

6. The system of claim 1, wherein the data processing 
component is comprised of a reliable key word selection 
component. 

7. The system of claim 1, wherein the data processing 
component is comprised of a multiple language model infor 
mation retrieval system. 

8. The system of claim 1, wherein the ranking system is 
comprised of a ranking component that ranks data using 
semantic and nonsemantic features. 

9. The system of claim 1, further comprising a query 
expansion component. 

10. A method for searching data, comprising: 
processing a user query using an online query processing 

system; 
ranking data using a ranking System; 
processing data using an offline data processing compo 

nent; and 
Searching data using a backend search engine. 
11. The method of claim 10, wherein the query processing 

system is comprised of a parsing and disambiguation com 
ponent. 

12. The method of claim 10, wherein the query processing 
system is comprised of a categorization component. 

13. The method of claim 10, wherein the query processing 
system is comprised of a transformation component. 

14. The method of claim 10, wherein the data processing 
component is comprised of a data correlation component. 

15. The method of claim 10, wherein the data processing 
component is comprised of a reliable key word selection 
component. 

16. The method of claim 10, wherein the data processing 
component is comprised of a multiple language model infor 
mation retrieval system. 

17. The method of claim 10, wherein the ranking system is 
comprised of a ranking component that ranks data using 
semantic and nonsemantic features. 

18. The method of claim 10, further comprising expanding 
a query using a query expansion component. 

19. A computer-readable medium, having stored thereon a 
set of instructions which, when executed by at least one 
processor of at least one computer, executes a method for 
Searching data comprising: 

processing a user query using an online query processing 
system; 

ranking data using a ranking System; 
processing data using an offline data processing compo 

nent; and 
searching data using a backend search engine. 
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