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SECURITY CONTEXT MANAGEMENT IN MULTI-TENANT ENVIRONMENTS

BACKGROUND

[0001] Challenges exist for securing sensitive data and mitigating security threats in computational environments that are shared by many tenants. Security breaches may likely result if appropriate security controls are missing. It is with respect to this general technical environment that the present application is directed.

SUMMARY

[0002] Examples of the present disclosure describe security context enforcement in a multi-tenant environment. Security context data may be transmitted through an un-secure multi-tenant computational environment. The security context data is secured by protection layers that restrict untrusted resources from running tenant applications and restrict the ability of unauthorized tenants to access context information associated with a tenant. Data may be received and evaluated at a component of a multi-tenant environment. If the component is a trusted component and the security context data indicates that the tenant is authorized to execute an application using a specified context, the component may run a tenant application in a context associated with the security context data.

[0003] Additional aspects, features, and/or advantages of examples will be set forth in part in the description which follows and, in part, will be apparent from the description, or may be learned by practice of the disclosure.

[0004] This Summary is provided to introduce a selection of concepts in a simplified form that are further described below in the Detailed Description. This Summary is not intended to identify key features or essential features of the claimed subject matter, nor is it intended to be used to limit the scope of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] Non-limiting and non-exhaustive examples are described with reference to the following figures.

[0006] Figure 1 illustrates an overview of a system of a multi-tenant computational environment.

[0007] Figure 2 is a method that may be performed by a tenant of a multi-tenant computational environment.

[0008] Figure 3 is a method that may be executed using a multi-tenant computational environment.
Figure 4 is a method demonstrating processing of a request over a multi-tenant computational environment.

Figure 5 is a block diagram illustrating an example of a computing device with which aspects of the present disclosure may be practiced.

Figures 6A and 6B are simplified block diagrams of a mobile computing device with which aspects of the present disclosure may be practiced.

Figure 7 is a simplified block diagram of a distributed computing system in which aspects of the present disclosure may be practiced.

**DETAILED DESCRIPTION**

Shared computational environments are accessed by many different tenants. A tenant may correspond to a single user account or a group user account. As non-limiting examples, a tenant may be related to a group, an organization, a company, business or an individual that may be executing a service or running an application. A tenant may utilize a shared computational environment. A shared computational environment may be any computing environment including data or network resources that are accessible to more than one tenant. A distributed network is an example of a shared computational environment. A distributed network may be any networking model that provides services using shared resources for processing over a network. An exemplary shared computational environment may be cloud-based to access resources (processing power and storage) for running their applications across various data fabrics and processing environments. For that purpose, multiple tenants may use a shared application platform. A shared application platform may be a component of a system that provides services for applications including operating systems, execution services, data services, cloud services and development tools, among other examples. The shared application platform may be a set of tools and technologies for scheduling applications for tenants, managing shared resources, and monitoring health of the computational processes, among other related tasks.

Data transmitted throughout a computational environment that is shared by multiple tenants is susceptible to security threats that can be either purposeful or inadvertent. Security measures may be implemented to isolate tenants by hosting tenant applications on different virtual machines. Scalability issues (e.g. inefficient use of computational resources of the shared application platform) may be presented when applying such isolation to a large number of tenants. In the extreme case, such solutions as a demilitarized zone (DMZ), may be implemented. Such security measures may require
implementation of dedicated resources (essentially replacing a multitenant environment with multiple single-tenant environments), which involves higher support and operational costs, as well as scalability issues. Alternatively, if a super-user account of shared application platform is acting as intermediary between tenant applications and external data fabric/operational environment, it requires that all tenants should authorize the shared application platform to access their data sources. This approach is prone to development errors, reduces tenant’s accountability for operations and may result in undetectable unauthorized access to data belonging to other tenants.

[0015] Figure 1 illustrates an overview of a system 100 of a multi-tenant computational environment. The system 100 is a combination of interdependent components that interact to form an integrated whole. Components of the system 100 may include both hardware and software running on components of the system 100, and may be connected to network with other components of the system 100. The multi-tenant computational environment in this example is a distributed network that is shared by multiple tenants. The multi-tenant distributed network may be any networking model that provides services using shared resources for processing data for multiple tenants over a network. As an example, the multi-tenant computational environment may be a cloud-based environment. The system 100 implements sealing and unsealing schemes for data transmitted through the multi-tenant computational environment. A sealing scheme secures data so that only authorized users or components of the system 100 are able to access the data. An unsealing scheme is a process that prevents unauthorized users or components of the system 100 from accessing data that was sealed by the sealing scheme. Implementation of such security schemes into a security framework of a system, such as the system 100, may prevent untrusted devices from accessing sensitive data as well as prevent an unauthorized application from running using an account of a tenant.

[0016] The system 100 may enable one to many tenants, for example tenant A 102, tenant B 104, and tenant C 106, to use computational resources for running applications on different data fabrics or operational environments, such as data resource 120 and data resource 122, by leveraging a shared application platform 108. An external data fabric or operational environment such as data resource 120 or data resource 122 is a component or collection of components connectable to the multi-tenant computational environment. Data resources may be external to the shared application platform 108 or components that are used for computational processing. Among other examples, a data resource may be a computer resource, an application, a database, a computer program or any other device or
information that can be remotely accessed by an application running on the multi-tenant computational environment. The shared application platform 108 is a system that is able to access facilities or data resources of the multi-tenant computational environment. The shared application platform 108 implements a security framework to enforce security context on a tenant application to restrict unauthorized access to data of data fabrics, external storages, operational environments, etc. The shared application platforms 108 may include hardware and/or software components that are implemented on hardware components. A software component may be a computer-implemented process or program. Hardware components of the multi-tenant computational environment possess means for implementing a software process or program. Please refer to Figures 5-7 for additional description. In one example, a tenant such as tenant C 106 may seek access to data resource 120 when launching its' application via the shared application platform 108. Other tenants such as tenant A 102 and tenant B 104 may also seek access to data resources 120 and 122 for data processing.

The shared application platform 108 may include a number of shared devices that manage access to sealed data. As an example, the shared application platform 108 may include a trusted service 110 for accessing secrets and launching tenant applications in a specific security context and a trusted secret storage 118 of the trusted service 110. However, one skilled in the art would recognize that the scale of the shared application platform 108, including the number of components utilized by the shared application platform 108, may vary. The trusted service 110 is used for managing access to tenant sensitive data or secret data from a trusted secret storage 118 (e.g., trusted source) of the shared application platform 108, running tenant applications in the multi-tenant computational environment within a specific security context that has lower privileges than a trusted machine account or other trusted components of the shared application platform 108, and provisioning necessary pieces of security context data at run time to run an application of a tenant. The trusted secret storage 118 is a trusted source of secrets that ensures that pieces of the security context data are sealed with a security layer which only trusted components of the trusted service 110 can unseal. In one example, the trusted secret storage 118 may be application based. As an example, the trusted secret storage 118 may be a trusted platform module (TPM) that protects sensitive information by binding the sensitive information to platform configuration information including the software and hardware being used. As an example, the trusted secret storage 118 may be implemented on a TPM chip of a mobile device such as a laptop, mobile phone, tablet, etc.
The security context data from tenant A 102, tenant B 104 and tenant C 106, passes through the shared application platform 108 that is applied to applications launched by the tenant that access external data fabrics or operational environments such as data resource 120 or data resource 122. The shared application platform 108 may be hosted on geographically distributed data centers and controllable by many different operational groups within an organization. As an example, an operational group may be a grouping of users that are assigned to perform specific tasks. Thus, security of data and verification that a tenant is privileged to execute applications under a specific security context, are paramount.

Various components may be implemented as part of the shared application platform 108. As identified above, a component may be any hardware or software resource applicable to the shared application platform 108. One such component that may be implemented is a software-based security framework employable on one or more hardware devices of the shared application platform 108. The security framework provides robust tools for enforcing application-level security context while allowing the multi-tenant computational environment to retain openness associated with example multi-tenant distributed networks, such as a cloud computing environment. A security framework may be implemented on the shared application platform 108 including the trusted service 110, the trusted secret storage 118 and a protocol implemented by the trusted service 110 for ensuring security of security context data transmitted. The security framework enforces security context in multi-tenant computational environment. The protocol allows tenants to bind its pieces of security context to an application of the tenant and restricts the ability of other tenants to abuse tenant-specific information. The shared application platform 108 implements the protocol and checks to authorize a tenant at a moment when a tenant application is launched. The trusted service 110 also establishes secure connection with tenant's application for passing the security context data to tenant applications as necessary. Altogether this allows for isolation of tenants' applications inside of the multitenant computational environment and tenants' data outside of the multitenant computational environment.

To achieve this, the shared application platform 108 implementing the security framework may perform the following operations:

1. Impersonation of applications under tenant-provided accounts.
2. Establishing secure connection between the trusted service 110 and tenant applications
3. Sealing methods to keep security context data associated with a tenant safe from other tenants.

4. Restricting access to unseal sensitive data associated with a tenant where only a trusted component of the shared application platform 108 code running under a high-privileged account can unseal the sensitive data.

[0021] An exemplary shared application platform 108 can be customized to work with any external data fabric as the exemplary shared application platform 108 has a multi-layered extensibility model that facilitates integration with future data layers of value.

[0022] The system 100 of the multi-tenant computational environment may provide data protection services, to prevent unauthorized access to sensitive data from untrusted devices, programs and users. Data protection services provided by the computational environment may be software-based and agnostic to an actual storage device. In an exemplary computational environment, a tenant may have an ability to seal sensitive data but only trusted devices of the shared application platform 108 can unseal the sensitive data of a tenant. The exemplary shared application platform 108 may provide added security on top of that of the computational environment by adding a protocol for binding tenant sensitive data to their authorized user. The protocol prevents the unauthorized use of a tenants’ security context data by other tenants for running their applications in the computational environment. The security framework may run on one or more components or devices of the exemplary shared application platform 108.

[0023] In system 100, multiple tenants may interface with the shared application platform 108. As shown in Figure 1, tenant A 102, tenant B 104 and tenant C 106 may interface with the trusted secret storage 118 to seal a portion of security context data. A portion or piece of security context data may be data specific to the client to run or execute a service or application. In one example multiple pieces or portions of security context data may be associated with a tenant. Further, a service or application being run by a tenant may be associated with multiples pieces or portions of security context data. The trusted secret storage 118 may be a data protection service provided by the computational environment that is software-based and agnostic to an actual storage device. In an example computational environment, a tenant may possess an ability to seal sensitive data but only trusted devices of the shared application platform 108 are able to unseal the sensitive data of a tenant. For instance, a portion of security context data may be encrypted so that only trusted components of the shared application platform 108 can access the portion of security context data. The security context may be represented by: a
service account for running an application which is granted with permissions to access certain data storages, a database connection string (e.g., using SQL, MySQL, etc.), a certificate, or a token, or tenant credentials among other examples. The security context data is submitted using a protocol usable by the shared application platform 108 to validate that a tenant has access rights to execute a certain process under this account via the shared application platform 108. A tenant such as tenant C 106 may transmit security context data to a trusted source such as the trusted secret storage 118, as illustrated by communication 101 in Figure 1.

[0024] In one example, the trusted service 110 running on the shared application platform 108 may include a number of components. Components of the trusted service 110 may be hardware and/or software running on hardware components or devices. As an example, the trusted service 110 may include components that are used to manage tenant applications. Once a tenant deploys applications and security context data, the shared application platform 108 takes over management of an application request and is capable to run a tenant application on behalf of a tenant. As examples, the trusted service 110 may include components or an internal resource 112 (or, in alternative examples, internal resources) that may perform management, processing and storage among other functionalities. In one example, the trusted service 110 may include a components or resources such as a management resource used to assign processing of tenant application requests, and processing resources used to evaluate and process the tenant application requests. In one example, computational resources (e.g., internal resource 112) may be treated as untrusted as untrusted application code may be running on said resource. A tenant may deploy security context data to a component of the trusted service 110, for example, the trusted secret storage 118 that limits the providing of the security context data to trusted resources of the trusted service 110. In a case where a request is made for security context data by an untrusted resource (e.g., a resource outside of the trusted service 110), the resource will be evaluated to determine if it is trusted to run a tenant application. If a resource is determined to be untrusted, the trusted service 110 may prevent the untrusted resource from receiving the security context data that it is not authorized to receive.

[0025] When the shared application platform 108 receives an assignment for running a tenant application 114, it may request retrieval of a piece of security context data associated with a tenant that initiated the request (e.g., tenant C 106), as shown by communication line 116 of Figure 1. The trusted service request for the security context
data may be submitted by the trusted service 110 for accessing secrets persisted on a trusted secret storage such as the trusted secret storage 118. The trusted secret storage 118 may be any software or hardware implementation that is able to secure sensitive data such as tenant security context data. The trusted secret storage 118 may evaluate the requested piece of security context data to determine if a component or resource is authorized to receive the piece of security context data. In one example, the internal resource 112 of the trusted service 110 may be evaluated. If the trusted service 110 determines that the internal resource 112 is authorized to receive the piece of security context data, the trusted secret storage 118 transmits the security context data to the trusted service 110 for evaluation, for example as shown by communication line 116 of Figure 1. The trusted secret storage 118 may transmit the security context data in a secure form, such as encrypted data so that even if a security breach occurred and an untrusted device or service received the piece of security context data, security context data would not be compromised because the untrusted device is unable to access the security context data in the secure form.

Further, when the trusted service 110 receives at least a piece/portion of security context data, it evaluates the security context data to determine if tenant C 106 is authorized to use the security context data for running its application. If the check is successful, the trusted service 110 allows the internal resource 112 to use the security context data for running a tenant's application as under a low privileged untrusted account with no access to a secret store interface. Without the security framework implemented to run tenant's application in a specifically created security context (e.g. under the service account of a tenant such as tenant C 106), a tenant may be able to elevate privileges and gain unauthorized access to resources of the multi-tenant computational environment, for example where tenant C 106 may be able to access any resource that is available to the shared application platform 108 as a whole, or the pieces/or portions of security context data that belong to tenant B 104. As identified above, multiple pieces or portions of security context data may be associated with a tenant such as Tenant B 104. Application execution for a client may require one or more pieces or portions of security context data to execute a process. A piece/portion of security context data may be passed from the trusted service 110 to the application of tenant C 106 at run time as needed. For that purpose, the trusted service 110 initiates a secure connection between itself and a tenant application as shown by communication line 119 demonstrating connection between the trusted service 110 and an external resource such as data resource 120. As an example, secure connection between applications of tenant B 104 and the trusted service are not
accessible to applications of tenant C 106 and vice versa.

[0027] Figure 2 is method 200 that may be performed by a tenant of the multi-tenant computational environment. As an example, a tenant (as described above) may own or use one or more components (e.g., applications/services/hardware, etc.) in a computational environment. The method 200 may be a computer-implemented method where operations or processes are performed on a tenant operated device having a processor. Processing devices may include but are not limited to a computer, laptop, and mobile devices such as a smartphone or tablet, among other examples.

[0028] Method 200 begins at decision operation 202 where a piece of security context data associated with execution of a process is transmitted from a tenant to a shared application platform such as the shared application platform 108 of Figure 1. The piece of security context data may be any data that may be used by the shared application platform 108 to provide security context for an application the tenant seeks to execute. The security context data may be represented by: service account credentials for running an application which is granted with permissions to access certain data storages, a database connection string (e.g., using SQL, MySQL, etc.), certificate, or a token, among other examples. The security context data may be transmitted through an unsecure multi-tenant computational network. In one example, a tenant may set privileges or access rights to specified data for itself. In another example, a tenant may set/restrict access rights for another tenant. As an example, a tenant may secure (e.g., encrypt) security context data usable to execute an application of a tenant. The tenant may authorize another tenant to use the secured data for running an application or service. However, while another tenant may be able to use the secure data to run or access an application or service, the actual security context data is opaque to such tenants as it is secured. Security context data may be persisted in a secure trusted storage which may be a component of the shared application platform 108 and may be hardware or software implemented on a device of the multitenant computational environment. As an example, the trusted source may be a trusted source of secrets such as the trusted secret storage 118 of Figure 1.

[0029] Method 200 proceeds to operation 204 where a request is generated. The request may be an application request related to executing a process on a resource, such as data resource 120 of Figure 1. As an example, the generated request may include an executable file or a script. The executable file or executable task may relate to an application to be performed on data external from the multi-tenant computational network.
[0030] Once the request is generated, flow proceeds to decision operation 206 where a
decision is made as to whether a tenants' registration identification (ID) is provided to seal
the request. In a case where a tenant registration ID is not provided, method 200 branches
"no" and a tenant is required to provide its tenant registration ID (operation 208). Once a
tenant registration ID is provided or generated, the protocol of the security framework may
communicate with the tenant device or service to seal or wrap request with a first
protection layer (operation 210). In an exemplary shared application platform, the first
protection layer may restrict an ability to unseal the request. At operation 210, the security
context data is wrapped into a protection layer that restricts the ability of unauthorized
tenants to use the security context data and restricts the ability of other users of the
unsecure multi-tenant computational network from accessing it. In other words, the
request is sealed to prevent unauthorized devices or services of the multi-tenant distributed
network from accessing data associated with the request. The sealing performed in
operation 210 may limit the ability to unseal data associated with the request so that only
authorized devices or services of the shared application platform 108 can unseal the
protection security layer implemented in operation 210. In an exemplary shared
application platform, authorized components may be components authenticated by a
trusted component (e.g., trusted service 110) of the multi-tenant computational
environment. Further, the protection layer of operation 210 may be implemented on top of
a public key infrastructure (PKI). In one example, the first security layer of operation 210
may be implemented on top of a PKI for cloud-based networking.

[0031] Flow 200 then proceeds to operation 212 where the request is sealed with a
second protection layer. In an exemplary shared application platform, the second security
layer may prevent un-specified tenants from accessing data or executing application
processing associated with a tenant. In one example, a tenant registration ID may be used
to seal the application request with a second protection layer. When application access is
requested by a tenant of the multi-tenant computational environment, security context data
may be evaluated to authorize a tenant seeking application access. If the tenant is not
authorized then access to tenant-specific data of the request is denied. As identified above,
a tenant may specify access rights or privileges for access to data associated with the
request. Flow 200 may proceed to decision operation 214 where a tenant confirms
whether the request has been sealed with the second protection layer implemented in
operation 214. If not, flow branches "No" and returns to operation 212.
Once the security context data has been sealed with the first protection layer and the second protection layer, flow may proceed to operation 216 where the sealed request is transmitted through the multi-tenant computational environment.

Figure 3 is method that may be executed using a multi-tenant computational environment. As an example, method 300 may demonstrate an interaction between components of a shared application platform such as the shared application platform 108 of Figure 1. Method 300 may start at operation 302 where a component (such as a service or device) of the multi-tenant computational environment receives an application request for processing. As described in Figure 2, the request may be generated from a tenant (e.g., tenant C 106 of Figure 1) of the multi-tenant computational environment. In an example, a tenant may seek to run an application that accesses a resource of the multi-tenant computational environment such as an external data fabric or data resource.

Once the request is received, a resource or component of a multi-tenant computation environment may submit a request (operation 304) to retrieve security context data related to the request from a trusted source of secrets such as the trusted secret storage 118 as described in Figure 1. The trusted source of secrets may be a component of a shared application platform that ensures that pieces of the security context data are sealed with a protection layer which only the trusted service can unseal. Flow proceeds to decision 306, where the trusted source of secrets may determine whether the service or device that made the request for security context data is authorized to receive the security context data associated with a tenant. That is, the trusted source of secrets will not reveal the security context data unless the service or device is authorized to receive the security context data. The service or device may provide an indication that it is trusted, and the trusted source of secrets of the multitenant computational environment may use the indication to authenticate the service or device as a trusted service or trusted device.

As an example, the resource or component may provide identification in data (e.g., metadata) of the request to the trusted source of secrets. The trusted source of secrets may use such data to determine whether to authorize the service or device for receipt of security context data.

If the trusted source of secrets determines that the service is not a trusted, flow will branch "No" and the trusted source of secrets will deny the request for the security context data (e.g., operation 308). If the request is denied at operation 308, flow proceeds to operation 310 where the shared application platform may log the unauthorized attempt to access the security context data. Counters may be employed by the multi-tenant
computational environment to track intrusion attempts.

[0036] When the service or device is authenticated, the trusted source of secrets may transmit the security context data and a trusted service may be implemented to enforce the security context data. The trusted service may receive the security context data (operation 312). Flow proceeds to operation 314 where the trusted service may unseal the security context data. As an example, the trusted service may interface with a security component of a security framework for the shared application platform 108 such as a protocol for wrapping/unwrapping application security context data in order to unseal the security context data for evaluation. As an example of unsealing, the protocol may decrypt the encrypted security context data using a private key that is only provided by the security framework of the shared application platform 108 if the service (or device) is trusted. As discussed with respect to Figure 2, tenants may encrypt data associated with a request that is to be transmitted through the multi-tenant computational environment using the protocol used for wrapping the application security context data. In one example, the protocol may allow tenants may use public keys for encryption but deny tenants the ability to decrypt sealed data. The ability to unseal data is restricted to only trusted components of the shared application platform 108.

[0037] Once the security context data is unsealed (operation 314), the trusted service may evaluate the security context data based on a processing associated with the application request (operation 316). As identified above, multiple pieces of security context data may be associated with a tenant. At operation 316, the trusted service evaluates whether a tenant that initiated the request has access rights to execute its application using the associated security context data. As an example, the trusted service may compare data of the tenant's identifier or (tenant registration ID) with the security context data received from the trusted source of secrets. That is, operation 316 may evaluate the request and the security context data. A tenant is authorized if the security context data validation passes. At decision operation 318, the trusted service determines if the tenant is authorized to execute the application of the request based on evaluation (operation 316) of the request and the security context data.

[0038] If the tenant is not authorized to execute an application in the context as requested, flow branches to operation 320 where the request is denied. When the request is denied due to the tenant not having access rights, the denial is logged as an intrusion attempt (operation 322). Counters may be employed by the shared application platform's security framework to track intrusion attempts. As an example, counters may be used to
track data specific to components that request access to security context data and data specific to authorization of a tenant to execute a process based on a piece or portion of security context data used for authentication and authorization of the tenant to execute the process.

[0039] If a tenant is authorized to execute an application of the request, flow proceeds to operation 324 where the trusted service processes or runs the application under a service account of the tenant. Running a processing under a tenants’ own service account may help ensure that multiple tenants can safely have their processes running on a same component of a shared application platform. Tenant service accounts may have restricted privileges compared with trusted machine accounts of the shared data platform hosted on the multitenant computational environment. That is, a new process may be created to execute processing associated with a tenant request, and that new processing is run on a tenant service account that is only privileged to execute that processing. This may minimize the risk of unauthorized access by a tenant in the multi-tenant computational environment.

[0040] Flow may then proceed to operation 326 where request processing may be reported back to the tenant that initiated the request.

[0041] In an exemplary shared application platform implementing a security framework, the following is a table describing the integrated security provided by the security framework:

<table>
<thead>
<tr>
<th>Task</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execute tenant job under lower privileges than trusted accounts</td>
<td>Impersonation of tenant jobs under service accounts, while trusted resources are executed under machine account</td>
</tr>
<tr>
<td>Secure communication channel between Internal Resource and tenant job</td>
<td>Named secure communication channel based on a tenant job execution context</td>
</tr>
<tr>
<td>Protect credentials for running tenant jobs</td>
<td>Provide a common format for tenants to provide sealed security context data (e.g., service account credentials), and configure their jobs to run</td>
</tr>
</tbody>
</table>
Add intrusion detection capability based on tenant job behavior

<table>
<thead>
<tr>
<th>in this context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bundle tenants’ secrets to their execution contexts, to enable detection of intrusion attempts</td>
</tr>
</tbody>
</table>

[0042] Figure 4 is a method 400 demonstrating processing of a request over a multi-tenant computational environment. Method 400 is initiated at a point where a tenant is authorized to execute an application on a shared application platform such as the shared application platform 108 of Fig. 1. Method 400 begins at operation 402 where a secure connection channel (e.g., secure communication pipeline) is created between two components of the multi-tenant computational environment. A secure connection channel is a communication pathway created between a component of the shared application platform and a tenant application. A component may be any trusted hardware or software resource applicable to the multi-tenant computational environment.

[0043] Once the secure connection channel is created (operation 402), flow proceeds to operation 404 where a process is run on a component of the shared application platform under a service account of a tenant that initiated a processing request. Running the process using a tenant service account and interacting with it through a secure connection for provisioning pieces of security context data at run time provides that a tenant can safely have its application running on a shared application platform that may also be running other tenant applications. This may minimize the risk that tenant's data would be exposed to unauthorized access by other tenants. In one example, the trusted service for enforcement and provisioning of execution context of a shared application platform may impersonate tenant jobs under tenant service accounts, while the trusted service for enforcement and provisioning of execution context executes under a machine account. In one example, a machine account of a trusted component may be a high-privileged account. That is, the tenant service account has a lowest possible privilege and is authorized to perform only processing that is allowed under the enforced security context. Whether or not the processing completes, flow proceeds to operation 406 where a reporting of processing is generated. In one example, a reporting may be provided to an administrator or monitor of the trusted service. In another example, reporting may be provided to a tenant that initiated the application request.
[0044] Once the request for processing has completed, the flow concludes and the secure connection is terminated (operation 410). In an exemplary shared application platform, if a tenant wishes to execute another application, a new secure communication channel would need to be established once the tenant is authorized by the shared application platform to execute another application. It is initiated by the trusted service to prevent security breaches or abuse of the tenant service account.

[0045] FIGS. 5-7 and the associated descriptions provide a discussion of a variety of operating environments in which examples of the invention may be practiced. However, the devices and systems illustrated and discussed with respect to FIGS. 5-7 are for purposes of example and illustration and are not limiting of a vast number of computing device configurations that may be utilized for practicing examples of the invention, described herein.

[0046] FIG. 5 is a block diagram illustrating physical components of a computing device 502, a component of a tenant, the shared application platform 108 or a data resource such as data resource 120 and 122 as described herein, with which examples of the present disclosure may be practiced. The computing device components described below may be suitable for the computing devices described above. In a basic configuration, the computing device 502 may include at least one processing unit 504 and a system memory 506. Depending on the configuration and type of computing device, the system memory 506 may comprise, but is not limited to, volatile storage (e.g., random access memory), non-volatile storage (e.g., read-only memory), flash memory, or any combination of such memories. The system memory 506 may include an operating system 507 and one or more program modules 508 suitable for running software applications 520 such as application for data replication 528, IO manager 524, and other utility 526. The operating system 507, for example, may be suitable for controlling the operation of the computing device 502. Furthermore, examples of the invention may be practiced in conjunction with a graphics library, other operating systems, or any other application program and is not limited to any particular application or system. This basic configuration is illustrated in FIG. 5 by those components within a dashed line 522. The computing device 502 may have additional features or functionality. For example, the computing device 502 may also include additional data storage devices (removable and/or non-removable) such as, for example, magnetic disks, optical disks, or tape. Such additional storage is illustrated in FIG. 5 by a removable storage device 509 and a non-removable storage device 510.

[0047] As stated above, a number of program modules and data files may be stored in the
system memory 506. While executing on the processing unit 504, the program modules 508 (e.g., application 528, Input/Output (I/O) manager 524, and other utility 526) may perform processes including, but not limited to, one or more of the stages of the operational flows 200-400 illustrated in FIGS. 2-4, for example. Other program modules that may be used in accordance with examples of the present invention may include electronic mail and contacts applications, word processing applications, spreadsheet applications, database applications, slide presentation applications, drawing or computer-aided application programs, etc.

Furthermore, examples of the invention may be practiced in an electrical circuit comprising discrete electronic elements, packaged or integrated electronic chips containing logic gates, a circuit utilizing a microprocessor, or on a single chip containing electronic elements or microprocessors. For example, examples of the invention may be practiced via a system-on-a-chip (SOC) where each or many of the components illustrated in FIG. 5 may be integrated onto a single integrated circuit. Such an SOC device may include one or more processing units, graphics units, communications units, system virtualization units and various application functionality all of which are integrated (or "burned") onto the chip substrate as a single integrated circuit. When operating via an SOC, the functionality described herein may be operated via application-specific logic integrated with other components of the computing device 502 on the single integrated circuit (chip). Examples of the present disclosure may also be practiced using other technologies capable of performing logical operations such as, for example, AND, OR, and NOT, including but not limited to mechanical, optical, fluidic, and quantum technologies. In addition, examples of the invention may be practiced within a general purpose computer or in any other circuits or systems.

The computing device 502 may also have one or more input device(s) 512 such as a keyboard, a mouse, a pen, a sound input device, a touch input device, etc. The output device(s) 514 such as a display, speakers, a printer, etc. may also be included. The aforementioned devices are examples and others may be used. The computing device 504 may include one or more communication connections 516 allowing communications with other computing devices 518. Examples of suitable communication connections 516 include, but are not limited to, RF transmitter, receiver, and/or transceiver circuitry; universal serial bus (USB), parallel, and/or serial ports.

The term computer readable media as used herein may include computer storage media. Computer storage media may include volatile and nonvolatile, removable and non-
removable media implemented in any method or technology for storage of information, such as computer readable instructions, data structures, or program modules. The system memory 506, the removable storage device 509, and the non-removable storage device 510 are all computer storage media examples (i.e., memory storage.) Computer storage media may include RAM, ROM, electrically erasable read-only memory (EEPROM), flash memory or other memory technology, CD-ROM, digital versatile disks (DVD) or other optical storage, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices, or any other article of manufacture which can be used to store information and which can be accessed by the computing device 502. Any such computer storage media may be part of the computing device 502. Computer storage media does not include a carrier wave or other propagated or modulated data signal.

[0051] Communication media may be embodied by computer readable instructions, data structures, program modules, or other data in a modulated data signal, such as a carrier wave or other transport mechanism, and includes any information delivery media. The term "modulated data signal" may describe a signal that has one or more characteristics set or changed in such a manner as to encode information in the signal. By way of example, and not limitation, communication media may include wired media such as a wired network or direct-wired connection, and wireless media such as acoustic, radio frequency (RF), infrared, and other wireless media.

[0052] FIGS. 6A and 6B illustrate a mobile computing device 600, for example, a mobile telephone, a smart phone, a tablet personal computer, a laptop computer, and the like, with which examples of the invention may be practiced. For example, mobile computing device 600 may be used to implement a tenant, component of a shared application platform 108 or a data resource. With reference to FIG. 6A, one example of a mobile computing device 600 for implementing the examples is illustrated. In a basic configuration, the mobile computing device 600 is a handheld computer having both input elements and output elements. The mobile computing device 600 typically includes a display 605 and one or more input buttons 610 that allow the user to enter information into the mobile computing device 600. The display 605 of the mobile computing device 600 may also function as an input device (e.g., a touch screen display). If included, an optional side input element 615 allows further user input. The side input element 615 may be a rotary switch, a button, or any other type of manual input element. In alternative examples, mobile computing device 600 may incorporate more or less input elements. For example, the display 605 may not be a touch screen in some examples. In yet another alternative example, the mobile
computing device 600 is a portable phone system, such as a cellular phone. The mobile computing device 600 may also include an optional keypad 635. Optional keypad 635 may be a physical keypad or a "soft" keypad generated on the touch screen display. In various examples, the output elements include the display 605 for showing a graphical user interface (GUI), a visual indicator 620 (e.g., a light emitting diode), and/or an audio transducer 625 (e.g., a speaker). In some examples, the mobile computing device 600 incorporates a vibration transducer for providing the user with tactile feedback. In yet another example, the mobile computing device 600 incorporates input and/or output ports, such as an audio input (e.g., a microphone jack), an audio output (e.g., a headphone jack), and a video output (e.g., a HDMI port) for sending signals to or receiving signals from an external device.

[0053] FIG. 6B is a block diagram illustrating the architecture of one example of a mobile computing device. That is, the mobile computing device 600 can incorporate a system (i.e., an architecture) 602 to implement some examples. In one example, the system 602 is implemented as a "smart phone" capable of running one or more applications (e.g., browser, e-mail, calendaring, contact managers, messaging clients, games, and media clients/players). In some examples, the system 602 is integrated as a computing device, such as an integrated personal digital assistant (PDA) and wireless phone.

[0054] One or more application programs 666 may be loaded into the memory 662 and run on or in association with the operating system 664. Examples of the application programs include phone dialer programs, e-mail programs, personal information management (PIM) programs, word processing programs, spreadsheet programs, Internet browser programs, messaging programs, and so forth. The system 602 also includes a non-volatile storage area 668 within the memory 662. The non-volatile storage area 668 may be used to store persistent information that should not be lost if the system 602 is powered down. The application programs 666 may use and store information in the non-volatile storage area 668, such as e-mail or other messages used by an e-mail application, and the like. A synchronization application (not shown) also resides on the system 602 and is programmed to interact with a corresponding synchronization application resident on a host computer to keep the information stored in the non-volatile storage area 668 synchronized with corresponding information stored at the host computer. As should be appreciated, other applications may be loaded into the memory 662 and run on the mobile computing device 600, including application for data replication 528, IO manager 524, and other utility 526 described herein.
The system 602 has a power supply 670, which may be implemented as one or more batteries. The power supply 670 might further include an external power source, such as an AC adapter or a powered docking cradle that supplements or recharges the batteries.

The system 602 may include peripheral device port 678 that performs the function of facilitating connectivity between system 602 and one or more peripheral devices. Transmissions to and from the peripheral device port 672 are conducted under control of the operating system 664. In other words, communications received by the peripheral device port 678 may be disseminated to the application programs 666 via the operating system 664, and vice versa.

The system 602 may also include a radio 672 that performs the function of transmitting and receiving radio frequency communications. The radio 672 facilitates wireless connectivity between the system 602 and the "outside world," via a communications carrier or service provider. Transmissions to and from the radio 672 are conducted under control of the operating system 664. In other words, communications received by the radio 672 may be disseminated to the application programs 666 via the operating system 664, and vice versa.

The visual indicator 620 may be used to provide visual notifications, and/or an audio interface 674 may be used for producing audible notifications via the audio transducer 625. In the illustrated example, the visual indicator 620 is a light emitting diode (LED) and the audio transducer 625 is a speaker. These devices may be directly coupled to the power supply 670 so that when activated, they remain on for a duration dictated by the notification mechanism even though the processor 660 and other components might shut down for conserving battery power. The LED may be programmed to remain on indefinitely until the user takes action to indicate the powered-on status of the device. The audio interface 674 is used to provide audible signals to and receive audible signals from the user. For example, in addition to being coupled to the audio transducer 625, the audio interface 674 may also be coupled to a microphone to receive audible input, such as to facilitate a telephone conversation. In accordance with examples of the present invention, the microphone may also serve as an audio sensor to facilitate control of notifications, as will be described below. The system 602 may further include a video interface 676 that enables an operation of an on-board camera 630 to record still images, video stream, and the like.

A mobile computing device 600 implementing the system 602 may have additional
features or functionality. For example, the mobile computing device 600 may also include additional data storage devices (removable and/or non-removable) such as, magnetic disks, optical disks, or tape. Such additional storage is illustrated in FIG. 6B by the non-volatile storage area 668.

[0060] Data/information generated or captured by the mobile computing device 600 and stored via the system 602 may be stored locally on the mobile computing device 600, as described above, or the data may be stored on any number of storage media that may be accessed by the device via the radio 672 or via a wired connection between the mobile computing device 600 and a separate computing device associated with the mobile computing device 600, for example, a server computer in a distributed computing network, such as the Internet. As should be appreciated such data/information may be accessed via the mobile computing device 600 via the radio 672 or via a distributed computing network. Similarly, such data/information may be readily transferred between computing devices for storage and use according to well-known data/information transfer and storage means, including electronic mail and collaborative data/information sharing systems.

[0061] FIG. 7 illustrates one example of the architecture of a system for providing an application that reliably accesses target data on a storage system and handles communication failures to one or more client devices, as described above. Target data accessed, interacted with, or edited in association with application 528, IO manager 524, other utility 526, and storage (e.g., storage 104 and storage 110) may be stored in different communication channels or other storage types. For example, various documents may be stored using a directory service 722, a web portal 724, a mailbox service 726, an instant messaging store 728, or a social networking site 730. Application 528, IO manager 524, other utility 526, and storage systems may use any of these types of systems or the like for enabling data utilization, as described herein. A server 720 may provide storage system for use by a client operating on general computing device 502 and mobile device(s) 600 through network 715. By way of example, network 715 may comprise the Internet or any other type of local or wide area network, and client nodes may be implemented as a computing device 502 embodied in a personal computer, a tablet computing device, and/or by a mobile computing device 600 (e.g., a smart phone). Any of these examples of the client computing device 502 or 600 may obtain content from the store 716.

[0062] According to one exemplary computer-implemented process, a security context is generated based on security context data provided by a tenant, to be transmitted through a multi-tenant computational environment. In one example, the security context data may
be used to specify rights for access to data associated with the security context data. The security context data sent includes at least one of a token, a certificate, a database connection string, or tenant service account credentials. The security context data is wrapped with a protection layer that restricts an ability to access the security context data by untrusted devices and services of the multi-tenant computational environment.

Furthermore, the security context data is wrapped with a protection layer that prevents unauthorized tenants from using the security context. The security context data is then transmitted for processing to a shared application platform of the multi-tenant multitenant computational environment. In one example, the security context data is sent to a trusted resource of secrets of the multitenant computational environment.

[0063] In an example computer-implemented method, data is received at a component of a multi-tenant computational environment. Security context data associated with a tenant application may be stored to a trusted source of secrets of the multi-tenant computational environment. As an example, the trusted source of secrets may be a trusted platform module. The component may receive security context data associated with a tenant application if the component is authorized to receive the security context data. The component may provide indication to the trusted source of secrets that the component of the multi-tenant computational environment is a trusted component authorized to receive the security context data. Security context data is at least one of a token, a certificate, and credentials. The component evaluates the security context data to authorize use of the security context data by the tenant application for execution. The component may implement a trusted service to evaluate the security context data of the tenant. In the evaluating, a registration identification of the tenant provided may be compared with a stored registration id of the tenant to determine whether the tenant is authorized to use the security context for running the tenant application. The component may unseal security context data using a private key present on the trusted component. The component being a trusted component may run the tenant application in a context associated with the security context data if the tenant application is authorized based on evaluation of the security context data. As an example, the running may further comprise initiating the trusted component to run the tenant application under a provisioned service account for the tenant having only privileges to run the application in the context associated with the security context data. To run the tenant application, a secure communication channel may be created between a trusted component and the tenant application. Intrusion attempts may be monitored to detect unauthorized access to the security context data.
In an exemplary system, a device operating in a multi-tenant computational environment may include a memory and at least one processor. The processor of the device may be configured to perform a process. The process may include receiving security context data at a trusted component of the multi-tenant computational environment. As an example, the multi-tenant computational environment may be a cloud-computing environment. The device may access a trusted platform module to receive the security context data, and the trusted platform module may provide the security context data to the device only if the device is the trusted component. The device determines whether a tenant is authorized to execute an application under a security context based on evaluation of the security context data. Evaluation of the security context data may comprise implementing a trusted service to evaluate the security context data of the tenant. As an example, the trusted service compares a registration identification of the tenant provided with security context data and a registration ID of the tenant stored by the trusted service to determine whether the tenant is authorized to use the security context for running the application of the tenant. The trusted component runs the application using a service account of the tenant to access a data resource of the multi-tenant computational environment if the tenant is authorized. As an example, the service account of the tenant is restricted to execute only a process associated with the security context data.

Reference has been made throughout this specification to "one example" or "an example," meaning that a particular described feature, structure, or characteristic is included in at least one example. Thus, usage of such phrases may refer to more than just one example. Furthermore, the described features, structures, or characteristics may be combined in any suitable manner in one or more examples.

One skilled in the relevant art may recognize, however, that the examples may be practiced without one or more of the specific details, or with other methods, resources, materials, etc. In other instances, well known structures, resources, or operations have not been shown or described in detail merely to observe obscuring aspects of the examples.

While examples and applications have been illustrated and described, it is to be understood that the examples are not limited to the precise configuration and resources described above. Various modifications, changes, and variations apparent to those skilled in the art may be made in the arrangement, operation, and details of the methods and systems disclosed herein without departing from the scope of the claimed examples.
CLAIMS

1. A computer-readable storage having stored thereon computer-executable instructions, which when executed on at least one processor causes the processor to perform a process comprising:
   generating a security context based on security context data provided by a tenant, to be transmitted through a multi-tenant computational environment;
   wrapping the security context data with a protection layer that restricts an ability to access the security context data by untrusted devices and services of the multi-tenant computational environment;
   wrapping the security context data with a protection layer that prevents un-authorized tenants from using the security context; and
   transmitting the security context data for processing to a shared application platform of the multi-tenant computational environment.

2. The computer-readable storage according to claim 1, wherein the process executed by the processor further comprising:
   specifying rights for access to data associated with the security context data.

3. The computer-readable storage according to claim 1, wherein the process executed by the processor further comprising:
   transmitting security context data to a trusted resource of secrets of the multitenant computational environment

4. The computer-readable storage according to claim 3, wherein when the processor executes the transmitting of the security context data, the security context data sent includes at least one of a token, a certificate, a database connection string, or tenant service account credentials.

5. A computer-implemented method comprising:
   receiving data at a component of a multi-tenant computational environment;
   receiving security context data associated with a tenant application if the component is authorized to receive the security context data;
   evaluating the security context data to authorize use of the security context data by the tenant application for executing processing; and
   running the tenant application on a trusted component of the multitenant computational environment in a context associated with the security context data if the tenant application is authorized based on evaluation of the security context data.
6. The method according to claim 5, wherein the running further comprises initiating the trusted component to run the tenant application under a provisioned service account for the tenant having only privileges to run the application in the context associated with the security context data.

7. The method according to claim 5, further comprising storing security context data associated with a tenant application to a trusted source of secrets of the multi-tenant computational environment.

8. The method according to claim 5, further comprising:
   creating a secure communication channel between a trusted component and a tenant application launched using a service account of the tenant of the multi-tenant computation environment for the trusted component to pass security context information to the tenant application at run time, so that the tenant application can connect with an external resource.

9. A system, comprising:
   a device operating in a multi-tenant computational environment, the device including:
       a memory, and
       at least one processor connected with the memory, configured to:
           receive security context data at a trusted component of the multi-tenant computational environment,
           determine whether a tenant is authorized to execute an application under a security context based on evaluation of the security context data, and
           run the application on the trusted component using a service account of the tenant created to access a data resource of the multi-tenant computational environment
           if the tenant is authorized, the service account of the tenant being restricted to execute only a process associated with the security context data.

10. The system according to claim 9, wherein a trusted service compares a registration identification (ID) of the tenant provided with security context data and a registration ID of the tenant stored by the trusted service to determine whether the tenant is authorized to use the security context for running the application of the tenant.

11. The system according to claim 9, wherein the multi-tenant computational environment is a cloud-computing environment.

12. The system according to claim 9, wherein the device accesses a trusted platform module to receive the security context data, and the trusted platform module provides the security context data to the device only if the device is the trusted component.
13. The method according to claim 5, wherein the evaluating further comprises implementing a trusted service to evaluate the security context data of the tenant.

14. The method according to claim 5, further comprising storing security context data associated with a tenant application to a trusted source of secrets of the multi-tenant computational environment.

15. The method according to claim 14, wherein the trusted source of secrets is a trusted platform module.
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